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Two image-based sensing methods are merged to mimic human vision in support of airborne detect-and-avoid

and counter–unmanned aircraft systems applications. In the proposed sensing system architecture, a peripheral

vision camera (with a fisheye lens) provides a large field of view, whereas a central vision camera (with a perspective

lens) provides high-resolution imagery of a specific target. Beyond the complementary ability of the two cameras and

supporting algorithms to enable passive detection and classification, the pair forms a heterogeneous stereo vision

system that can support range resolution. The paper describes development and testing of a novel peripheral–central

vision system to detect, localize, and classify an airborne threat. The systemwas used to generate a dataset for various

types ofmock threats in order to experimentally validate parametric analysis of the threat localization error.A system

performance analysis based on Monte Carlo simulations is also described, providing further insight concerning the

effect of system parameters on threat localization accuracy.

Nomenclature

Cc = field-of-view coverage of the central vision camera
fc = focal length of the central vision camera
fc� = optimal focal length of the central vision camera
fc�h = optimal focal length of the central vision camera in the

horizontal direction
fc�v = optimal focal length of the central vision camera in the

vertical direction
fp = focal length of the peripheral vision camera
Hc

s = sensor height of the central vision camera
Ht = threat height
Rc∕p = rotationmatrix between the peripheral and central vision

frame
r = threat range
ra = assumed threat range
rp∕c = optical center position of the peripheral vision camera in

the central vision frame
rp∕g = optical center position of the peripheral vision camera in

the global reference frame
rt∕c = threat vector from the central vision camera

rt∕p = threat vector from the peripheral vision camera

rt∕g = estimated threat position in the global reference frame

Tc∕p = translation vector between the peripheral and central
vision frame

up,
vp

= pixel coordinates of the threat on the peripheral vision
image

vh = relative horizontal speed of the threat in the central
vision frame

Wc
s = sensor width of the central vision camera

Wt = threat width
δr = localization error
δs = sensor error
θ = intersection angle between threat vectors

I. Introduction

W ITH the rapid proliferation of small unmanned aircraft sys-
tems (sUAS), the risk of midair collisions is growing, as is the

risk associated with the malicious use of these systems. The airborne
detect-and-avoid (ABDAA) problem and the counter-UAS problem
have similar sensing requirements for detecting and tracking air-
borne threats, although for different purposes: to avoid a collision
or to neutralize a threat, respectively. These systems typically include
a variety of sensors, such as electro-optical or infrared (EO/IR) cam-
eras, RADAR, or LiDAR, and they fuse the data from these sensors to
detect and track a given threat and to predict its trajectory. Camera
imagery can be an effective method for detection as well as for pose
estimation and threat classification, though one cannot resolve range
to a threat from a single camera image without additional informa-
tion, such as knowledge of the threat geometry.
Although a variety of sensors are available, including those men-

tioned above, cameras are the most common sensor for sUAS. As the
size,weight, andpower and cost (SWaP-C) of cameras has continued to
drop,whereas resolution and image quality have continued to improve,
and as computer vision methods have continued to develop, more
information can be extracted from camera imagery than was possible
in the past [1]. Considering their low SWaP-C and the expanding
capabilities of computer vision, cameras will likely play an important
future role in allowing sUAS to detect and track other aircraft that may
pose a navigational hazard or a malicious threat.
In this paper, a peripheral–central vision (PCV) system that detects,

localizes, classifies, and tracks aircraft using only two low-cost cam-
eras is introduced. The focus here is on detecting and characterizing
sUAS at close range (tens to hundreds of meters), but the concepts
and algorithms can be extended to other applications involving
larger aircraft using more capable camera systems. Fast and reliable
initial threat detection is crucial for an ABDAA or C-UAS system,
so the camera system must be able to see a large area at once. This
observation suggests the use of an omnidirectional peripheral vision
camera for the initial threat detection. To provide continuous visual
coverage of the environment for threat detection, however, requires
a wide field-of-view (FOV) camera, the peripheral vision sensor. To
classify a threat aircraft, estimate its pose, and better predict its flight
path, a higher-resolution image is required, which suggests the use
of a gimbal-mounted perspective camera, the central vision sensor,
with a narrower FOV. Incorporating each type of sensor affords the
opportunity to use stereo vision for ranging. Accordingly, this paper
introduces a heterogeneous PCV system for use in ABDAA applica-
tions or in a ground- or air-based Counter-Unmanned Aircraft Sys-
tems (C-UAS) system. The PCV system is capable of detecting flying
objects within a wide FOV, classifying these threats, and estimating
their position (including range), attitude, and velocity.
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The main contribution of this paper is analysis and testing of
a novel air-based PCV system that detects, locates, and tracks air-
borne threats. The paper is an extension of work presented in [2]. The
peripheral vision camera first detects a threat and cues the central
vision camera based on the viewing angle. The central vision camera
then slews into position to focus on the threat, enabling classification
and ranging. This paper describes the development and testing of
the PCV system architecture and algorithms. Section II describes
priorwork related to the PCV system. Section III describes the system
setup. Image processing methods for the peripheral vision imagery,
including threat detection algorithms, are described in Sec. IV, and the
cueing algorithm that directs the central vision camera is presented in
Sec. V. Image processing methods for the central vision imagery are
described in Sec. VI. Section VII describes a heterogeneous stereo
vision algorithm for threat localization. Section VIII describes the
system architecture and datamanagement. Amore general discussion
of system performance is provided in Sec. IX. Section X describes
analysis of threat localization performance using experimental data.
Section XI presents conclusions and summarizes ongoing work.

II. Related Work

Because passive sensors do not radiate energy, they require less
power than active sensors, making them attractive for use on weight-
constrained sUAS. Dramatic advances in camera hardware and image
processing software make machine vision systems especially app-
ealing, both for mission-related tasks such as aerial imagery and for
operational tasks like ABDAA. The need to localize threats once they
are detected, however, suggests the use ofmultiple cameras to allow for
stereo vision, which enables depth estimation and 3D reconstruction.
These systems typically include two identical perspective cameras, but
the narrow FOV of a perspective camera limits its utility for sUAS
detection. To address this issue, Drulea et al. [3] and Kita and Kita
[4] proposed using a stereo fisheye vision system to relax the FOV
limitation. However, fisheye cameras provide lower pixel coverage
than a narrow FOV perspective camera, in a given region, making it
more difficult to classify a detected threat or to estimate its position and
attitude.
Earlier efforts have combined the advantages of a large FOV

(“omnidirectional”) camera and a narrow FOV perspective camera
for surveillance, focusing mainly on detecting people [5–8] and on
tracking them using facial recognition [9,10]. Baris andBastanlar [11]
used such a dual-camera system to classify objects in a scene and to
improve surveillance performance. The dual-camera systems used in
these studies showed good performance for tracking targets from a
fixed location. The omnidirectional camera, however, was used pri-
marily for initial detection and to cue the perspective camera. Because
the focus of these studies was surveillance, there was no effort to
extract stereo image data (e.g., range to a threat) from the camera pair.
However, Muñoz-Salinas et al. [12] suggested an algorithm based on
particle filtering to localize people in a scene using multiple hetero-
geneous cameras. The proposed algorithm provides estimated loca-
tions of people, along with confidence data obtained from the particle

filter. For a different application other than surveillance, Eynard et al.
[13–15] suggested an algorithm to estimate the altitude and motion of
an unmanned aircraft using an onboard, heterogeneous stereo vision
system that consists of a fisheye lens camera and a perspective camera.
Their algorithm first finds the homographymatrix [16–18] that relates
the two camera views and then estimates the distance between the
horizontal plane (i.e., the tangent plane to the Earth’s surface) and the
first camera. The algorithm determines the altitude of the “own ship”
aircraft, but does not provide information about other aircraft in the
FOV.
Most applications of heterogeneous camera systems involve sur-

veillance of confined areas (<20 m range) from a fixed location. Few
studies discuss stereo rangingusing aheterogeneous camera system for
theABDAAandC-UASapplications. The following sections describe
a PCV system that detects, localizes, classifies, and tracks the motion
of sUAS.

III. PCV System Setup

Referring to the process diagram for the proposed PCV system in
Fig. 1, threat detection and characterization begins at the left with a
detection by the peripheral vision system. First, the lens distortion of
the peripheral vision imagery is removed. The undistorted imagery is
then stabilized using a homography matrix [16–18] computed from
the image sequence. Threats are then detected by their motion
through the undistorted, stabilized imagery using optical flow. The
bearing angle to each detected threat, measured relative to the bore-
sight axis of the peripheral vision camera, is then converted to an
approximate bearing angle in a frame fixed in the central vision
camera. In scenes with multiple detected threats, the system selects
one according to a scheduling algorithm (see [19–22], for example)
and provides the bearing angle as a cue for the gimbal that controls the
central vision camera’s attitude. The central vision camera slews to
the indicated direction and the threat is then detected in the central
vision image. The higher-resolution image from the perspective
camera enables the classification of the threat using a deep neural
network (DNN) and the estimation of its attitude using thevisual pose
estimation process presented in [1]. In addition, a heterogeneous
stereo vision strategy uses the two distinct “threat vectors” obtained
from the two camera images to estimate the threat position.
For the proof-of-concept analysis and testing, we built and devel-

oped a system with two camera sensors as shown in Fig. 2. The
Insta360 Air was selected as the peripheral vision camera because this
camera contains two fisheye lenses, providing 360° coverage in both
azimuth and elevation, and is compatible with a variety of embedded
hardware systems and with widely used software tools such as those
available through OpenCVand the robot operating system (ROS). The
GigE DFK Z12G445 color zoom camera from The Imaging Source
serves as the central vision camera. This global shutter camera cap-
tures images at up to 41 frames per second (fps) and has a software-
controllable, motorized 12× optical zoom lens. The GigE camera
is mounted on an HDAir Infinity MR S2 gimbal, which enables the
camera to be directed by the cue provided from the peripheral vision

Fig. 1 The flowchart of the PCV system.
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camera. These two cameras are accessed using ROS, installed on an
Nvidia TX2. This on-board computer runs all system algorithms, such
as detection and cueing. The detailed camera specifications are shown
in Table 1. Figure 2 shows the PCV system setup, as configured for
air-based operation. The data stream from the air-based system is sent
to the ground station wirelessly. For ground-based testing, however,
the PCV system was connected directly to the ground station by cable.
Data collection using these two PCV system setups is described in
Sec. VIII.

IV. Peripheral Vision Subsystem

Although the peripheral vision camera system provides complete
coverage, the images have relatively low resolution and high distor-
tion. The number of pixels associatedwith anobject at a given range is
low, comparedwith a perspective camera, and varies nonlinearly over
the camera FOV. As an example, for the Insta 360 Air, which is our
peripheral vision camera, the pixel width of a 5 m object at 100 m
distance is only 22 pixels, as shown in Fig. 3a.When there are enough
pixels on a threat, the peripheral camera can provide information that
is useful in characterizing the threat, but the lens introduces a high
level of image distortion, especially at the edges of the image. Dis-
tortion can be partially addressed through proper camera calibration
[23], but the pixel density is unavoidably lower away from the camera

boresight. As an example, Figure 3b shows the relative pixel density

for an undistorted Insta360 Air image versus angle from boresight.
Image resolution is less of a concern in threat detection than in

the other image processing tasks. This is because detection methods

such as the optical flow algorithmused here [24,25] can detectmoving

objects that occupy a small number of pixels. A peripheral vision

camera system can be quite useful for initial threat detection because

of its large FOV.Having detected a threat, a central vision cameramay

be cued to investigate further. If additional information is available

from the peripheral vision image, it can be combined with central

vision imagery to improve overall situation awareness. The comple-

mentary nature of the peripheral vision camera’s wide FOV and the

steerable central vision camera’s high resolution motivated the pro-

posed architecture.

A. Image Preprocessing

For a camera that is fixed in space, the pixels associated with static

objects andwith theunmovingbackgrounddonot change statebetween

images. For an airborne system, however, the camera translates and

rotates as the aircraftmoves, so thebackgroundand static objects appear

to move within the image sequence. This apparent motion of static

elements due to motion of the camera must be eliminated in order to

detect moving objects using optical flow.
A homography matrix indicates the relative rotation and translation

between two images of a given scene [16–18].The homographymatrix

between consecutive frames of amoving camera can therefore be used

to remove the apparent motion in the image. This process is called

image stabilization in the computer vision community; it is a software

variant of mechanical image stabilization. Computing a homography

matrix requires the pixel locations of common feature points in the

sequence of images. A Harris corner detector [26] is applied to the

peripheral camera imagery to find feature points. The optical flow

algorithm is then used to track detected feature points in the sequence

of images. From the sequence of pixel locations of selected feature

points, the homography matrix is estimated with the RANSAC algo-

rithm [27], which generates an optimal estimate while excluding out-

lier feature points. The homography matrix is estimated for each new

image frame and is then used to remove the effect of cameramotion by

rotating and translating the image.
Homography-based image stabilization performs quite well in

nominal conditions, but the algorithm can be affected by lighting

conditions and image noise. As an alternative, onemay consider image

stabilization based on directmeasurements of cameramotion, obtained

using an inertial measurement unit (IMU). This approach compensates

for camera motion using camera pose data from the IMU, rather than

homography data extracted from images. This IMU-based approach

requires that the image and inertialmotion databe accurately synchron-

ized for good performance, however, and the IMU’s accuracy is an

important performance factor. Moreover, the IMU-based approach

cannot accurately account for the camera’s translational motion, which

Table 1 Camera specifications

Parameter
Peripheral vision

camera (Insta360 Air)
Central vision camera
(GigE DFK Z12G445)

Focal length, mm 1.0 4.8–57.6
Sensor size, mm 3.3 × 3.3 4.8 × 3.6

Pixel size, μm 2.19 × 2.19 3.75 × 3.75

Resolution, px 1504 × 1504 1280 × 960

Size, mm ϕ36.6 × 39.6 50 × 50 × 103

Weight, g 26.5 330
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Fig. 3 Capabilities of Insta360 air.

Fig. 2 Peripheral–central vision system setup.
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is an effect that is included implicitly in the homography-based
approach. The example processed image is shown in Fig. 4.
To leverage the strengths of both approaches, a data fusionKalman

filter [28] was developed. The fused camera motion data are con-
verted to a rotation matrix that is used to stabilize images for use in
optical flow-based threat detection. The flow chart in Figure 5 illus-
trates the image stabilization process.

B. Threat Detection Using Optical Flow

Various computer vision algorithms have been proposed to detect
a moving threat using visual imagery. Attributes that are unique to a
particular scenario can pose special challenges or opportunities for
visual detection. For a C-UAS system, for example, flying objects
may appear with strong contrast against a static background (e.g., a
clear blue or overcast sky).Non-antagonistic aircraft, includingmany
sUAS, may even include lighting to make them more visible.
In the approach described here, an optical flow algorithm com-

putes the translational displacement of pixels in consecutive images.
Because the pixel coordinates change for an object moving through
an image against a static background, such pixel displacements may
indicate threats. To detect a threat, several feature points within the
image are extracted using a corner detector. The optical flow algorithm
is then applied to track these feature points in consecutive images.Pixel
velocity vectors whose magnitude exceeds a threshold indicate candi-
date threats. Setting a high threshold may result in missed detections,
whereas a low threshold value may create false detections. To explore
the sensitivity of threat detection to conditions, we generated repre-
sentative receiver operating characteristic (ROC) curves for optical
flow detection. Two experimentswere performed. In experiment 1, the
threat was located relatively close (20–30 m) to the PCV system. In
experiment 2, the threatwas farther away (50–60m). Figure6 showsan
ROC curve of each of these two experiments with detection threshold
values varying from 0 to 5.5 px. Note the “knees” in the two ROC
curves that indicate appropriate threshold values for detection. For
the closer threat, the knee occurs at a threshold value of 3.5 px. For
the more distant threat, the indicated threshold was 1.5 px. Threshold

values were scheduled based on range to the threat. For initial detec-

tions at unknown range, a low threshold value (corresponding to the

maximumdetectable range) is used. Becausewe assume that there is at

most one threat, and that this threat is moving against a static back-

ground, the region of the imagewith the fastest pixel speed is declared

to be a candidate threat for further investigation. After confirming that

the candidate is indeed a threat and estimating its range, using an

algorithm described in the following sections, the threshold value is

adjusted to correspond to the estimated threat range.
Special challenges arise in vision-based threat detection as

proposed, and these are the subject of continuing study. For example,

a threat coming straight toward the camera may not be detected

because the optical flow algorithm detects relative motion in the

image frame. Also, a dynamic or variegated backgroundwill increase

Fig. 4 Peripheral vision image before (left) and after (right) undistortion and stabilization.

Fig. 5 Homography–IMU data fusion for image stabilization.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positive rate

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ru

e 
po

si
tiv

e 
ra

te

Experiment 1
Experiment 2
Random chance

Fig. 6 Receiver operating characteristic (ROC) curve of optical flow
detection.
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the number of false detections. This problem may be addressed in
part by adaptively tuning the detection threshold values and by
incorporating complementary feature-based detection algorithms
such as Scale-Invariant Feature Transform (SIFT) [29], Speeded Up
Robust Features (SURF) [30], or Oriented FAST (Features from
Accelerated Segment Test) and Rotated BRIEF (Binary Robust Inde-
pendent Elementary Features) (ORB) [31] with tracker algorithms
such asKernelized Correlation Filter (KCF) [32] orMultiple Instance
Learning (MIL) [33].
After a threat is detected in the peripheral camera imagery, a Kal-

man filter estimates its bearing in the central vision camera frame and
cues the gimbal toward the threat. For multiple threat detections, a
scheduling algorithm can provide an optimal cueing sequence [19].
When the optical flow algorithm loses track of a threat, the Kalman
filter predicts the threat’s pixel location based on its last known pixel
velocity. If and when a direct measurement of the threat location
becomes available once again, the Kalman filter corrects the threat
location estimate that serves as a cue to the central vision camera.
Figure 7 shows example results for two (undistorted) images obtained
using the peripheral vision camera with Kalman filtering. The red
circle on the left indicates a moving object detected by optical flow.
The Kalman filter corrects its position estimate (green dot) based
on the detection. There is no optical flow detection on the right;
the Kalman filter predicts the threat position based on the last esti-
mated pixel position and velocity. Optical flow appears to be effective
at detecting candidate threats against a static background, even for
threats of small pixel size. One may use the threat location and
velocity in pixel coordinates, as described in the next subsections,
to cue the central vision camera system, which can then classify the
threat and estimate its position and attitude.

V. Cueing Algorithm

The threat detected by the peripheral vision camera must then be
observed by the central vision camera to obtain more detailed infor-
mation such as position, velocity, attitude, and classification. For the
gimbaled central vision camera to slew to the threat, a cue is required
from the peripheral vision system. This section describes a cueing
algorithm that computes the azimuth and elevation angle of the threat
in the central vision camera-fixed reference frame. The section also
discusses the error in this threat cue and its effect on threat acquisition
by the central vision camera system.

A. Threat Bearing Angle

Having detected a threat and extracted its pixel coordinates from a
peripheral vision image, one may estimate the azimuth and elevation
angles to the threat in a reference frame fixed in the peripheral vision
camera. These angles are then transformed to a frame fixed in the
central vision camera. Given the relative pose between the peripheral
(“p”) and central (“c”) vision cameras, as defined by the proper

rotation matrix Rc∕p and the translation vector Tc∕p, the threat vector

in the central vision camera-fixed reference frame is

rt∕c �
2
4 xc

yc

zc

3
5 �

h
Rc∕pjTc∕p

i
2
666666664

upra
fp

vpra
fp

ra

1

3
777777775

(1)

where up and vp are the pixel coordinates of the threat in the
peripheral vision image, fp is the focal length of the peripheral vision
camera, and ra is an assumed range to the threat. The actual range is
unknown, at this point, because the threat has only been imaged by the
single, peripheral vision camera. However, a range to the threat is
needed in order to compute the bearing angle in the central vision
camera-fixed reference frame. There are somemethods for estimating
range using a monocular camera, such as depth-from-focus/defocus
[34–36]. Because these methods are not robust for distant objects,
however, we instead adopt an assumed range to obtain the initial cue
for the central vision camera and then replace this assumed rangewith
a more accurate estimate once the threat has been acquired by both
cameras.

B. Optimal Assumed Range

Because an assumed range is used, the error between actual range
and the assumed range may lead the central vision camera to miss the
object towhich it has been cued. For example, if the assumed range is
30 m, but the actual range is 90 m, the azimuth angle error would be
−3.5°. If the actual range is 10 m, then the azimuth angle error would
be 9.7°. If this cueing error is large, the threat may lie outside the
central vision camera’s FOVand fail to be acquired. To resolve this
issue, an assumed range value that minimizes the cueing error should
be chosen.
Figure 8a shows the azimuth error versus actual range to a threat for

four assumed ranges varying from 10 to 100m. (Themaximum range
at which the given peripheral vision system can detect a sUAS is
roughly 100m.)When the assumed range is 10 m (blue dotted curve)
or 100m (purple curve), themaximumabsolute bearing error is nearly
15°. On the other hand, when the assumed range is 30 m (red dashed
curve), themaximumabsolute bearing error is 10°, and less than4° for
threats beyond 20 m. An optimal assumed range that minimizes the
maximum absolute bearing angle error is indicated in Fig. 8b, which
shows the maximum absolute bearing angle error versus assumed
range. As shown in this figure, when the assumed range is 17.93 m,
the maximum absolute azimuth angle error is minimum, at roughly
7.3°. The maximum elevation angle error is much smaller than the
maximum azimuth error and it is relatively insensitive to the assumed

Fig. 7 Two image frames illustrating the results of Kalman-filter-aided optical flow detection.
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threat range, although larger elevation angle errors may result for
threats that are high above the horizon. In any case, an assumed range
of 17.93 m is used for the given system.

VI. Central Vision Subsystem

Although the peripheral vision camera system has a large FOV
and low resolution, the pan-tilt-zoom (PTZ) central vision camera
has a narrower FOV, but high resolution. The central vision camera
is intended to obtain detailed imagery of a threat that has been
detected by the lower resolution peripheral vision camera. Once the
central vision camera has slewed toward the cue provided by the
peripheral vision system and acquired the threat within an image,
the central vision camera begins to track and classify the threat and
to estimate its position, attitude, and velocity.

A. Gimbal Control for Pan and Tilt

The reference azimuth and elevation angles computed from periph-
eral vision imagery are sent to the gimbal, which uses a PID controller
to rotate the camera to the desired attitude. The gimbal controller
uses Kalman filtered orientation measurements that incorporate data
from an IMU fixed to the rotating camera frame and from the gimbal’s
servo axis encoders. Because the gimbal’s IMU lacks a magnetometer,
the gimbal’s yaw axis encoder angle is used as the primary azimuthal
orientation reference. The readings from the gimbal’s IMU are recor-
ded synchronously. The quality of the IMU filtered measurements
should be considered in determining the system’s ranging accuracy.
The gimbal manufacturer claims an angular precision of 0.02° in all
axes, which has implications for using the central camera’s zoom
capability; a narrower FOV (e.g., fully zoomed) requires a smaller error
in gimbal orientation to maintain the view of a threat during tracking.
For the current system setting, the minimum horizontal FOV of the
central vision camera is about �2.5°. The gimbal precision is fine
enough to support tracking at full zoom, though accurate tracking
also depends on the disturbance environment and the servo-controller
performance. In the implementation described here, the central vision
camera adopts its widest FOV when tracking the reference cue to
increase the likelihood of acquiring the threat.

B. Threat Classification

Object classification can reveal whether a detected object poses a
threat and can aid in motion prediction by indicating the performance
capabilities of a given threat. A classification taxonomy for detected
airborneobjectsmight include coarsecategories of aircraft, birds, kites,
or floating debris. Finer subclasses for aircraft such as fixed-wing,
helicopter, or multirotor can be used with better sensor resolution and
algorithmic capabilities. Even finer classifications might include spe-
cific models of aircraft. Here, we focus on binary classification as
“aircraft” or “not aircraft” for a proof-of-concept.
Airborne threat classification has been of interest in defense scenar-

ios since aircraft began playing amajor role inwarfare. Personnel were

trained, for example, to classify aircraft on the basis of engine sound,
visual cross section, or trajectory to determine whether a particular
aircraft posed a threat [37]. A wide variety of criteria, such as those
mentioned above, can be used in classification algorithms, but a lack of
diverse data can impede algorithm development and validation, espe-
cially if the aim is to create a rich taxonomy with many subclasses. A
broader classification ismore feasible, especially for unmannedaircraft
that exhibit a wide variety of shapes and configurations. Analytical
methods that use feature extraction can discriminate between general
categories based on feature presence. For example, propeller count or
cross-sectional aspect ratio can inform aircraft class likelihoods based
on the type of craft. Simply discriminating between fixed-wing and
multirotor sUAS could significantly reduce uncertainty by enabling
a tracking algorithm to incorporate an appropriate motion model into
the predictionmethod. Developing a finer classification, using analyti-
cal or data-driven approaches, would require proportionally larger and
richer data sets. Common strategies to address the limitations of small
datasets, such as retraining the last layer for an object detection neural
network, become less effective with finer classification schemes.
Although simulated datasets can help compensate for a lack of training
data, simulation fidelity can play a significant role in the outcome,
a topic of ongoing research [38]. Although a refined classification
scheme was not our focus in developing the system described here,
threat type classification can improve tracking performance by sup-
porting threat model selection.
Several approaches to classification are described in the literature;

the ones explored here employmachine learning and computer vision
frameworks. Machine learning methods, specifically those involving
neural networks (NNs), have been extensively developed for prob-
lems involving the detection and classification of objects in images.
Existing deep NNs such as MobileNet [39], YOLOv2 [40], and
YOLOv3 [41] have been shown to exhibit high “true positive” rates
when trained on sufficiently large and diverse datasets. These net-
works can be accelerated to run in real-time using GPU resources
available on flight-capable computational hardware; however, per-
formance depends strongly on the datasets used to train the networks.
As mentioned above, last layer retraining can compensate for smaller
datasets. In this approach, an existing network’s weights are used for
feature extraction and only the last layer, where classification occurs,
is adapted to a particular use case.
To demonstrate the concept, an implementation of YOLOv3 that

was trained on the CommonObjects in Context (COCO) [42] dataset
was used to generate bounding boxes around aircraft in images
obtained using the central vision camera. Some examples are shown
in Fig. 9.
Even with a generically trained NN, the aircraft is correctly

detected at closer ranges. In edge cases, however, such as when the
aircraft descends below the horizon or appears against a less distinct
background, the NN tends to fail. Cases with image noise and lower
pixel coverage also result in false negatives. Because the focus here
is on proof-of-concept rather than performance optimization, the
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Fig. 8 Optimal assumed range estimation.
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YOLOv3 implementation used pretrained NN weights. Retraining

with a dataset that contains a variety of small UAS operating in a rich

set of scenes and environmental conditions would likely yield more

robust NN detection and classification.

C. Zoom Optimization

To make use of the central vision camera’s zoom capability, a

control strategy was developed to optimize the camera’s FOV when

acquiring and trackinga threat.A lowzoomvalue (largeFOV) reduces

the chance that a disturbance to the camera’s orientation would cause

the threat to be lost from view. On the other hand, a high zoom value

(narrow FOV) enables better threat detection and characterization by

providing more pixels on the threat. Here, we consider how the zoom

setting can be adjusted to optimize the tradeoff between these two

concerns.
Given the range r to the threat, which can be estimated using the

algorithm described in Sec. VII, the FOV coverage Cc of the central

vision camera is

Cc � rWc
s

fc
(2)

whereWc
s is the sensor width and f

c is the focal length; see Fig. 10. To

prevent the threat from leaving the FOV, the speed of the threat relative

to the central vision FOV and the margins around the threat within

the FOV should be considered. For example, if the FOV coverage of

the central vision camera is 10 m at the threat range, and the threat

width is 2 m, the margin of the FOV is 4 m. In this case, if the threat

relative speed is more than 4 m∕s, then the threat will escape the static
camera’s FOVin 1 s. Therefore, the FOVmargin should be larger than

the (pixel) distance moved by the threat within a given time period γt

(say, 2 s), which depends on the system latency as well as the error in

the reference cue and in the measurements (e.g., gimbal orientation).
To formulate an optimization problem, consider that the threat size

in the image should bemaximized to increase the number of pixels on

the threat, but the threat should not escape the camera’s FOV in time

γt. These objectives are captured in the following:

Maximize

�
Wt

Cc

�
2

s:t: γtvh −
Cc −Wt

2
� 0 (3)

where vh is the relative horizontal speed of the threat and Wt is the

width of the threat. Formulating the Hamiltonian

H �
�
fcWt

rWc
s

�
2

− λ

�
γtvh −

rWc
s

2fc
�Wt

2

�
(4)

we compute

∂H
∂λ

� γtvh −
rWc

s

2fc
�Wt

2
� 0 (5)

∂H
∂fc

� 2fcW2
t

r2�Wc
s�2

− λ

�
rWc

s

2�fc�2
�
� 0 (6)

Solving Eq. (6) for the zoom setting gives

fc � rWc
s

����������
λ

4W2
t

3

s
(7)

Substituting into Eq. (5) gives

λ � 4W2
t

�Wt � 2γtvh�3
(8)

Finally, we substitute Eq. (8) into Eq. (7) to find the focal length that

maximizes the threat size in the FOV while ensuring a sufficient

margin to prevent losing the threat:

fc�h � rWc
s

Wt � 2γtvh
(9)

Note that only the horizontal direction (Wt;W
c
s , and vh) is considered

in this formulation. The optimal focal length for the vertical direction

is computed in the same way:

fc�v � rHc
s

Ht � 2γtvv
(10)

Fig. 10 Zoom optimization geometry.

Fig. 9 Example results using COCO-trained YOLOv3.
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where Hc
s is the sensor height of the central vision camera and Ht is

the height of the threat. The optimal focal length is then taken as the
minimum value of the focal lengths for the horizontal and vertical
direction:

fc� � min�fc�h ; fc�v � (11)

VII. Heterogeneous Stereo Vision

A camera image is generated when points on 3D objects are pro-
jected onto the camera image sensor.As shown inFig. 11, the pointsA,
B, and C are projected onto the same image point of the right image
sensor. The actual position of the point represented in the image is
therefore unknowable, without additional knowledge about the range
to the object. This issue is called “range ambiguity.” If we have an
additional camera, viewing the samescene fromadifferent perspective,
the range ambiguity can be resolved by computing an intersection
of two lines of sight from the two cameras. The point B in Fig. 11 is an
example. Conventional stereo vision algorithms normally assume two
identical cameras with parallel camera boresight axes. This configu-
ration allows one to determine the range to an object using a simple
equation.The formulationmust bemodified for a heterogeneous stereo
vision system, however, because of high distortion in the peripheral
vision image and the nonparallel camera boresight axes. An omnidi-
rectional camera calibration procedure published by Scaramuzza et al.
[23] addresses this issue, enabling conversion from2D image points on
the large FOV camera image to corresponding 3D vectors. The 3D
vector pointing toward the threat from a given camera is referred to as a
threat vector. The 3D position of a threat can be estimated by comput-
ing the intersection of the threat vectors from the two cameras.
Figure 12 depicts the threat vectors rt∕p and rt∕c for the peripheral

and central vision cameras, respectively. The intersection rt∕g of the
threat in the global reference frame is then

rt∕g � rp∕g �
krt∕c × rp∕ck
krt∕c × rt∕pk

rt∕p (12)

where rp∕g and rp∕c represent the optical center position of the

peripheral vision camera with respect to the global frame and the
central vision camera frame, respectively. [All vectors in Eq. (12) are
assumed to be expressed in the global frame.]
If two 3D threat vectors intersect, the threat position can be easily

estimated usingEq. (12).However, several sources of error ensure that
two threat vectorswill rarely intersect. Following is an incomplete list:
1)Lens distortion:The effect of light refraction through the camera

lens can be partially corrected through camera calibration, but cannot
be removed entirely.
2) Camera pose error: To compute the intersection point of

threat vectors, the threat vectors should be expressed in a common
frame (e.g., the global frame). The position and orientation of each
camera frame in the global frame are obtained from an IMU and a
GPS sensor attached to each camera, but these measurements are
imperfect.
3) Feature correspondence: The point on the threat that determines

the threat vector for one camera, a point that is determined using a
feature detection algorithm(color detection, corner detector, etc.),may
not correspond to the same detected feature point in the other cam-
era image.
Approaches have been suggested to address the nonintersection

of threat vectors [43–45]. Themidpointmethod computes the shortest
line connecting two 3D vectors and takes the midpoint of the con-
necting line segment as an estimate for the intersection. This method
is relatively easy to implement and fast to compute. However, if the
error in the threat vectors is large, the localization error in the stereo
ranging method is also large. Moreover, the midpoint method occa-
sionally computes a (nonphysical) negative range [46]. An alterna-
tive, known as the optimal method, corrects the two 3D vectors based
on the epipolar constraint that is satisfied when two 3D vectors are
on a common plane (the epipolar plane). The two corrected threat
vectors necessarily intersect. Even after the correction, there could be
some reprojection error generated by the correction process. Mandun
et al. [44] analyzed this reprojection error of the stereo vision system
against the error from each camera. The reprojection error contributes
to the threat localization error depending on the system parameters
of the stereo vision system (baseline, target distance, etc.). Fooladgar
et al. [43] discussed the uncertainty in different operating conditions.
We consider this localization error in Secs. IX and X. For the im-
plementation in this paper, we used the optimal method to correct the
threat vectors because the optimal method gives lower localization
error than the midpoint method.

VIII. System Architecture and Data Acquisition

The algorithms and hardware explained in the previous sections
are finally integrated into a PCV system to generate a dataset. In this
section, we describe the architecture of the PCV system and the data
generation setup. The dataset is generated using ground-based and
air-based PCV systems with various types of mock threats. The pros
and cons of each type of the PCV system are described here. We also
describe a track management strategy for managing multiple threats
within the peripheral camera’s FOV.

A. Data Acquisition

Figure 13 depicts the experimental setup for the dataset in which a
mock threat aircraft streams its position to a ground station, providing
ground truth to assess the localization strategy. For the PCV system,
theGPS position of the system and the imagery from the two cameras
are acquired and processed on an Nvidia TX2. The hardware and
software setup is based on the ROS framework. After processing the
data, the pointing cue is sent to the gimbal for the central vision
camera. All data are stored in the rosbag file format.
Experimentswere performedusing twoPCVconfigurations (ground-

based and air-based) and various types of mock threats. In a given
experiment, a threat maneuvers within the detectable range (100 m for
the current system specifications) and the PCV system observes and
records the data on the ground or while hovering in the air.Mock threats
included a human, a quadcopter, a fixed-wing unmanned aerial vehicle

Fig. 11 Stereo vision.

Fig. 12 Geometry of threat localization.
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(UAV), and a manned aircraft. Table 2 shows the details of the dataset

that was gathered.

Advantages of the ground-based PCV system include unlimited

power, low position error for the camera system, and clear, steady

imagery. For these and other reasons, the ground-based PCV system

is easier to use and its data are easier to process, because there is no

need to stabilize the imagery. It is not surprising that more than 70%

of commercial counter-UAS systems are ground-based [47].

The primary disadvantage of a ground-based PCV system is its

inability to vary the camera perspective. For some threats in the

counter-UAS application, the ability to induce particular relative

motions by maneuvering the host could aid detectability and localiza-

tion accuracy. Moreover, a threat detection and tracking system devel-

oped for use on a small unmanned aircraft can serve the dual purposeof

ABDAA.One of thevirtues of the PCVsystem is the lowSWaP-C that

enables it to be easily integrated into a small UAS. The performance of

the air-based system, on the other hand, is affected by GPS accuracy,

image quality from the moving platform, and battery life.

One issue for both single PCV system configurations that were

tested is the short baseline (2 m) between the central vision camera

and the peripheral vision camera. Because the PCV system estimates

the threat position based on triangulation, as shown in Sec. VII, a

shorter baseline can increase the error in the threat vector error; this

issue is discussed further in Sec. IX. To explore the opportunities

afforded by larger baselines, we also constructed and used a second

PCV system in parallel.

For the dataset collected using the ground-based system, two types

of threat were used: a human and a quadcopter. For the air-based

system, two types of threat were used: a quadcopter and a fixed-wing
UAV. Although the central vision camera is physically stabilized by
the gimbal, the peripheral vision camera was affected by vibration
when obtaining data from the air-based system. The peripheral
imagerywas software stabilized as described inSec. IV.A.Thedataset
includes imagery of the threat from two cameras, the host’s GPS
location, the threat’s GPS location, and the gimbal orientation for the
central vision camera. The dataset is used to test the detection algo-
rithms and the localization algorithm. Figure 14 shows example
imagery from the dataset.

B. Track Management

To this point, we have focused on the case of a single PCV system
and a single threat. To expand its utility, the system should allow for
multiple threats.Moreover, the system’s capability can be improved by
allowing for multiple sensing systems, such as additional ground- and
air-based sensing systems [48,49].Here, amulti-object tracking (MOT)
solution to process measurements obtained from multiple cameras/
sensors is developed to facilitate continuous threat monitoring even
with patchy detection performance. TheMOTuses established tracking
algorithms, but the modular architecture allows one to replace compo-
nent filtering algorithms, such as the extended Kalman filter that is
currently used for state estimation of each track, with alternative
algorithms as desired for development purposes. Development in
ROSalso supportsmodularity, allowing an arbitrary number of sensors,
moving or stationary, with automatic handling of all coordinate frame
conversions performed by the transform ROS package [50]. Sensor
fusion between multiple sensors is accomplished using synchronized
measurements in the update step. The tracker layout is shown inFig. 15.
The detection preprocessor consolidates incoming measurements/

detections from all sensors and transforms them from the sensor frame
to the global frame. In the data association step, valid detections from
the data preprocessor are first comparedwith the current track table. A
Mahalanobis distance metric is used to associate incoming measure-
ments with any existing tracks. Any unassociated measurement is
initialized as a new track, though at least one additional detection is
required before publishing the track, to reduce false tracks.
The Bayesian tracker, an extended Kalman filter (EKF) [51]

based estimator, takes in the associatedmeasurements and performs

Fig. 13 Setup for generating image datasets.

Table 2 PCV system dataset

Host type
Host

quantity
Threat
type

Time duration,
min

Ground-based One Human 20
Multirotor UAV 4

Air-based One Multirotor UAV 20
Fixed-wing UAV 19

Air-based Two Multirotor UAV 30

Fig. 14 Example dataset images: synchronous peripheral (left) and central (right) vision images.
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the “update” step of the predict–update cycle. If a particular track
does not have any associations, its next state is predicted using a
constant acceleration motion model. In the case that multiple mea-
surements are associated with a given track, all measurements are
used to better estimate the state. The track manager then cycles
through all existing tracks, pruning those whose covariance has
grown larger than a user-defined maximum, and then forwards the
remaining tracks to the PCV system scheduler that cues sensors,
such as a central vision camera.
The design and performance of the data association and state

estimation algorithms mentioned above are described in textbooks
on multi-object tracking [52,53].

IX. System Analysis

The localization error from the heterogeneous stereo vision algo-
rithm shown in Sec. VII is affected by several system parameters. In
this section,we further analyze parameter effects on localization error
using Monte Carlo simulation results.

A. Localization Error Analysis

Numerous issues contribute to threat localization error, including
feature extraction error, camera calibration, lens distortion, camera
resolution, inertial sensor accuracy, and gimbal sensor accuracy aswell
as the length of the baseline between the two cameras. The baseline of
the single PCV system is 2m, and theminimumpixel coverage needed
to detect a threat using the optical flow algorithmwith peripheral vision
imagery is about 25px (5 px × 5 px). Theminimumpixel coverage for
detection using YOLOv3 with central vision imagery is about 900 px
(30 px × 30 px). Even after undistorting peripheral camera imagery,
the low relative pixel density near the edges of the image can prevent
the detection of threats in these regions. The problem is compounded
because the undistortion function automatically interpolates pixel val-
ues, backfilling gaps in regions with sparse pixel coverage. All these
sources of error aggregate, resulting in an erroneous threat vector from
which we may assess the localization error.
To investigate measurement uncertainty, Monte Carlo simulations

were implemented using the system parameters shown in Table 1.
Zero-meanGaussiannoise is superimposedon the threat vectors in the

horizontal and vertical directions of the camera-fixed reference frame,
corresponding to a 30 px standard deviation for the peripheral vision
image and a 3 px standard deviation for the central vision image. This
synthetic error was tuned empirically to closely match that of the
actual hardware. (We neglect error associatedwith feature extraction.)
Localization error estimates with the random Gaussian noise were
obtained from 10,000 samples and averaged. The trends observed
in these 10,000 samples were evident in the first 1000 samples,
suggesting that 10,000 samples are sufficient. Multiple of these
Monte Carlo simulations were conducted by varying the threat range.
Figure 16 shows the localization error using a 2 m baseline and a
100 m baseline, as obtained from Monte Carlo simulations. The
localization error increases with distance to the threat, similar to
the experimental results in Fig. 17. As shown in Figs. 17 and 16,
the localization error can be reduced by increasing the baseline of the
PCV system. In the following section, a system performance analysis
is conducted to see the relationship between system parameters, such
as camera position and resolution, and localization accuracy.

B. System Performance Analysis

Although one may assess the overall performance of a multi-
component, multi-algorithm system for detection, tracking, and clas-
sification, the meaning of such an assessment is difficult to interpret
given the number of parameters involved in configuring such a system.
It is generally easier to assess the performance of individual compo-
nents and to compare eachwith comparable existing approaches based
on the particular role they address. That said, some components are
easier to assess than others. As described in Sec. VI.B, for example,
classification performance is difficult tomeasurewithout a sufficiently
large, diverse dataset. Performance of the off-the-shelf tracking solu-
tion used here can be readilymeasured, but the issue has been explored
elsewhere. In any case, trackingperformance is closely tied todetection
and localization quality. Localization error is affected by a number of
system parameters, including the camera baseline and resolution. The
quality of the peripheral vision camera, in particular, dominates the
performance of the PCV system described here. To compare the PCV
systemperformance using different systemparameters, the localization
error is computed from Monte Carlo simulations using various values
for camera location and peripheral vision camera resolution.
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a) Localization error using 2 m baseline b) Localization error using 100 m baseline

Fig. 16 Localization error versus threat range from Monte Carlo simulation.

Fig. 15 Multi-object tracker layout.
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1. Camera Location

A formula is given in [54] relating triangulation-based localization
error and sensor error:

δr �
krt∕pkrt∕ck

sin θ
δs (13)

where δr is themagnitude of the localization error, δs is themagnitude
of threat vector error, and θ is the intersection angle between two
threat vectors:

θ � cos−1
�

rt∕p ⋅ rt∕c
krt∕pkrt∕ck

�

Equation (13) implies that a shorter range to the threat and a nearly
orthogonal viewing angle ensure the smallest localization error.
Figure 18a shows the localization error obtained from the Monte
Carlo simulations in which the threat range is fixed at 50 m but the
intersection angle θ is varied. As shown in the plots, localization error
decreases with larger intersection angles, which helps to explain why
the longer baseline improves localization accuracy in Figs. 17 and 16.
Figure 18b shows the localization error with a fixed intersection
angle θ � 90° and varying range to the threat. The localization error
increases linearly with increasing range, at about 8 cm per meter.
Analysis indicates that both threat range and intersection angle θ are
important determinants of localization accuracy, but θ appears to play
the more important role. Accuracy degrades quickly for threat vector
intersection angles less than about 30°.

2. Peripheral Vision Camera Resolution

Theperipheral vision camera has a lower resolution than the central
vision camera because of the wide FOV (see Fig. 14). The PCV

system localization performance is thus more affected by the periph-
eral vision camera resolution than that of the central vision camera.
Recalling that localization from a single image is impossible, because
of the range ambiguity, it is intuitive that system performance would
be limited by the lower resolution camera.
We note that the absolute localization error indicated in these

performance analysis results is partly a consequence of system archi-
tecture choices unrelated to optical performance, such as the need for
a low SWaP-C system that is compatible with the ROS computing
framework. The emphasis here is on the relative effects of various
system parameters, rather than on absolute performance, which could
easily be improved by using higher quality optics.
Themaximumdetectable range of the current system for a threat that

is 1 m wide is 100 m. Figures 19a and 19b illustrate the maximum
detectable range and range error, respectively, alongwith the peripheral
vision camera resolution. As shown in Fig. 19a, the maximum detect-
able range increases almost linearlywith resolution, whichmeans that a
higher resolution peripheral vision camera enables detection of more
distant threats. Each plot in Fig. 19b indicates the localization error for
several example threat ranges. As shown in the figure, the localization
error decreases with increasing camera resolution, but a “knee” is
observed, which indicates a diminishing return beyond roughly 5 MP.
Considering that the resolutionof the current peripheral visioncamera is
2.26 MP, increasing the peripheral vision camera’s resolution to 5 MP
would be a reasonable next step for improving system performance.

X. Threat Localization Results

The heterogeneous stereo vision algorithm is implemented in
ROS-based software by replaying the rosbag dataset mentioned in
Sec. VIII. In this section, the threat localization error using the actual
dataset is estimated to see if the actual estimation error coincides with

10 12 14 16 18
 Threat range (m)

a) Localization error using single PCV system b) Localization error using two PCV systems
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Fig. 17 Threat localization error of the dataset.
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Fig. 18 Localization error using Monte Carlo simulation.
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the analysis in Sec. IX. Figure 20 shows a screenshot of the output
from the ROS-based threat localization software. Once the threat is
detected in both camera images, threat vectors from the two cameras
are generated (the rays originating from the two camera frames in
Fig. 20), and the intersection point of two threat vectors is computed
to estimate the threat’s position. The threat in the dataset has its own
GPS, for ground truth, and this independent position measurement
is compared with the estimated position to check the localization
performance.
Figure 17a depicts the localization error (an absolute distance error

between the ground truth threat position and the estimated threat
position) versus the range of the threat using a single PCV system.
As shown in the figure, the localization error and the error variation is
quite large.Onemajor source of error in the threat vectors is the feature
extraction error. The feature extraction algorithms applied to both
camera images are not guaranteed to detect the threat. If one of the
cameras detects the threat incorrectly, the localization error is large, as
reflected in Fig. 17a. The second source of error is the difference in
camera resolutions. The peripheral vision camera and the central
vision camera have different camera models: a pinhole camera model
and a fisheye camera model, respectively. This difference generates
more error than would arise using identical cameras. This localization
error is exacerbated by a short baseline relative to threat range,
as mentioned in Sec. IX. Shah and Aggarwal [55] estimated range
error using stereo fisheye lenses for nearby objects (5–8 m distant)
and found that the error was 8–10%. Lipnickas and Knyš [56] used a
perspective stereo vision camera system for objects at 1–4 m distant

and found that the error was 1–4%. Nedevschi et al. [57,58] used a
perspective stereo camera system for more distant objects (10–95 m)
and found that the error was 1–2%. These results are much better than
the results of Fig. 17a because the researchers used identical cameras
in their stereo vision systems and the cameras were placed in stable
locations (e.g., on the ground or a ground vehicle), not in the air. We
note that the large error and error variation shown in Fig. 16a decrease
with the longer baseline. Figure 17b shows the localization error using
two PCV systems, where the camera baseline is 90 m. In this figure,
we still see some error variation due to feature extraction error, but
because of the greater range to the threat, the localization error is
reduced to around 10%, much less than for the single PCV system.
Also, the localization error does not increase as rapidlywith increasing
range compared with the single PCV system. The results in Fig. 17
closely coincide with those in Fig. 16 in Sec. IX, affirming the well-
known fact that a longer baseline improves triangulation accuracy.
Ongoing work involves the coordinated use of multiple ground- and
air-based PCV systems for counter-UAS and cooperative ABDAA
applications.

XI. Conclusions

This paper describes a PCV system to detect, localize, and classify
threats. The peripheral vision camera initially detects the threat using
optical flow, after image undistortion and stabilization. The threat
bearing in the peripheral vision camera-fixed reference frame is
then transformed into the central vision camera-fixed reference frame
with an optimized assumed range. The central vision camera is then
cued to slew toward the threat. Once the threat is acquired by the
second camera, the range is estimated using a heterogeneous stereo
vision algorithm and the assumed range is replacedwith this estimate.
The refined range estimate is then used to compute the optimal zoom
value. Themore detailed image of the threat available from the central
vision camera allows one to classify the threat using a DNN and also
to estimate the pose of the threat.
To assess the threat localization performance, an experimental data-

setwas generated using a variety ofmock threats. Results show that the
localization accuracy is quite limited using the current low-cost cam-
eras in the given configuration. Analysis of localization error for the
experimental dataset obtained using a single PCV system revealed a
large localization error with large variability. The large error variation
is due to error in the threat vectors, for which the major contributor
is feature extraction error. It was also observed, however, that locali-
zation error decreases substantially with a longer baseline as obtained
in experiments using two PCV systems. Monte Carlo simulations
allowed further investigation of the effect of system parameters on
the localization error. The results indicate that for threat vector inter-
section angles smaller than about 30°, localization error increases
rapidly. The short baseline configuration of a single PCV system
places a fundamental limit on stereo ranging accuracy, but multiple
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PCV systems operating in concert can provide much more accurate
range estimates. This accuracy is also influenced, however, by camera
quality and performance of the feature extraction algorithm that helps
to define the threat vector. Ongoing efforts are aimed at developing and
testing algorithms for the coordinated use of multiple PCV systems to
improve threat detection and localization performance.
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