
Agency and goal-directed choice
Mimi Liljeholm1,2

Available online at www.sciencedirect.com

ScienceDirect
In philosophy, agency is construed in terms of desires and

means-end beliefs as reasons for actions. Psychological

theories of goal-directed behavior provide a formal bridge

between objective contingency knowledge and subjective

beliefs, missing from such accounts. In this review, I argue that,

because they conflate contingency and reward, theories of

goal-directed behavior are nonetheless themselves unsuitable

as accounts of agency. I then review behavioral and

neuroscientific data suggesting that the recently proposed

construct of instrumental divergence might serve as a

normative and descriptive psychological index of agency that

constrains and motivates goal-directed choice.
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Introduction
The topic of agency has received considerable attention

across a wide range of disciplines, from philosophy and

computer science to psychology and neuroscience. In

philosophy, agency is commonly explained in terms of

desires and beliefs as causes of, and reasons for, actions.

Similarly, in psychological theory, goal-directed actions

are motivated by their consequences [1–3].

Specifically, formal psychological models of goal-directed

choice specify how the subjective utilities of possible

outcomes are combined with knowledge about the prob-

abilities of those outcomes given a particular action, in

order to estimate the value of that action [4,1]. In this

review, I argue that psychological theories of goal-

directed choice provide a formal bridge between objec-

tive contingency knowledge and subjective beliefs, miss-

ing from prominent metaphysical accounts of agency, but

that, due to their conflation of contingency and reward,
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theories of goal-directed choice are themselves unsuit-

able as accounts of agency. I then introduce the recently

proposed psychological construct of instrumental divergence
[5�] and suggest that it provides a formal index of agency –

specifically in terms of an organism’s ability to differen-

tially transform the world – as well as a generic boundary

condition on goal-directedness.

The standard story
Contemporary philosophical accounts of the metaphysics

of agency have largely focused on the merits of what is

known as the standard story of action [6]. According to this

view, a bodily movement is an action, and thus imple-

mented by an agent, if it is caused by a desire to experi-

ence a particular state of the world and a belief that the

bodily movement will, in fact, bring about that state. For

example, imagine that you move your arm towards an

item sitting on your desk. Whether or not the movement

of your arm constitutes agency according to the standard

story depends on the causal antecedents of that action: If

moving your arm in a manner that places your hand next

to the item is caused by a desire to have your hand next to

the item, and by your belief that the movement is a means

to the end of your hand being next to the item, then the

movement of your arm constitutes agency.

Several objections to the standard theory have been put

forth [7]: For example, what about situations where

desires and believes cause the absence of a bodily move-

ment, as when, for example, one declines to answer a

phone call because one wishes not to be disturbed [8]; or

cases in which a desire-belief pair would have caused a

bodily movement, had the movement not been acciden-

tally performed (a so-called deviant causal chain, com-

monly illustrated by the example of an individual whose

desires and beliefs so unnerve him that he unintention-

ally, spastically, performs the intended bodily movement

[9]).

Indeed, some detractors have argued that the standard

story essentially takes the agent out of agency [10,8], in

that the mental states that cause and rationalize actions

are events that simply occur within a person but in which

the person does not actually participate [11�].

Of particular interest here is the suggestion, by Hornsby

[12,8], that what is missing from the standard story is an

account of human knowledge about the causal structure

of the world — that is, knowledge of how to bring about

the consequences of actions. Hornsby [12] notes that,

while a subjective belief might constitute a reason for
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acting even when that belief is false or unwarranted, a

belief-desire account of agency must also include knowl-

edge of objective causal facts, and a connection between

such knowledge and means-end beliefs. As detailed

below, psychological theories of goal-directed choice

formalize this connection by deriving means-end beliefs

from objective contingencies (Box 1).

Psychological theories of goal-directed
choice
In spite of the many criticisms levelled at the standard

story, its basic notion – that agency is, at least partly,

characterized by some form of interplay between actions,

desires and means-end beliefs – is rarely disputed. This

interplay is likewise at the core of psychological theories

of goal-directed choice. There are, of course, several

salient differences between the two classes of explana-

tions. Most notably, they do not aim to account for the

same thing — psychological theories of goal-directed

behavior rarely make any explicit statements regarding

the nature of agency. Nonetheless, the contents of psy-

chological theories of goal-directed behavior map quite

clearly onto the components of agency identified by the

standard story. Moreover, theories of goal-directed behav-

ior provide descriptions of how beliefs about the relative

efficacy with which an action brings about a desired state

may be computed from conditional outcome probabili-

ties, thus identifying causal knowledge as a ‘reason for

acting’.
Box 1 Glossary

Contingency: A causal or predictive relationship between two

events, such as, for example, between an action and its outcome,

commonly formalized as DP — a difference in the probability of the

outcome across the absence and presence of the action (i.e. Eq. (1)).

Instrumental behavior: Behaviors that are acquired as a function of

their consequences.

Instrumental divergence: The difference between outcome prob-

ability distributions associated with available action alternatives.

Action value: The affective or motivational properties of an action,

usually a function of its association with a pleasant or unpleasant

stimulus.

Action probability: The probability that an action will be performed,

usually a function of its value.

Relative efficacy: The degree to which one action is more effective

than an alternative action in bringing about an outcome state.

Causal induction: Inductive reasoning about cause and effects.

Sense of agency (SoA): The subjective experience of generating an

action or event.

Means-end belief: The belief that a particular action is effective in

bringing about an outcome state.

Goal-directed decision-making: Decisions that are based on the

current utility and probability of outcomes. Usually contrasted with a

more reflexive, ‘habitual’, elicitation of instrumental responses by

stimuli based on reinforcement history.
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Probabilities and rewards
Early accounts of goal-directed behavior formalized the

strength of the action-reward relationship as the differ-

ence between two conditional probabilities: the probabil-

ity of gaining a target reward, r, given that a specific

action, a, is performed and the probability of gaining the

reward in the absence of that action, �a:

DP ¼ p r ajð Þ � p r � ajð Þ ð1Þ

This ‘instrumental contingency’ [1,3] captures the

expected increase in reward given an action, and has been

reliably demonstrated to govern goal-directed choice in

humans [13,14] as well as rodents [1,2].

A more recent formalization of goal-directed behavior [4],

adopted from computer science [15], uses an internal

model of the world such that, for each action, a, available

in the current state, s, and for all possible outcome states,

the probability of transitioning into a particular outcome

state, s’, given a particular action, T(s,a,s’), is dynamically

combined, at each choice point, with the reward associ-

ated with that outcome state, R(s’), to yield the value of

the action:

Q s; að Þ ¼
X
s0

T s; a; s0ð Þ � r s0ð Þ þ g max
a0 Q s0; a0ð Þ

h i
ð2Þ

where Q(s’,a’) is the recursively defined value of an action

performed in the outcome state and g is a free parameter,

discounting the value of delayed rewards. To obtain the

advantage of performing a particular action (i.e. the

increase in reward given that the action is performed), a

policy is specified that translates Q(s,a) into an action

probability, p(s,a), as a function of relative action values

and decision noise. This approach, known as model-based

reinforcement learning (RL), has gained immense popu-

larity in decision neuroscience over the past couple of

decades.

Mapping goal-directed actions to the
metaphysics of agency
It is reasonable to map the reward term, r, in accounts of

goal-directed behavior to the desire component of the

standard story. Although reward is operationalized in

most psychological experiments as a stimulus that has

some apparent currency, such as food, money or points, it

must nonetheless be presumed, if such models are to

explain the full breadth of goal-directed behavior, that

any outcome state that the organism desires to obtain, for

example, having waved at a neighbor, typed a sentence or

mailed a letter, is rewarding. It also seems fair to suggest

that DP or p(s,a) may correspond to means-end beliefs. It

should be noted that neither model is appropriate as an

account of causal induction (for example, neither
Current Opinion in Behavioral Sciences 2021, 41:78–84
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addresses the possibility of confounding factors); none-

theless, in so far as these postulated mental variables are

derived from objective event probabilities, they provide a

formal bridge between contingency knowledge and

means-end-beliefs. Moreover, they emphasize the relative
means-end potential of an action — that is, not only

whether the action brings about a desired state, but

whether it does so more effectively than alternative

actions. It might seem, then, that although not intended

as such, psychological theories of goal-directed behavior

are themselves suitable as accounts of agency. I contend

that they are not. Specifically, in the next section, I will

argue that, because they conflate the contingency struc-

ture of the environment with the constantly changing

subjective utilities of outcomes, the action values yielded

by such theories do not reliably indicate whether the

environment affords flexible instrumental control — a

pre-condition of agency and, arguably, a normative

boundary condition on goal-directedness [5�].

Agency as instrumental divergence
By defining means-end beliefs as the relative efficacy

with which actions bring about desired outcomes, derived

from objective conditional probabilities, psychological

accounts of goal-directed choice highlight the critical role

of causal knowledge in agency. However, as noted, they

also conflate instrumental contingencies with dynamic

outcomes utilities, so that actions are differentiated solely

in terms of their transient values. In contrast, the recently

proposed construct of instrumental divergence [16–

18,5�,19�] is a measure of the differential effects of actions

that is independent of changes in outcome utilities — as

such, it provides a stable index of flexible instrumental

control.

Illustration and formalization of instrumental
divergence
Conceptually, instrumental divergence is simply the dif-

ference between outcome distributions associated with

alternative actions. As an illustration, consider the sce-

nario in Figure 1a, which shows two available actions, A1
Figure 1

(a) (

Probability distributions over three distinct potential outcome states (O1, O2

instrumental divergence is high (1A) and zero (1B), respectively.
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and A2, with bars representing the transition probabilities

of each action into three perceptually distinct outcome

states, O1, O2 and O3. Here, instrumental divergence is

relatively high, since A1 is likely to yield O1 but never

results in O3 and the opposite is true for A2. Now consider

the scenario in Figure 1b, in which the probability distri-

bution of A2 has been reversed across outcomes, yielding

the same outcome variance as in 1A, but with zero

instrumental divergence. Note that if the subjective

utilities of O1 and O3 are the same, then according to

conventional accounts of economic choice, including

model-based RL and DP, all actions depicted in Figure 1

have the same expected value. Consequently, there should

be no preference for the scenario depicted in Figure 1a

over that in Figure 1b. And yet, if one considers the

dynamic nature of subjective outcome utilities, the two

scenarios clearly differ.

To appreciate the significance of this difference, imagine

that youare required to spend an extended period of time in

one of the two environments depicted in Figure 1. Further

imagine that O1 and O3 represent food and water, respec-

tively, and that, at the time of choosing between the two

environments, you are as hungry as you are thirsty, render-

ing both outcomes equally desirable. However, having

committed, for example, to Figure 1a, you might find that

after a large meal without a drop to drink, your desire for O3

is suddenly greater than that for O1. A few hours later,

having thoroughly quenched your thirst, you may again

prefer O1. Unlike those in Figure 1b, the instrumental

contingencies in Figure 1a allow you to produce the cur-

rently desired outcome aspreferences change,by switching

between actions [5�]. This ability, to differentially impact

the world by selecting one action over another, is a defining

feature of agency that cannot be reliably identified by goal-

directed action values, since the dynamic outcome utilities

on which such values are based may or may not differ across

perceptually distinct outcome states at any given time.

The above concept of instrumental divergence can be

formalized as the Jensen-Shannon (JS) divergence of
b)
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instrumental transition probability distributions [16]. Let

T1 and T2 be the respective transition probability dis-

tributions for two available actions, O the set of possible

outcome states, and T(o) the probability of transitioning

into a particular outcome state, o, for a given action. The

instrumental (Jensen-Shannon) divergence is:

ID ¼ 1

2

X
o2Olog

T 1 oð Þ
T � oð Þ

� �
T 1 oð Þ

þ 1

2

X
o2Olog

T 2 oð Þ
T � oð Þ

� �
T 2 oð Þ ð3Þ

where

T � ¼ 1

2
T 1 þ T 2ð Þ

Critically, instrumental divergence is defined with

respect to sensory, rather than motivational, features of

outcome states. Again, since subjective utilities may

change from one moment to the next (e.g. due to sensory

satiety), a measure of divergence based on outcome

utilities would fail to identify potential instances of

flexible instrumental control. Moreover, instrumental

divergence is defined over available action alternatives:

If T1 and T2 were probability distributions associated

with different cues, their divergence, while highly rele-

vant for predictability and discriminability, would have no

implications for instrumental control [5�].
Figure 2

M
ea

n 
ch

oi
ce

 p
ro

ba
bi

lit
ie

s

Upper bounds of IDEV

Behavioral results from Norton and Liljeholm [19�]: Mean probability of choo

gambling environments that differed in terms instrumental divergence and m
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Behavioral and neural effects of instrumental
divergence
Given the dynamic nature of subjective utilities, the

high instrumental divergence in Figure 1a is essential

for long-run reward maximization and, as such, may

have intrinsic value, serving to motivate and reinforce

decisions that guide an organism towards high-agency

environments. Conversely, the absence of instrumental

divergence in Figure 1b renders any attempt at goal-

directedness futile and, given the computational

expense of such deliberations [20], plainly

disadvantageous.

To assess the neural computations mediating the poten-

tial utility of instrumental divergence, Norton and Lilje-

holm [19�] scanned participants with functional MRI as

they choose between gambling environments that dif-

fered in terms of the expected monetary payoffs and

instrumental divergence of available gambling options,

as well as in terms of whether participants were allowed to

choose freely, or forced to alternate between options (the

forced choice, ‘auto-play’, environments served to control

for effects of the discriminability of options, and diversity

of outcomes), in a particular environment. They found

that a model of expected value that treats instrumental

divergence as a reward surrogate provided a better

account of participants’ choice preferences than did con-

ventional models, sensitive only to monetary reward

(Figure 2). Moreover, activity in the rostrolateral and

ventromedial prefrontal cortex, regions implicated in
 left-choice probability bins
Current Opinion in Behavioral Sciences 
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directed exploration and subjective value computations,

respectively, scaled with the divergence-based account of

expected value (Figure 3a).

Norton and Liljeholm [19�] also found that, across sub-

jects, the influence of instrumental divergence on eco-

nomic choice preferences was predicted by the degree to

which activity in the right supramarginal gyrus (rSMG)

scaled with the divergence-based account of expected

value (Figure 3b). Intriguingly, in a different study [17],

training-dependent increases in rSMG activity were

observed across blocks of instrumental acquisition in a

high-divergence, but not a zero-divergence, condition;

moreover, the degree to which rSMG activity discrimi-

nated between high-divergence and zero-divergence con-

ditions predicted the degree to which those conditions
Figure 3

(a)
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generated different levels of outcome devaluation sensi-

tivity, a defining feature of goal-directed behavior. These

results are important, because the rSMG has also been

implicated in the evaluation of self-versus external event

attributions [21] – a standard measure of agency in exper-

imental psychology – providing a neural link between

instrumental divergence, goal-directed decision making,

and the subjective sense of agency.

Conclusions and open questions
In this review, I have proposed that, while it does not

provide a comprehensive theory of agency, instrumental

divergence – a measure derived from formal models of

goal-directed choice – might serve as a normative and

descriptive psychological index. What is the added

explanatory value of such an index, beyond what is
Current Opinion in Behavioral Sciences 
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provided by theories of goal-directed choice? As noted,

given the dynamic nature of subjective outcome utilities,

a relatively high level of instrumental divergence is

essential for long-run reward maximization and, as such,

may have intrinsic utility — a hypothesis supported by

recent behavioral and neuroscientific evidence [19�].
Moreover, in the absence of instrumental divergence,

the computational expense of goal-directed deliberation

does not yield the return of flexible instrumental control,

suggesting that a reflexive, or random, decision strategy

might be more adaptive [17]. It seems plausible, there-

fore, that an explicit representation of agency based on

instrumental divergence might promote autonomy and

optimality in both animal and artificial intelligence.

In experimental psychology and cognitive neuroscience,

the topic of agency has been dominated by research on

the phenomenology of causing or generating an action or

event, the so-called Sense of Agency (SoA) [22]. SoA can

be assessed explicitly, using declarative statements of

self- versus external attribution [23–25], as well as implic-

itly, as intentional binding — a perceived compression of

the time interval between voluntary actions and their

outcomes [26,27,28�]. Notably, while both explicit and

implicit measures of SoA are strongly modulated by

factors known to impact goal-directed choice, such as

action-outcome contingency [29,30] and contiguity

[31,32], the two literatures are rarely integrated. It is

unclear, therefore, whether variations in SoA reflect var-

iations in the representation of goal-directed actions or

variations in agency per se. Indeed, exactly how the

subjective experience of agency relates to a nonsubjective

index, such as instrumental divergence, is an open

question.

Finally, and crucially, none of the accounts of agency or

goal-directedness discussed in this paper address how

actions are acquired in the first place. The conditional

probabilities used to compute DP, model-based action

values, and instrumental divergence are all assumed to be

known a priori, as are the representations of actions and

outcomes over which the probabilities are defined. Like-

wise, the Standard Story identifies means-end beliefs as

critical features of agency but is silent on the question of

their origin. And yet, the innovation of more efficient

courses of action in the pursuit of goals is likely a core

aspect of agency. Note that, just as environments with low

instrumental divergence may not warrant the expense of

goal-directed computations, actions (or movements) with

low divergence may not warrant the effort of representa-

tional discrimination. Future work will be aimed at

exploring the role of instrumental divergence in the

discovery and shaping of actions.
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