
ACCEPTED TO IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, DECEMBER 2020 1

Transfer Reinforcement Learning for 5G-NR mm-Wave Networks

Medhat Elsayed1, Student Member, IEEE Melike Erol-Kantarci1, Senior Member, IEEE
and Halim Yanikomeroglu2, Fellow, IEEE

1School of Electrical Engineering and Computer Science, University of Ottawa, Ottawa, Canada
2Department of Systems and Computer Engineering, Carleton University, ON, Canada

In this paper, we aim at interference mitigation in 5G millimeter-Wave (mm-Wave) communications by employing beamforming
and Non-Orthogonal Multiple Access (NOMA) techniques with the aim of improving network’s aggregate rate. Despite the potential
capacity gains of mm-Wave and NOMA, many technical challenges might hinder that performance gain. In particular, the
performance of Successive Interference Cancellation (SIC) diminishes rapidly as the number of users increases per beam, which
leads to higher intra-beam interference. Furthermore, intersection regions between adjacent cells give rise to inter-beam inter-cell
interference. To mitigate both interference levels, optimal selection of the number of beams in addition to best allocation of users to
those beams is essential. In this paper, we address the problem of joint user-cell association and selection of number of beams for the
purpose of maximizing the aggregate network capacity. We propose three machine learning-based algorithms; transfer Q-learning
(TQL), Q-learning, and Best SINR association with Density-based Spatial Clustering of Applications with Noise (BSDC) algorithms
and compare their performance under different scenarios. Under mobility, TQL and Q-learning demonstrate 12% rate improvement
over BSDC at the highest offered traffic load. For stationary scenarios, Q-learning and BSDC outperform TQL, however TQL
achieves about 29% convergence speedup compared to Q-learning.

Index Terms—5G-NR, Beamforming, mm-Wave, Q-learning, Reinforcement Learning, Transfer Learning.

I. INTRODUCTION

NEXT-generation wireless networks are expected to carry
heterogeneous traffic loads with high Quality of Service

(QoS) expectations including high capacity, low latency and
enhanced reliability [1]–[3]. The recent availability of the
millimeter-Wave (mm-Wave) band between 30 and 300 GHz
is a promising solution for spectrum scarcity in the next-
generation wireless networks, where wide bandwidth can be
provided for high data rate services. Indoor environments
such as schools, hospitals, and shops, as well as outdoor
environments such as parks, and city centres are examples
of regions of mm-Wave support [4]. However, the coverage
of mm-Wave systems is limited due to the poor propagation
characteristics of mm-Wave signals and their sensitivity to
blockages such as buildings and people. In order to overcome
such signal degradation, mm-Wave systems utilize directional
communication through a large number of antennas (i.e.,
they use beamforming [5]). In addition, power domain Non-
Orthogonal Multiple Access (NOMA) provides opportunities
to increase the spectral efficiency of wireless networks by
superposing signals of multiple users on the same time and
frequency resources while allocating different power levels to
those signals [6]–[8]. In consequence, Successive Interference
Cancellation (SIC) technique is needed at the receiver side to
demodulate respective users’ signals [9].

Despite the capacity gains promised by integrating mm-
Wave, beamforming and NOMA, several technical challenges
must be overcome, one of them being interference related
performance degradation. In particular, intra-beam interfer-
ence and inter-cell interference hinder such promised capacity
gains. With NOMA, users’ signals are superposed on the
same time/frequency resources with different power levels.
In turn, this incurs intra-beam interference which degrades
the decoding performance of SIC technique (i.e., decoding

performance of SIC diminishes rapidly as the number of users
per beam increases [10]). Furthermore, inter-cell interference
arises due to intersection among beams that belong to different
cells. Consequently, balancing the number of users covered
by different beams is needed to maintain high performance
of SIC. In order to accomplish this, we propose a joint user-
cell association and number of beams selection for sum rate
maximization in a fifth-Generation (5G) mm-Wave network.

Several works in the literature have addressed the problem
of sum rate maximization in mm-Wave networks. For example,
in [11], the authors address inter-cluster and intra-cluster
interference in a mm-Wave network for sum rate maximization
through users clustering and NOMA power allocation. With
beamforming, adjacent users tend to have correlated channel
characteristics. As such, the authors propose a K-means algo-
rithm that cluster users according to their channel features.
Furthermore, they derive optimal NOMA power allocation
policy in a closed form. With the aid of coalitional game
theory, authors in [12] propose a low complexity algorithm
for users clustering in a single-cell mm-Wave system with the
aim to maximize sum rate of the system. An optimal power
allocation within each cluster has been proposed thereafter.

The previous works differ with our work in three aspects.
First, the previous works consider a single-cell scenario that
aims to solve the clustering and power allocation problem.
This corresponds to a centralized approach. In this work,
we consider a multi-cell scenario where each cell acts as
an independent agent (i.e., multi-agent scenario) that aims to
mitigate interference by solving the joint user-cell association
and number of beams selection. Second, the previous works
employ a closed-form optimization technique which is adding
a prohibitive complexity in implementation. Third, we propose
three machine learning-based algorithms and analyze their
performance based on the network scenario with different
user deployments and under mobility. More specifically, a
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transfer reinforcement learning technique is proposed, where
knowledge from an expert’s task is transferred to a learner’s
task. This helps in utilizing samples of experience efficiently,
hence speeding up the convergence of the learner task. To
the best of our knowledge, this is the first time that transfer
reinforcement learning is employed to address interference
mitigation in a mm-Wave network with beamforming and
NOMA.

The paper is organized as follows. Section II provides
a summary of the recent work that uses transfer learning
in enhancing the performance of wireless networks. Besides
covering the basics of reinforcement learning in section III, we
introduce the fundamentals of transfer reinforcement learning,
with a focus on the adopted methodology, namely Transfer via
Inter-Task Mapping (TvITM). Afterwards, Section IV intro-
duces our system model. Section V presents the three proposed
algorithms for joint user-cell association and number of beams
selection. Simulation settings and performance evaluation is
presented in section VI. Finally, Section VII concludes the
paper.

II. RELATED WORK

An increasing number of efforts in the literature have been
devoted to applying machine learning, and specifically rein-
forcement learning, to radio resource management in wireless
networks [13]–[17]. User-cell association has been addressed
using reinforcement learning in several works. In [18], authors
introduced a vehicle-road side unit association using deep
reinforcement learning and asynchronous actor-critic in a mm-
Wave network. The algorithm aims at maximizing the time
average rate per vehicle while ensuring a target minimum
rate for vehicles with low signaling overhead. In [19], au-
thors propose a distributed Q-learning algorithm for user-cell
association. In particular, Q-learning is employed to perform
cell-level and user-level optimizations, where the algorithm
aims to determine the best cell range extension offsets at the
cell-level and the best weights of each user for efficient user-
cell association at the user-level. The algorithm shows better
results in terms of user satisfaction, outage, and minimization
of dissatisfaction when satisfaction is not attained. In [20],
a symbiotic radio network is considered, where an Internet-
of-Things (IoT) network parasitizes in a primary network.
In particular, the objective is to maximize the sum rate of
IoT devices by associating each IoT user to one cellular user
for information transmission. To achieve this association, the
authors proposed two deep reinforcement learning algorithms,
in which centralized and distributed approaches were con-
ducted. In [21], authors address the problem of joint user-cell
association and spectrum allocation with the aim to achieve
fairness among users. This is achieved by addressing load
balancing among cells by employing an online deep reinforce-
ment learning algorithm. In particular, multiple parallel neural
networks are used to output the user association decisions. The
neural networks are trained from a shared memory that stores
the best association decision in an online setup (i.e., no need
for labeled data as training data is drawn from reinforcement
learning’s experience). The algorithm outperforms the greedy
algorithm.

Recent attention is directed toward transfer learning, where
knowledge is transferred from a source task to a target
task. Authors in [22] address the problem of minimizing
network-wide power consumption subject to reliability, where
a joint power and resource allocation for Ultra-Reliable Low-
Latency Communication (URLLC) in vehicular networks is
proposed. Using extreme value theory, extreme events (i.e.,
events with queue length exceeding a predefined threshold)
are learned via a distributed approach based on federated
learning. Furthermore, the proposed approach accounts for
delays incurred by information transfer over wireless links.
The proposed solution reveals an accuracy that is close to the
centralized solution while significantly reducing the amount
of information exchange.

Besides federated learning, imitation learning has been
adopted in a few works. In [23], the authors introduce an
imitation learning technique to address the resource allocation
problem in Device-to-Device (D2D) communications with the
objective to maximize the minimum data rates of D2D pairs.
Typically, the resource allocation problem can be formulated
as a Mixed Integer Nonlinear Programming (MINLP) and
possibly solved using a branch-and-bound algorithm. With
imitation learning, the authors aim at learning a good auxiliary
prune policy for accelerating the branch-and-bound algorithm.
Simulation results demonstrate the capability of imitation
learning in achieving optimality with reduced computational
complexity.

A similar effort in [24] used transfer learning via self-
imitation to find a near-optimal solution for MINLP resource
management in Cloud-Radio Access Networks (RANs) with
the objective to minimize network power consumption. Again,
the proposed framework aims to accelerate the branch-and-
bound algorithm. Furthermore, it addresses the problem of task
mismatch which occurs when the network settings change (i.e.,
test setting is different than training setting).

Transfer actor-critic reinforcement learning is proposed in
[25], which is the closest work to our contribution. The authors
start by developing a reinforcement learning framework to
control the switching operation of base stations through a
centralized controller with the objective to minimize energy
consumption in the network. Furthermore, they extend the
framework with a transfer actor-critic algorithm that transfers
the learned knowledge at a source controller to a target
controller. Results demonstrate the rapid convergence of the
transfer actor-critic algorithm. Unlike [25], our work has
two main differences. Our work considers transfer learning
between different tasks, where the source task is user-cell
association and the target task is joint user-cell association
and number of beams selection. This is unlike the work [25],
where the knowledge difference lies in the dynamicity of the
traffic model. Furthermore, our proposed algorithm aims to
transfer knowledge from a simple task to a more complex
task (i.e., joint decisions are harder as it requires correlation
between the different parameters with respect to their impacts
on environment changes).

Transfer reinforcement learning with echo state neural
network has been proposed in [26] for resource allocation
for wireless virtual reality networks. In particular, small-cell
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base stations aim at performing efficient uplink and downlink
resource block allocation so as to maximize users’ successful
transmission probabilities. To achieve that, base stations utilize
the correlation between users’ uplink tracking information and
downlink content data.

Our previous work in [27] presented a Q-learning algorithm
to address the problem of interference mitigation in mm-Wave
networks where joint user-cell association and inter-beam
power allocation was considered for sum rate maximization.
In this paper, we propose algorithms that learn the efficient
number of beams formed by each next-generation NodeB
(gNB). As such, we perform joint user-cell association and
number of beams selection for sum rate maximization. In
addition, here, we propose transfer reinforcement learning and
evaluate its performance with respect to other algorithms with
stationary and mobile users.

III. BACKGROUND

A. Reinforcement Learning

The problem of reinforcement learning is a straightforward
framing of learning from interaction between a decision-maker
(i.e., an agent) and its environment [28]. The agent observes
a state that characterizes its environment. The state of the
environment should compactly retain relevant information of
the environment through immediate and past sensations. A
state signal that satisfies this condition is said to have Markov
property. Therefore, the reinforcement learning can be cast as a
Markov Decision Process (MDP) with the four-element tuple:
{states, actions, transition probabilities, and reward function}.
In particular, at each time step τ , the agent receives some
representation of the environment’s state Sτ ∈ S, where S
is the set of possible states. Afterwards, the agent selects an
action Aτ ∈ A(Sτ ), where A(Sτ ) is the set of possible actions
available in state Sτ . At the next time step (τ + 1), the agent
receives a reward value Rτ+1 in response to the taken action
and the environment’s state changes to Sτ+1. Furthermore,
the transition probabilities, p(s′|s, a) = Pr{Sτ+1 = s′|Sτ =
s,Aτ = a}, defines the probability that the environment’s state
changes from Sτ = s to Sτ+1 = s′ when the agent performs
action Aτ = a.

The ultimate goal of a reinforcement learning’s agent is
to identify the best policy that maximizes its total expected
reward as follows:

max
π(s)

E[Rτ+1 + γRτ+2 + γ2Rτ+3...|Sτ = s], (1)

where 0 ≤ γ ≤ 1 is a discount factor that reduces the
contribution of future rewards in addition to maintaining a
stability in computations. π(s) is a policy that defines the
optimal action at state s. In particular, the mapping from state
Sτ to action Aτ is performed by following a stochastic policy
π(a|s) = Pr{Aτ = a|Sτ = s}. As such, the goal of a
reinforcement learning agent is to seek a policy that maximizes
its total expected discounted reward over the long run. To
achieve that, a value function is used to quantify how good

is a certain policy given a state-action pair. An action-value
function can be defined as follows:

qπ(s, a) = Eπ[Rτ+1 + γRτ+2 + γ2Rτ+3...|Sτ = s,Aτ = a],
(2)

where qπ(s, a) is the action-value (i.e., quality value or Q-
value), of policy π when starting at sth state and taking ath

action. The optimal value function can be computed through a
brute-force method which becomes intractable for large state-
action space. Instead, Q-learning, a model-free reinforcement
learning algorithm, is used to iteratively approximate the Q-
values. Q-learning is a temporal difference method that uses
the following update rule to approximate an agent’s policy:

qτ (Sτ , Aτ )← qτ (Sτ , Aτ ) + α[Rτ+1

+ γ max
Aτ+1

qτ+1(Sτ+1, Aτ+1)− qτ (Sτ , Aτ )],

(3)

where max
Aτ+1

qτ+1(Sτ+1, Aτ+1) computes an approximate of

the Q-value at the next state Sτ+1.

B. Transfer Reinforcement Learning

The idea behind transfer learning is to exploit the knowl-
edge learned about one task to improve generalization in
another task [29]. Indeed, humans can re-utilize their learned
knowledge from a previous task in solving new tasks more
rapidly or with better solutions [30]. This reduces the need
for a large number of training samples, which is a common
problem in reinforcement learning. For example, Temporal
Difference (TD) methods, such as Q-learning, suffer from slow
convergence due to the need of a large number of training
samples of experience, commonly collected via trial-and-error
approach over large number of iterations [31]. Hence, the
key motivation to transfer learning in TD methods is to
reduce the amount of samples needed for learning the target
task, and to reduce the convergence time. Furthermore, deep
reinforcement learning can be considered as another technique
to improve convergence, where efficient representations of
the environment are drawn from high-dimensional input data
that are further used to generalize over past experiences
[32]. However, deep reinforcement learning generalizes over
a localized domain (i.e., same knowledge domain), whereas
transfer reinforcement learning aims at transferring knowledge
across domains.

Fig. 1 presents a conceptual comparison between traditional
and transfer reinforcement learning approaches. In particular,
transfer learning considers knowledge transfer across tasks.
Such knowledge transfer can transcend fixed or different
domains. With fixed domain, the state-action spaces of the
source and the target task are equivalent, whereas the objective,
represented by the reward function, might differ. Transfer with
different domains constitute different state-action spaces for
source and target tasks [33], [34]. In here, we adopt the
TvITM approach proposed in [35], where we consider transfer
occurring from a single source task to a single target task.
Fig. 2 presents a conceptual model for TvITM approach. In
particular, the expert’s reinforcement learning task is defined
as an MDP with the four-element tuple {ss, as, Ts, rs}, where
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Fig. 1. Conceptual explanation of the difference between traditional and
transfer reinforcement learning.

Fig. 2. Transfer via Inter-Task Mapping.

ss is the state, as is the action, Ts is the transition function,
and rs is the reward function of the source (expert) task.
Similarly, the learner’s task is defined as an MDP with
the tuple {st, at, Tt, rt}. While the state-action space defines
the domain, the transition and reward functions define the
objective of the task. As such, if both source and target tasks
have the same state-action space, the transfer is said to be
across fixed domain, otherwise it is a transfer across different
domains. TvITM works as shown in Fig. 2. The state-action
pair of the target, (st, at), are mapped to the state-action
pair of the source, (ss, as), via a state and action mapping
functions, φs and φa, respectively. Afterwards, the Q-value,
Qs, corresponding to (st, at) is retrieved from the Q-table of
the source task and mapped to a Q-value of the target task,
Qt, via a mapping function φq .

IV. SYSTEM MODEL

Notations: In the remainder of this paper, bold face lower
case characters denote column vectors, while non-bold char-
acters denote scalar values. The operators (.)T , (.)H and |.|
correspond to the transpose, the Hermitian transpose, and the
absolute value, respectively.

Consider a downlink mm-Wave-NOMA system with e ∈ E
and l ∈ L expert and learner gNBs respectively as shown in
Fig. 3. It is worth noting that expert and learner gNBs are spa-
tially separated with no intersection zones. More specifically,
Fig. 3a and Fig. 3b are used in conjunction when applying
transfer reinforcement learning, whereas Fig. 3b is only used
in case of Q-learning and Best SINR association with Density-
based Spatial Clustering of Applications with Noise (BSDC).
In addition, we consider two scenarios for users deployment.
The first scenario considers stationary users, where initial

Fig. 3. Network model of transfer learning in reinforcement learning with
two expert and two learner gNBs.

positions follow Poisson Cluster Process (PCP). In PCP, the
parent process follows a uniform distribution and the users of
a cluster are uniformly deployed within a circular disk around
the cluster center [11]. The second scenario considers random
waypoint mobility, where initial positions of the users follow
PCP distribution.

Expert and learner gNBs are each equipped with M ∈
M uniform linear array antennas to communicate with its
associated single-antenna UEs, which constitute a Multiple
Input Single Output (MISO) scenario. In addition, downlink
NOMA power allocation is used to multiplex messages of UEs
in the power domain (i.e., allocating different power levels to
signals of different UEs). Consequently, UEs should employ
SIC technique to demodulate their respective signals. It is
worth mentioning that expert gNBs utilizes a single beam to
communicate with its associated users. However, learner gNBs
use a clustering algorithm to group User Equipments (UEs)
that can be covered by a single beam, forming up to k ∈ K
beams. Henceforth, we use cluster and beam interchangeably.
Within each beam, downlink NOMA power allocation is used
to multiplex messages of UEs in the power domain, and
UEs use SIC technique at the receiver side. Furthermore, we
consider that learner gNBs use K-means clustering algorithm
and closed-form NOMA power allocation as proposed in [11].
In particular, the k-means algorithm clusters UEs according to
the correlation of their wireless channel properties (i.e., users
with correlated channels are more likely to be located close
to each other).

In this work, we assume a mm-Wave channel with Line-of-
Sight (LoS) link, hence the gain of the LoS path is significantly
larger than the gain of the Non-LoS (NLoS) path [36]. As
such, the mm-Wave channel between an expert gNB and its
associated UE can be considered as a single-path mm-Wave
channel. It is worth mentioning that machine learning algo-
rithm may benefit from such simple channel model. However,
the idea of transfer learning is still applicable which is the
main contribution of this paper. We plan to extend this work
in the future with more realistic channel models. The mm-
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Wave channel is defined as follows:

hk,u = v(θk,u)
αk,u√

L(1 + dηk,u)
, (4)

where hk,u ∈ CM×1 is the channel complex coefficient vector
of uth UE and kth beam (i.e., link (k, u)), αk,u ∈ CN(0, σ2)
is the complex gain, and dηu is the distance of (k, u)th link
with pathloss exponent η. In addition, v(θk,u) is the steering
vector, which is represented as follows:

v(θk,u) = [1, e−j2π
D
λ sin(θk,u), ..., e−j2π(M−1)Dλ sin(θk,u)]T ,

(5)
where D is the gNB’s antenna spacing, λ is the wavelength,
and θk,u is the Angle of Departure (AoD).

A. Expert gNB: Only for Transfer Reinforcement Learning

In this work, we employ the Q-learning algorithm for expert
gNBs for sum rate maximization. In particular, expert gNBs
aims at improving the sum rate through user-cell association.
Sum rate can be modeled as follows:

Ce =
∑
e∈E

∑
u∈Ue

ω log2(1 + Γu,e), (6)

where ω is the bandwidth, Ue is the set of UEs covered by
eth expert gNB, and Γu,e is the SINR of (u, e)th link, which
can be expressed as

Γu,e =
Peβu,e|hu,e|2∑

m∈E
m6=e

Pm|hu,m|2+σ2
, (7)

where Pe denotes the power of the eth expert gNB, and βu,e
is the NOMA power allocation factor of (u, e)th link. hu,m
represents the channel vector between the mth interfering
expert gNB and uth UE, Pm is the power of the mth

interfering expert gNB, and σ2 represents receiver’s noise
variance.

B. Learner gNBs

The objective of learner gNBs is equivalent to expert gNBs’
objective, which is improving the sum rate of the network.
However, learner gNBs aim to accomplish this through joint
user-cell association and selection of the number of beams.
In particular, sum rate of learner gNBs can be calculated as
follows:

Cl =
∑
l∈L

∑
k∈Kl

∑
u∈Uk

ω log2(1 + Γk,u,l), (8)

where Kl is the set of beams formed by lth gNB, and Uk is
the set of UEs covered by kth beam. Γk,u,l is the SINR of
(u, k, l)th link, which can be expressed as:

Γk,u,l =
Pk,lβk,u,l|hHk,u,lwk,l|2

I1 + I2 + σ2
, (9)

I1 = Pk,l|hHk,u,lwk,l|2
∑
i6=u

O(i)>O(u)

βk,i,l, (10)

I2 =
∑
l∈L

∑
m∈Kl
m6=k

Pm|hHm,u,lwm,l|2, (11)

where Pk,l denotes the power allocated to kth beam of lth

gNB, βk,u,l is the power allocation factor of (k, u, l)th link,
wk,l is the beamforming vector. I1 in (10) represents intra-
beam interference caused by NOMA power allocation (i.e.,
UEs under the same beam share the same time/frequency
resources). In addition, I2 in (11) represents inter-beam in-
terference (i.e., inter- or intra-cell inter-beam interference).
O(u) denotes the decoding order of uth user. Finally, hm,u,l
represents the channel vector between the mth interfering
beam and uth user.

V. PROPOSED MACHINE LEARNING ALGORITHMS

A. Transfer Reinforcement Learning

1) Expert: Q-Learning
Conventional Q-learning has been adopted for the expert

gNBs. In particular, the state, se, of eth expert gNB is
formulated to capture the level of interference represented as
follows:

se =

{
s0, Γe ≥ Γth,

s1, otherwise,
(12)

where Γth is the SINR’s threshold for successful packet
decoding, and Γe is the average SINR of eth expert gNB due
to downlink transmission to its associated users, which can be
formulated as follows:

Γe =
1

(U)

∑
u∈Ue

Γu,e (13)

Where, Γu,e is the SINR of uth user associated to eth expert
gNB. The state s0 is visited whenever the achieved average
SINR meets the minimum threshold, and s1 is visited other-
wise. The expert’s actions are the user-cell association decision
which is formulated as ae = [δu,e;u ∈ Ue, e ∈ E], where δu,e
represents a logical indicator of uth UE’s association to eth

gNB. The reward function of eth gNB, re, is formulated using
a sigmoid function as follows:

re =
1

1 + e−0.5(Γe−0.5Γth)
. (14)

Eq. (16) implies that a better SINR value, Γe, rewards the
expert gNB with higher reward value.

2) Learner: Transfer Q-learning (TQL)
The learner gNB employs a TQL approach which is based

on the framework of transfer via inter-task mapping in [35].
In particular, the ultimate goal of TQL’s agent is to speed
up its learning process in a target task by mapping a learned
value function (i.e., Q-value function) of a different but related
source task. In TQL, the target task is performed by the learner
gNB (i.e., joint user-cell association and selection of number
of beams), whereas the source task is performed by the expert
gNB (i.e., user-cell association). In addition, we assume that
knowledge of expert gNB (i.e., converged Q-table) becomes
available to learner gNB before the latter starts its learning
process.
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Therefore, the formulation of TQL is similar to conven-
tional Q-learning with the addition of a mapping function. In
particular, the mapping function is used to import a Q-value
from the expert gNB’s knowledge domain. Such Q-value acts
as signal to guide, and speed up, the Q-learning algorithm of
the learner gNB. The following lines explain the MDP tuples
of TQL.
• Agents: TQL is a multi-agent distributed solution. As

such, learner gNBs are considered the TQL’s agents. It
is worth mentioning that gNBs are non-cooperative (i.e.,
they do not share information among themselves).

• States: The state, sl, of lth learner gNB is equivalent to
the state of an expert gNB as

sl =

{
s0, Γl ≥ Γth,

s1, otherwise,
(15)

where Γl is the average SINR of the lth learner gNB.
• Actions: The actions of the learner is extended to con-

sider joint user-cell association and selection of number
of beams (clusters). Indeed, the selection of the number of
beams plays a key role in balancing inter-beam and intra-
beam interference. On one hand, increasing the number
of beams enhances the coverage of users, with less users
per beam, which can improve the performance of SIC.
On the other hand, more beams leads to higher inter-
beam interference, which degrades the performance of
decoding at the UE side. Therefore, a gNB should seek
to find an optimal number of beams to cover its users.
As such, joint user-association and selection of number
of beams contribute to increased sum rate per gNB. The
actions are formulated as al = [δu,l, kl;u ∈ Ul, l ∈ L],
where δu,l represents a vector of logical indicators of uth

UE’s association to lth learner gNB, and kl is the number
of beams selected by the lth gNB.

• Reward: The learner’s reward is equivalent to the ex-
pert’s reward as in (14) (i.e., the ultimate goal of both the
expert and the learner is to improve the average SINR).

• Transfer function The transfer function is used to map
a Q-value of a source task to a corresponding Q-value of
a target task as shown in Fig. 2. The transfer process is
performed as follows. The learner gNB observes its target
state-action pair (st, at) which is mapped to a source
state-action pair (ss, as) using the mapping functions φs
and φa. With the source state-action pair, the learner gNB
addresses the expert’s Q-table, stored at the learner gNB,
to extract a source Q-value Qs(ss, as). Afterwards, the
source Q-value is mapped to a target Q-value Qt(st, at)
via a mapping function φq . The final Q-value of the
learner gNB is represented as follows:

Q(st, at) = Qt(st, at) +Ql(st, at), (16)

where Ql(st, at) is the local Q-value of the learner
computed through reinforcement learning as follows:

(17)
Ql(st, at)← Ql(st, at) + α[rl(st, at)

+ γmax
a′∈A

Ql(s
′
t, a
′)

−Ql(st, at)],

TABLE I
ACTIONS’ MAPPING FUNCTION φa . BESIDES AN EXAMPLE OF ACTIONS’
MAPPING FOR TWO EXPERT GNBS WITH TWO USERS AND TWO LEARNER
GNBS WITH THREE USERS. NUMBER OF BEAMS RANGES FROM ONE TO

THREE.

Interference caused by actions of Examples

Learner-1 Expert-1 Learner-1 Expert-1
[δu,1, k1] [δu,1]

intra-beam intra-cell [1 1 1 1] [1 1]
inter-beam inter-cell [1 1 1 3] [1 0]

inter- and intra-beam inter- and intra-cell [1 1 1 2] [1 0]

where rl(st, at) is the instantaneous reward of the learner
gNB, α is a learning rate, γ is a discount factor, and
Ql(s

′
t, a
′) is the expected Q-value at next state s′t. From

(12) and (15), the expert’s (source’s) and learner’s (tar-
get’s) states are equivalent (ss ≡ st), hence the mapping
function of the state is φs = 1. In addition, we select the
mapping function of the Q-value as φq = 1.
On the other hand, the action’s mapping function φa
is used to map a target action to a source action. We
design the action’s mapping function based on inter-
beam and intra-beam interference where actions of the
learner gNB can be classified into three classes according
to the interference level they incur: actions that cause
intra-beam interference, actions that cause inter-beam
interference, and actions that cause both intra-beam and
inter-beam interference. Similarly, actions of the expert
gNB can be classified into three classes: actions that
cause intra-cell interference, actions that cause inter-cell
interference, and actions that cause both. Table I presents
the actions’ mapping function along with an example on
each interference case, where network is comprised of
two expert gNBs covering two users and two learner
gNBs equipped with up to three beam capability and
covering three users. In the first example (i.e., 1st row),
learner (1) selects one beam to cover the three associated
users, which means that learner (2) does not cover any
users. As such, learner (1) incurs intra-beam interference
only, which maps to a case in which an expert incurs
intra-cell interference only (i.e., expert (1) covers all
users). In row 2, learner (1) decides to use two beams,
hence both inter- and intra-beam interference exist. This
action should be mapped to an expert’s action that incurs
inter- and intra-cell interference. That is, expert (1) covers
one out of two users. Without loss of generality, this
transfer function can be extended to larger number of
users and learner agents.

B. Reinforcement Learning

The formulation of Q-learning is similar to Q-learning of
the expert gNB as discussed in section V-A1, however, the
actions are modified to account for joint user-cell association
and number of beams selection (i.e., al = [δu,l, kl;u ∈ Ul, l ∈
L]).
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C. Best SINR with DBSCAN (BSDC)

BSDC performs disjoint user-cell association and cluster, in
which user-association is performed based on best SINR (i.e.,
users associate with the gNB with the best downlink SINR)
and DBSCAN is used for clustering (i.e., number of beams
selection). DBSCAN is a well known unsupervised learning
technique and the details can be found in [37]. User clustering
has been proposed before in [11] using k-means clustering
algorithm. In this paper, however, we select DBSCAN for two
reasons. First, the main idea of DBSCAN is to discover the
points that are closely packed and mark other data points as
noise. These closely packed points (or dense distributions) are
clusters. Therefore DBSCAN identifies clustered users better
in the presence of noise and in node distributions that form
non-convex clusters [37]. Second, while k-means requires
the adjustment of the parameter k (i.e., number of clusters),
DBSCAN is able to infer the number of clusters from the
given users distribution.

D. Heuristic Baseline Algorithm:

To compare the performance of the machine learning algo-
rithms to a simple scheme we include a heuristic algorithm that
is considered as our baseline. Similar to BSDC algorithm, the
baseline algorithm performs user-cell association and selection
of number of beams in a disjoint approach. In particular, user-
cell association is performed based on best SINR, in which
users associate with the gNB with the best downlink SINR. In
addition, clustering (or selection of beams) is performed using
a traditional sectorized cell, with fixed number of sectors.
In our simulation, we select three sectors. After user-cell
association is performed, beam selection is performed based
on user’s location, i.e., the user is associated with the beam
(sector) that covers its location.

VI. PERFORMANCE EVALUATION

A. Simulation Settings

We use Matlab 5G toolbox to implement a discrete-event
simulator, where physical and medium access layers specifica-
tions are considered. The simulation parameters of the network
model, TQL, Q-learning, and BSDC are presented in Table II.
In particular, we consider a network with two expert gNBs and
two learner gNBs. In case of TQL, expert gNBs perform con-
ventional Q-learning for user-cell association, whereas learner
gNBs perform TQL for joint user-cell association and selection
of number of beams. In addition, the knowledge (i.e., Q-table)
at the expert gNB are transferred to the learner gNBs. In case
of Q-learning and BSDC, we do not consider expert gNBs,
hence learner gNBs become the only gNBs of the system
model (i.e., Fig. 3b). All gNBs use subcarrier spacing of 15
KHz and TTI size of 2 OFDM symbols. Furthermore, link
adaptation is performed in conjunction with HARQ technique,
where 6 HARQ processes and a maximum of one HARQ
re-transmission were used. All gNBs apply power domain
NOMA, which imply that all users are allocated the entire
5G resource block grid. As such, user-cell association controls
the load handled by each gNB. Finally, an entire simulation

TABLE II
5G MM-WAVE. NETWORK SIMULATION SETTINGS

5G-NR
Bandwidth 20 MHz
Carrier frequency 30 GHz [38]
Subcarrier spacing 15 KHz
Subcarriers per resource block 12
TTI size 2 OFDM symbols
Max transmission power 28 dBm
HARQ
Type Asynchronous HARQ
Round trip delay 4 TTIs [39]
Number of processes 6
Max. number of re-transmission 1
Distribution of users
Distribution Poisson Cluster Process
Number of users per gNB (Expert) 3
Number of clusters (Expert) 1
Number of users per cluster (Learner) 6
Number of clusters (Learner) 2
Radius of cluster 30 m
Total number of users 18
Number of expert gNBs 2
Number of learner gNBs 2
Inter-gNBs distance 150 m [38]
Traffic
Distribution Poisson
Packet size 32 Bytes
Q-learning and TQL
Learning rate (α) 0.5
Discount factor (γ) 0.9
Exploration probability (ε) 0.05
Threshold SINR (Γth) 20 dB [40], [41]
BSDC
Minimum number of points (minpts) 1
εBSDC 40
Simulation parameters
Simulation time 6000 TTI
Number of runs 40
Confidence interval 95%

run consumes 6000 TTIs, whereas 40 runs are performed to
maintain a statistically valid results with confidence interval
of 95%.

B. Performance Results I: Complexity and Convergence
Analysis

In this subsection, we provide the complexity and con-
vergence analysis of the proposed algorithms. Complexity
analysis considers both runtime and memory complexity. In
particular, runtime complexity is presented in Big-O notation
computed per gNB per TTI. In addition, memory complexity
is presented in number of memory entries required to store
information of each algorithm.

Algorithm 1 presents the steps of both Q-learning and
TQL approaches. The runtime complexity of the proposed
algorithms is presented in Table III. In particular, complexity
of Q-learning stems from two search-for-maximum operations
as presented in equations (3) and (18). When using binary
search, the complexity of Q-learning becomes O(log(2N )) =
O(N), where N represents number of users. Similarly, since
state, action, and Q-value mapping functions are less complex,
a search-for-maximum operation dominates the complexity
of TQL. Therefore, complexity of TQL is equivalent to Q-
learning (i.e., O(N)). As such, Q-learning-based algorithms
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Algorithm 1 Q-learning and TQL algorithms for user-cell
association and selection of number of beams

1: for scheduling assignment period t = 1 to T do
2: Step 1: gNB receives feedback from users in the form

of SINRs.
3: Step 2: Observe next state as in (12) for Q-learning or

(15) for TQL.
4: Step 3: Update Q-value as in (3) for Q-learning or (17)

for TQL.
5: Step 4: Select action through ε-greedy approach.

a =

{
Random, (1− ε),
arg max

a′
Q(s, a′), ε.

(18)

6: end for

TABLE III
COMPLEXITY COMPARISON AMONG THE PROPOSED ALGORITHMS

Complexity Q-learning TQL BSDC
Runtime O(N) O(N) O(log(N))

Space O(K × 2N ) O(K × 2N ) O(N)

always incur a runtime complexity in the order of a search-
for-maximum operation. On the other hand, the complexity
of BSDC is dominated by the DBSCAN algorithm, which
is O(log(N2)) = O(log(N)) [42] under binary search as-
sumption. Therefore, BSDC outperforms Q-learning and TQL
in runtime complexity. On the other hand, space complexity
is presented in Table III. In particular, Q-learning with its
tabular version requires a Q-table of size nStates×nActions.
Therefore, the space complexity of Q-learning becomes O(2×
(K × 2N )) = O(K × 2N ), where K represents the possible
values of number of beams. Similarly, TQL requires two Q-
tables, one for its local Q-learning, whereas the other one is
the transferred Q-table from the expert gNB. In particular,
the space complexity of the local Q-table is O(K × 2N ),
whereas the complexity of the transferred Q-table’s is O(2N )
since expert gNB does not consider the selection of number of
beams. As such, the total space complexity of TQL becomes
O(K × 2N ). Finally, BSDC is dominated by the memory
requirement of DBSCAN, which is O(N) [42]. To summarize,
BSDC outperforms both Q-learning and TQL with respect
to both runtime and space complexity. However, it is worth
mentioning that space complexity of Q-learning, and TQL,
can be reduced by employing deep Q-learning as proposed in
[43], where deep Q-learning replaces the need for a Q-table
by directly predicting Q-values using a deep neural network.

The convergence of the expert gNB is presented in Fig. 4.
Note that in case of TQL, the expert gNB is performing user-
cell association solely. In the figure, the average cumulative
reward is plotted against iteration number (i.e., TTI number).
The figure demonstrates the successful convergence of the
expert agent within the lifetime of the simulation (i.e., 6000
TTIs). This is essential since results of expert gNB beyond
convergence is transferred to the learner gNB. The conver-
gence of learner gNBs for both Q-learning and TQL is plotted
in Fig. 5. As observed from the figure, TQL outperforms Q-

Fig. 4. Convergence of expert gNBs represented by the average cumulative
reward.

Fig. 5. Convergence of learner gNBs represented by the average cumulative
reward. Total offered load is 1.3 Mbps.

learning in two aspects. First, TQL converges rapidly (i.e.,
around 4245 TTIs), whereas Q-learning experiences more
iterations with a sign of convergence toward the end of the
simulation time. Although we select TTI length of 2 OFDM
symbols, the convergence trend will not be impacted by
the choice of other TTI configurations of 5G-NR. However,
the time for convergence will be longer and proportional to
the length of TTI duration in ms. Second, TQL achieves
higher cumulative reward, whereas Q-learning dwells around
lower cumulative reward. This demonstrates TQL’s ability
to converge to a better policy for user-cell association and
selection of number of beams. This constitutes an advantage
for TQL compared to Q-learning. While both have the same
complexity as shown in table III, TQL converges faster than
Q-learning. It is also worth mentioning that the transferred Q-
table from the expert can be learned in an offline setup. This
means that TQL can train experts offline whereas learners can
be trained in the field with an online algorithm in a shorter
time.
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Fig. 6. Sum rate in [Mbps] of learner gNBs against total offered network
load in [Mbps] under PCP deployment of users.

C. Performance Results II: Stationary Users

In this subsection, simulation results are provided for the
proposed algorithms under stationary users scenario (i.e., no
mobility). In particular, PCP is used for initial positions of
users.

As presented in Fig. 5, TQL proved to converge to a better
policy for user-cell association and selection of number of
beams. This is evident from Fig. 6, where the sum rate of
the learner gNBs is plotted against the total offered load
in the network. In particular, TQL outperforms Q-learning
under all traffic loads with about 23% improvement at the
highest traffic load. BSDC, on the other hand, performs very
closely to TQL. This was expected since BSDC uses DBSCAN
clustering which performs very well under the PCP distribution
model. In the next subsection, we perform comparison under
different user distribution and mobility model to highlight the
superiority of TQL compared to DBSCAN. Besides achieving
high rate, the rate of TQL is close to the total offered rate
in the network, which implies high reliability as well. This
is highlighted in Fig. 7 and in Fig. 8 which plot the the
packet loss against the total offered traffic load. The figures
demonstrate that TQL outperforms Q-learning under all traffic
conditions. In addition, all three machine learning algorithms
outperform the baseline algorithm as shown in Fig. 6, Fig. 7,
and Fig. 8.

Finally, Fig. 9 presents the empirical Complementary Cu-
mulative Distribution Function (ECCDF) of latency, where
latency is defined as the end-to-end delay of successfully
received packets from gNB to users. The figure shows close
performance of the three proposed algorithms. This was ex-
pected since all algorithms do not account for latency improve-
ment (Refer to the reward function in (14)). Furthermore, the
low latency achieved (i.e., latency below 1 msec) is due to
the restriction put on the number of HARQ re-transmissions,
where one re-transmission is used in our simulation [44], [45].
On the other hand, the baseline algorithm incurs higher latency
compared to the three proposed algorithms.

Fig. 7. Average number of packet loss in [packets] against total offered
network load in [Mbps] under PCP deployment of users.

Fig. 8. Packet loss rate in [%] against total offered network load in [Mbps]
under PCP deployment of users.

D. Performance Results III: Random Waypoint Mobility

The mobility of users might have a significant impact on
the performance of the proposed algorithms. Mobile users
tend to change their clustering behavior which might lead to
different number of clusters with iterations. This mandates
rapid response in terms of number of beams selection. Fur-
thermore, due to mobility, users might change the clusters they
belong to, which also impacts user-cell association. As such,
enhancing performance under mobility becomes a necessary
component of the learning algorithm. In this subsection, we
assess the performance of the proposed algorithms under
a random waypoint mobility scenario. In particular, initial
users’ deployment follows PCP distribution whereas mobility
of users follows random waypoint model.

Fig. 10, Fig. 11, and Fig. 12 present the sum rate of
learner gNBs, number of packet loss, and packet loss rate in
percentage versus total offered load under random waypoint
mobility model, respectively. Unlike stationary case, TQL and
Q-learning outperform BSDC performance in both sum rate
and packet loss. In particular, TQL and Q-learning demon-



ACCEPTED TO IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, DECEMBER 2020 10

Fig. 9. Empirical Complementary Cumulative Distribution Function (ECCDF)
of latency for different total offered network load under PCP deployment of
users.

Fig. 10. Sum rate in [Mbps] of learner gNBs against total offered network
load in [Mbps] under random waypoint mobility of users.

strate 12% sum rate improvement over BSDC at the highest
offered traffic load. Again, the machine learning algorithms
outperform the baseline algorithm.

VII. CONCLUSION

In this work, we presented three machine learning algo-
rithms for joint user-cell association and selection of number
of beams in mm-Wave networks for the purpose of sum rate
maximization. The first algorithm is a transfer reinforcement
learning algorithm that aims at improving the convergence of
reinforcement learning through knowledge transfer from an
expert agent to a learner agent. To the best of our knowledge,
this is the first time that a transfer reinforcement learning
algorithm is proposed for optimizing sum rate in mm-Wave
networks. The expert agent performs the simple task of user-
cell association using Q-learning, whereas the learner agent
aims to build upon the expert’s knowledge and performs the
complex task of joint user-cell association and selection of
number of beams to cover the associated users. The second

Fig. 11. Average number of packet loss in [packets] against total offered
network load in [Mbps] under random waypoint mobility of users.

Fig. 12. Packet loss rate in [%] against total offered network load in [Mbps]
under random waypoint mobility of users.

algorithm is conventional Q-learning that performs joint user-
cell association and selection of number of beams. The third
algorithm is a combination of best SINR for user-cell as-
sociation and DBSCAN for users clustering technique. The
results demonstrate the suitability of each algorithm to the
deployment scenarios considered. Under mobility scenario,
TQL and Q-learning demonstrate 12% sum rate improvement
over BSDC at the highest offered traffic load, whereas under
stationary scenario, Q-learning and BSDC outperforms TQL
with about 10 − 23% at lowest and highest offered traffic
loads, respectively. In addition, BSDC has lower complexity
than the other techniques and TQL has faster convergence than
the Q-learning based technique. Besides, TQL offers a unique
advantage for offline learning of a task and transferring the
knowledge to another task with online learning in the field.
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