2021 30th IEEE International Conference on Robot & Human Interactive Communication (RO-MAN) | 978-1-6654-0492-1/21/$31.00 ©2021 IEEE | DOI: 10.1109/RO-MAN50785.2021.9515376

2021 30th IEEE International Conference on Robot and
Human Interactive Communication (RO-MAN)
August 8-12, 2021. Vancouver, Canada (Virtual Conference)

Interactive Vignettes: Enabling Large-Scale Interactive HRI Research

Wen-Ying Lee! Mose Sakashita! Elizabeth Ricci' Houston Claure! Frangois Guimbretiere? Malte Jung?

Abstract— We propose the use of interactive vignettes as an
alternative to traditional text- and video-based vignettes for
conducting large-scale Human-Robot Interaction (HRI) studies.
Interactive vignettes maintain the advantages of traditional
vignettes while offering additional affordances for participant
interaction and data collection through interactive elements. We
discuss the core affordances of interactive vignettes, including
explorability, responsiveness, and non-linearity, and look into
how these affordances can enable HRI research with more com-
plex scenarios. To demonstrate the strength of the approach,
we present a case study of our own research project with N=87
participants and show the data we collect through interactive
vignettes. We suggest that the use of interactive vignettes can
benefit HRI researchers in learning how participants interact
with, respond to, and perceive a robot’s behavior in pre-defined
scenarios.

I. INTRODUCTION

Vignettes, systematically elaborated descriptions of con-
crete situations, are a mainstay in HRI research [1]. Vi-
gnettes are used to elicit reactions and reveal perceptions,
impressions, cognition, or even social norms. For example,
Malle et al. used text-based vignettes to learn about peoples’
moral reasoning with robots [2]. Text-based vignettes with
pictures are also commonly used to study processes such
as anthropomorphism (e.g. [3]) or impression formation
(e.g. [4]). Video-based vignettes are often used in HRI as
they provide a richer account of a robot’s behavior. For
instance, Torrey and colleagues [5] used video vignettes to
compare peoples’ reactions to a robot’s various advice-giving
strategies. One of the key reasons video-based vignettes
are frequently used is that they are easier to create and
stage compared to in-person laboratory studies [6]. When
building a video-based vignette, researchers can strategically
manipulate a robot, its environment, and the behaviors of
human confederate(s) to create the precise scenario they aim
for participants to respond to. In addition, a vignette can be
made available online easily, allowing fully remote studies
on platforms such as Amazon Mechanical Turk (MTurk) and
Prolific, which reduces the resources required to conduct a
study.

A key disadvantage of traditional vignettes is that par-
ticipants often function as passive observers, viewing an
interaction from a third-person point of view without being
able to experience and engage in interactions with the robot
presented in the vignettes. Also, participants have been
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Fig. 1. The concept space of interactive vignettes in regard to fidelity.

notoriously known to not pay attention to contents in online
studies [7], resulting in the concern of collecting inaccurate
or unusable data and the need of additional attention and
manipulation checks [8]. Moreover, researchers are typically
not able to observe how participants actually interact with
the robot, and instead must rely on self-reported responses
collected through surveys of how they think they would
respond to a given situation. With these limitations, the
application of vignettes is usually constrained to certain
types of HRI research that do not request back-and-forth
interactions between participants and robots.

We propose the use of interactive vignettes, which main-
tain the advantages of video vignettes while increasing the
presence and engagement levels. Similar to the concept of
interactive theater vs. traditional theater, interactive vignettes
enable respondents to immerse and actively participate in the
given scenes from a first-person point of view and experience
the influence brought by their own actions. The concept
space of interactive vignettes in regard to fidelity thus lays
between traditional vignettes and full-scale in-person studies,
shown in Fig. 1. As several studies have demonstrated the
capabilities of vignettes, bringing in the interactivity that is
often missing in traditional vignettes can help expand and
adapt the usage to more complex HRI research scenarios to
learn how participants interact with, respond to, and perceive
a robot’s behavior in pre-defined scenarios.

In this paper, we outline the key affordances of an inter-
active vignette, including explorability, responsiveness, and
non-linearity. We discuss how having each of the interactive
affordances can further expand the usage of vignettes to HRI
research with more complex scenarios. To better demonstrate
the application, we offer an example of the use of interactive
vignettes with our own work on the development of a novel
robotic collaborative system. For the project, we have created
and applied interactive vignettes by setting up a simulated
design studio environment under Unity and implemented
dynamic features to achieve realistic scenarios that enable
rapid iterations and evaluations. Using an online study as
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a case, we demonstrate the implementation of interactive
affordances and discuss the immersive experiences and data
collection that interactive vignettes can facilitate to enable
large-scale interactive HRI research.

II. RELATED WORK

The term, vignette, is usually defined as an elaborated
description of a social situation, person, or object that
contains precise references to a certain scenario to elicit
and investigate respondents’ beliefs, attitudes, or judgments
[9]. The use of vignettes has thrived in the social sciences
to manipulate and study important factors in judgment- or
decision-making processes [1]. Depending on the number
and the level of factors, vignettes can be implemented
with different experimental setups (e.g. within-subjects [10],
between-subjects [11], and mixed [12]) with varied impli-
cations for the analysis and interpretation of collected data.
Recently, several scholars have also started to promote the
use of vignettes for not only quantitative research, but also
for qualitative research to prompt responses from participants
[13], [14].

A. Vignette-Based Research in HRI

Today, HRI researchers have applied different forms of
vignettes to collect perceptions, attitudes, and behaviors
toward robots under desired scenarios. Blaming et al. [15],
for example, adopted text-based vignettes and gave partici-
pants hypothetical textual descriptions to study the general
perception toward robots in the trolley moral dilemma. Malle
et al. [16], on the other hand, applied image-based vignettes
to examine the effect of various types of agents under similar
moral dilemmas. In addition, image-based vignettes have
often been applied in studies related to robots’ appearance,
such as anthropomorphism [17] and gender features [18].
Besides using static texts and images, audio-based vignettes
are another variety that has been implemented to explore the
effect of sound from robots [19].

With the capability to present concrete and detailed stim-
uli, video-based vignettes have been commonly seen in HRI
research to manipulate dynamic modalities and study robots
under complicated scenarios. For instance, several studies
have focused on exploring robots’ motions with generated
videos for participants to evaluate under given situations
[12], [20], [21]. Additionally, research on verbal conversation
with social robots often incorporates the use of video-
based vignettes to understand people’s perceptions toward
the situated actions and responses from robots [5], [22], [23].

While some of the video-based vignette studies offer
a first-person point of view for participants to immerse
themselves in the scenarios [6], [24], most of them remain in
a third-person point of view [25]-[27]. The key disadvantage
of this is that participants can only act as passive observers,
viewing and reflecting on the situations without being able
to experience and engage in the interaction with robots.
Moreover, researchers are not able to get first-hand reactions
but solely rely on self-reported responses. Another downside
of online vignette studies is the concern that participants

are not paying attention to the vignettes, which affects the
quality of the collected data [28]. Attention and manipulation
checks can be included in a survey to ensure that participants
watched the vignettes, but there is not a good way to keep
participants engaged nor to measure their engagement level
[7].

As interaction is of central concern to research in HRI,
traditional vignettes are constrained by a lack of interactive
components to certain types of studies that do not require
direct back-and-forth interaction with robots. To expand
the usage of vignettes, we propose the use of interactive
vignettes, which maintain the key advantages of traditional
vignettes while adding interactive elements.

B. Interactive Vignettes

Previous work in HRI has explored ways to add interac-
tivity to vignette-based research to some degree. Shen et al.,
for example, enabled participants to control the movement
(video time-frame) of a telepresence robot to study the cross-
cultural difference in preferred social distance [29]. This
feature allowed the participants to see the result of their own
input in real-time, creating an interactive experience when
controlling a telepresence robot. A recent study from Torre
et al. also incorporated the feature of real-time interaction
with a simulation, having the participants play a swerving
game to study the impact of anthropomorphism of robots in
swerving behavior and future design of navigation algorithms
[30]. The study setup allowed the researchers to directly
observe participants’ reactions and responses with insightful
information under a given scenario.

Inspired by the work of Jenkins et al. [14], we decided to
explore the potential of interactive vignette studies in a HRI
context, including how interactive elements are crucial and
beneficial to certain types of HRI studies. Further, we have
not yet seen work details a comprehensive list of elements
and features needed for constructing an interactive vignette
study. As previous scholars have demonstrated the strength of
vignettes to adapt to different types of research [13], bringing
back the interactivity that is often missing in traditional
vignettes will further expand the apllication and benefit the
related research fields. In this light, we aim to promote the
use of interactive vignettes in HRI. In the following section,
we will discuss the key affordances of interactive vignettes.

III. INTERACTIVE VIGNETTES

We define an interactive vignette as a vignette which
takes participants’ input into account and changes the content
and/or presentation of the vignette. Similar to the concept
of interactive theater vs. traditional theater, participants can
immerse and actively participate in an interactive vignette
under a given scene from a first-person point of view. By
enabling participants to engage in a dynamic scene, we can
increase the presence and engagement levels of the partici-
pants. We discuss three core affordances interactive vignettes
offer for HRI research: explorability, responsiveness, and
non-linearity.
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A. Explorability

Explorability refers to the affordance that offers partic-
ipants flexibility in exploring the situation presented by a
vignette. For example, standard video vignettes do not allow
participants to adjust their point of view or change their
position in order to make certain aspects of the vignette
visible. Allowing participants to change their view point
and/or change their position can provide participants with
more situational awareness than video vignettes and provide
researchers with additional insights about participants’ be-
havior. Both the studies from Shen et al. and Torre et al.
show how explorability can be the feature to achieve research
purposes and for researchers to acquire first-hand data of
participants’ behavior under the desired scenarios [29], [30].
The ability to move within a vignette can also be used in HRI
studies related to proxemics, how space is managed during
interactions with robots.

B. Responsiveness

Responsiveness refers to the degree to which a vignette
can adapt or respond to participant behavior. Adding re-
sponsiveness to vignettes allows participants to experience
the influence brought by their own actions. For example, the
study by Shen et al. [29] allowed participants to “control”
how closely a telepresence robot should approach a person
based on their own perception of appropriated distance. The
responsiveness of interactive vignettes also affords partici-
pants to interact directly with a robot which can increase
engagement and allow the collection of interaction data.
For example, the chicken game from Torre et al. [30] put
participants in the situation of directly interacting with a
robot. The same concept can be applied to the earlier work
from Takayama et al. [12], instead of viewing the scenarios
as bystanders, participants can encounter the actions from
robots themselves.

C. Non-linearity

Non-linearity refers to the flexibility for participants to
decide the order in which they will engage and explore in the
scenario, which is similar to the concept of interactive theater
where audiences can pick the sequences of scenes during a
play. Traditional vignettes expose participants to a static and
linear narrative of a fixed sequence of events that does not
take participants’ feedback into consideration. This constraint
limits the types of HRI research that can adapt the use of
vignettes as a smooth flow of changing events is sometimes
required during an interaction. Non-linearity affords more
flexibility as participants can determine the sequencing of
events to some degree to experience more realistic scenarios.
An example of the application of non-linearity can be found
in the work of Jenkins et al. [14], they setup the interactive
vignettes by using the changing sequence of PowerPoint
slides based on participants’ choices. Coughlan et al. also
incorporated the idea of “tailored scenarios* to developed
vignettes based on each participant’s input [31].

It is important to note that not all three affordances
listed here have to be utilized when creating an interactive

vignette. Based on the purpose of the study and type of data
researchers aim to collect, different utilization of affordances
can be considered when creating and setting up an interactive
vignette. In the following section, we offer an example of the
use of interactive vignettes with the implementation of the
three core affordances on our own work on the development
of a novel robotic collaborative system. We will look into
the overall conceptual elements and system architecture we
have constructed for creating and conducting an interactive
vignette study.
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IV. CASE STUDY

To demonstrate the usefulness of the interactive vignette
approach, we present a case study we conducted as a part of
the project to develop a novel remote collaboration robotic
system. The goal is for the robot to serve as a physical
instantiation of a remote user in a local space to engage
in a collaborative sketching task.

A key challenge in developing a robotic collaboration sys-
tem that will closely interact with people is that the enormous
complexity of hardware and software makes it difficult to
apply standard design approaches that involve rapid iterations
and evaluation cycles. Exploring multiple options across a
wide design space is time-consuming and labor-intensive
as each design configuration requires a relatively complex
infrastructure. The project serves as a perfect use case for our
interactive vignette approach as it allows for a fast and low
cost evaluation of important design parameters while also
allowing for data that is richer than what would be possible
with standard vignette approaches. While standard text-based
or video-based vignettes allow researchers to gather data
about a user’s perceptions of a robot, they do not allow
data collection about actual users’ behaviors or reactions to
a robot.

A. Interactive Vignettes Setup

For the project, we have created and applied interactive
vignettes by setting up a simulated design studio environment
under Unity. Fig. 2 lists the conceptual elements for our
interactive vignette study. The choice of using a simulation
instead of filming videos of an actual robot is because
we are developing a system that has no yet existed. The
application of interactive vignettes has enable us to perform

1291

Authorized licensed use limited to: Cornell University Library. Downloaded on March 05,2022 at 17:23:31 UTC from IEEE Xplore. Restrictions apply.



rapid iterations and explore many different possible design
within a short amount of time without actually building all
the hardware.

Graphic Quality - We designed our system to allow for
detailed 3D rendered environments and with capabilities to
render realistic and complex robot motions. Unity offers
high-quality graphics and lighting that can add more
realism and provide participants an appropriate context
in an interactive vignette. In addition, we applied an IK
solver and the animation function to generate, fine-tune, and
execute smooth and reasonable movements of a robot with
multiple degrees-of-freedom. The set up of our interactive
vignettes with Unity are shown in Fig. 3.

Interactive Affordances - A virtual camera was set up in
Unity scenes to support the explorability affordance. Users
can control the virtual camera through keyboard and mouse
to have the ability of moving and changing perspective
within the simulated environment. This interaction provides
users with situational awareness within the demo and
allows them to freely choose the position in relation to
the robot. Further, to create the collaborative scenarios
that are suitable to our project with back-and-forth actions
and reactions, we incorporated the tic-tac-toe game for
participants to engage in during the vignettes as this game
include the feature of turning-taking that is essential to
collaboration. The setup of this shared activity can enable
participants to make actions and observe how the robot
react to them in the simulated scenario. Based on different
moves from participants and game results, the robot can
respond differently, which supports both the responsiveness
and non-linearity affordances of interactive vignettes and
for us to study and evaluate our system. We made sure to
include the information that participants need to get familiar
with the interactive vignettes, for example, the instruction
of the control and the activity, shown in Fig. 3.

Infrastructure - Accessibility, referred here as the access
to the vignettes, is an important aspect when running online
studies. To lower the requirement, we built our interactive
vignettes as a WebGL application and uploaded a web
page with an embedded app on a web server. Participants
can easily use their own laptop or computer to access the
interactive vignettes without the need to locally download or
install any new programs. Moreover, with the web server
setup, participants’ actions to interactive elements can be
collected and measured for further analysis which enables
the data collection. Our interactive vignettes have several
interactive elements that can be recorded and used to derive
more insights about participants’ behaviors or engagement
than conventional video studies in addition to subjective
questionnaires. Take the setup of camera view for example,
we can record virtual camera movements with a timestamp to
reproduce what participants see and how they move around
in the virtual space during the vignettes. Observing these
movements can lead us to useful indications, for instance,

Your turn! |

You are playing
Tic-Tac-Toe with your
remote teammate.

Fig. 3. The setup of interactive vignettes with Unity for our project: the
implementation of playing tic-tac-toe game with a robot.

where their attention is paid to and how they place them-
selves in relation to a robot. The setup can also record other
information such as their participant ID, completion time,
and game results, which can be used for further analysis
if needed. We made sure the interactive vignettes offer a
coherent flow for participants to easily get familiar with and
go through without confusions. With the implementation of
shared activity for participants to experience in the vignettes,
we can directly check their participation in the tasks by
looking at recordings of activity results, text/mouse inputs,
or camera movements. We intentionally set up the starting
camera viewing point toward the opposite direction of the
robot that participants will need to actually engage in the
scenes to complete the tasks. The mechanism can help
researchers to eliminate these invalid or less valuable data
points.

B. Conditions

The presented case study explores a remote collaborative
sketching scenario in which a remote operator collaborates
with a local user via a teleoperated robot. More specifically,
the study examines the impact of varying degrees of non-
verbal cues (no cues as control, turn taking cues only, and
non-verbal cues) of a tele-operated robot on user perceptions
and behavior. Using the system described in the previous
section, we conducted a 3-condition within-subjects interac-
tive vignette study to compare the perceptions toward robots
with different levels of expressivity. The sequence of the 3
conditions was randomized to avoid carry-on effects.

- Control condition (CC): the telepresence robot remained
at a fixed location to draw on board during the game.

- Turn-taking condition (TC): the telepresence robot would
move closer/farther (0.5 m) from the board to indicate turn-
taking during the game.

- Non-verbal cues condition (NC): on top of TC, the telep-
resence robot would follow the location of the participants
and react to the result of the game.

C. Participants

We recruited N=100 participants from Mturk and paid
$6.00 each for their participation as the study takes around
25 minutes to finish. Participants were recruited if they were
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Fig. 4. Results of the subjective measures of teammate perceived warmth, enjoyment, and reactiveness with Bonferroni adjusted p-values.

from the United States and had previous task-approval ratings
of 95% or higher. 13 data points were removed since the
interactive vignettes indicated incompletion. The final dataset
contained N = 87 participants (29-female, 58-male) with the
average age of 38 years old (SD = 9.3). 4 of them indicated
having experiences of using telepresence robots in the past.

D. Procedures & Task

The study happened on two sites: Qualtrics and the web
apps for the vignettes we built. Participants were guided from
Mturk to our Qualtircs survey, where they were given the
task scenarios and informed that they would be remotely
playing tic-tac-toe games with 3 teammates respectively.
We chose to implement tic-tac-toe in this particular study
because it emphasizes the aspect of turn-taking, which is a
key component of collaborative tasks. We asked participants
to imagine that the robot they would see in the games
(vignettes) was controlled by their remote teammate located
in a different city. Each of the interactive vignettes contained
a simulated robotic arm with different levels of expressivity,
shown in Fig. 3. Following the completion of each vignette,
there was a post-vignette questionnaire. After the completion
of all 3 vignettes, participants were asked to fill out a post-
study questionnaire.

E. Measures

Subjective: We adopted perceived warmth (4 items)
and competence (5 items) measures from the work of
Mieczkowski et al. [17] and Fiske et al. [32]. We additionally
asked participants to rate teammate’s perceived enjoyment
and reactiveness, participants’ enjoyment, and their willing-
ness to work with the teammate again. All the ratings are
based on a 5-point Likert Scale.

Objective: With the application of interactive vignettes, we
were able to collect information regarding an individual’s
moves, performance, change of viewing point, and navigation
in the environment throughout the tic-tac-toe game.

F. Results

Subjective: A one-way repeated measures ANOVA was
performed for each of the 6 factors we measured across
all 3 conditions. Analysis indicates a significant effect on
teammate’s perceived warmth, enjoyment, and reactiveness.
A post-hoc analysis was then conducted on each of the

items with adjusted p-values using the Bonferroni multiple
testing correction method, showing significant differences
between CC - NC and TC - NC conditions. The results are
shown in Fig. 4. The results show that the adding of non-
verbal cues does improve the perceived warmth, enjoyment,
and reactiveness toward the teammate and will potentially
be the design option to apply to increase the collaboration
experience.

Objective: With the collected data of individual’s moves,
performance, change of viewing point, and navigation from
the interactive vignettes, we were able to recreate the scenes
participants experienced and extract higher-level informa-
tion. Looking through the data, we noticed that participants
tended to not move again after they started the activity.
We graphed out all the participants’ ending positions in
NC (see Fig. 5(b)), which shows the distribution of how
the participants placed themselves in relation to the robot
and the shared activity space. Fig. 5(c) is an example of
another information we extracted: we were able to graph out
each participant’s trajectory in each interactive vignette and
observe how they explored the environment.

G. Limitations

For interactive vignettes built under a virtual environ-
ment, we need to consider how missing physicality of the
robot could affect participant’s perceptions of the system.
Recent work has argued that virtually embodied robots elicit
a fundamentally different frame of mind from physically
embodied robots [33]. However, previous studies have also
demonstrated the strength of virtual vignettes in prototyping
and testing robot behaviors [12]. In our case, we chose to
apply a simulation based on the nature of our project: we
are developing a robotic collaboration system that has not
yet existed and we aim to perform rapid iterations with the
fastest way and the lowest cost. We do understand that the
results of our case study might need to be further examine
when implementing the system in the future, we want to keep
the focus on our main purpose here as promoting the use of
interactive vignettes as an alternative to conduct large-scale
interactive HRI research.

V. DISCUSSION

We introduced interactive vignettes as an approach to
expand on the affordances for data collection offered by
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traditional text- and video-based vignettes. We presented a
case study of our own project as a demonstration of the usage
if interactive vignettes to look into what this approach can
offer to HRI research.

We argued that interactive vignettes offer three main
affordances that distinguish them from traditional vignettes:
explorability, responsiveness, and non-linearity. These af-
fordances allow researchers to collect richer data while
maintaining some of the simplicity of designing and de-
ploying traditional vignettes. As such, interactive vignettes
occupy the space between traditional vignettes and full-scale
in-person studies when comparing approaches in terms of
overall fidelity. Below, we highlight several key advantages
that interactive vignettes offer as a research approach.

A. Enabling Rich Human-Robot Interaction Experiences

Most of the HRI studies with video-based vignettes have
participants function as passive observers, viewing an in-
teraction from a third-person point of view. Under these
circumstances, participants are not directly experiencing nor
engaging in the interaction with the robot presented in the
vignettes and can only reflect and rate their perceptions
as a bystander. The downside of this setup is that we
cannot be sure whether the self-reported perceptions can
be generalized to situations where participants are actually
interacting with the robot(s). Further, participants are only
exposed to one single scenario without more complex back-
and-forth interactions. This limits the validity of vignettes
that study how humans directly and continuously interact
with or around robots.

Our case study shows that with the adoption of interactive
vignettes, participants can actively interact with a robot. For
instance, we were able to include more ego-centric questions
to understand the first-hand experiences from participants.
We asked participants ”How much do you enjoy playing tic-
tac-toe game with your remote teammate?” and "How likely
would you be willing to work with your remote teammate
again?”’, both of which would not have been reasonable if
they were only asked to watch a video showing someone
playing the game with a robot.

In addition, our studies also shows the capability of inter-
active vignettes, when having the explorability affordance,
to address peoples’ preferred social distances. It is unlikely
that a pre-set position will work for everyone that some
people might feel unsafe if the distance is too close and
feel unrealistic if it is too far. Thus, instead of constraining
participants at a fixed position with a fixed viewing angle, the
adding of explorability in interactive vignettes enables them
to freely place themselves in the environment. This feature
allows them to not only experience the interaction in a more
comfortable way, but also reflect on a more realistic scenario
based on individual preference.

Finally, our study demonstrates that the adding of respon-
siveness and non-linearity affordances has enriched the inter-
action experiences and add onto the fidelity as participants
were able to make moves by themselves and observe the
reactions from the robots based on their moves and the final

(a) The top-view of the studio design setup in the interactive vignettes.
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Fig. 5. Top-view of the interactive vignettes (a) with the overlaid
information from collected data (b) (c): blue circle is the robot’s position,
the green block is the game board’s position, and the red cross is the starting
position of all participants. The figures are scaled with the unit of meter.

games results. The same effect would not be achieved with
only video vignettes showing a person playing the game with
the robot because participants might feel conflicted when
viewing an action that is different from what they would
have done when being in the situation.

B. Enabling Dynamic Data Collection

One of the constraints of traditional vignettes is that
researchers do not have much information about what is
happening when participants watch the vignettes. Often,
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questions in regard to the contents need to be added to make
sure they understood the contents of the videos as attention
check. Moreover, researchers are not able to observe how
participants react to a particular moment in the videos, and
instead, must rely on the self-reported responses collected
through surveys.

In our case, we have demonstrated that the application
of interactive vignettes that requires inputs from participants
can bypass this limitation. We were able to continuously
collect dynamic data throughout each of the vignettes,
including an individual’s moves, performance, change of
viewing point, and navigation in the simulated environment.
The collected information has allowed us to re-created the
scene of each participant under each vignette. We here
show some additional insights on participants’ movements
that can be extracted from the collected data, such as
how participants placed themselves in relation to the robot
and how participants move around in the space, shown in
Fig. 5(b) and Fig. 5(c). The extracted information could
signify participants’ perceptions toward the robot, whether
they feel safe to get closer to the robot and what is their sense
of shared space when working beside a robot. For example,
in our case, we found out that most people did tend to stay
on the left side of the board as robot was set to stay on the
right side (Fig. 5(b)).

Dynamic data collection through interactive vignettes can
be adopted and used to facilitate HRI studies that involve
more complex scenarios. For instance, the information about
how people move around in relation to a robot can be useful
for research on proxemics by enabling researchers to observe
how space is managed by people during interactions with a
robot. Researchers can easily generate the graph showing
how the distance between a participant and a robot changes
along the time. Further, recordings of participants’ actions
throughout the vignettes can help explore how a robot’s
behavior influences people’s decision-making.

C. Interactive Vignettes vs. Simulations

While interactive vignettes share characteristics with sim-
ulation approaches in HRI (e.g. [34], [35]), interactive vi-
gnettes are different in two key aspects. First, vignettes
are elaborated descriptions serving as stimuli to study peo-
ple’s judgement, decision-making, and reactions to a given
scenario. While interactive vignettes can be created and
provided through a simulation experience, such as what
we did in our work and the study by Torre et al. [30],
simulations are not a necessary component to simulate the
realistic behaviors of a robot, as demonstrated by Shen et
al. [29]. In the work of Shen et al., they recreated the actual
scenario of controlling a telepresence robot in the vignettes
by videotaping an approaching scene toward confederates.
Second, simulation is also not a sufficient condition for an
experience to be considered as an interactive vignette as the
range of experiences is more constrained around a specific
narrative and serve other purposes than studying behaviors.

A clear boundary between simulations and interactive
vignettes is difficult to set as they have been overlapping

in several HRI studies. However, we argue that simulations
and interactive vignettes are grounded on different standing
points that simulations are a tool that can be applied in varies
HRI research, as discussed by Lemaignan et al. [34], whereas
interactive vignettes stand as an approach with the purpose
to study respondents’ beliefs, attitudes, or judgments. For
example, the work of Breazeal et al. on the Mars Escape
game will not be seen as an interactive vignette study, even
though it does have similar setup as our case study, because
the main purpose is to collect and build a database for
later implementation [36]. On the other hand, according
to our definition, we would describe Torre and colleagues’
design of the chicken game to study swerving behavior [30]
as an interactive vignette approach. Our work here further
explored this approach and highlights its unique affordances
for conducting HRI research.

VI. CONCLUSION

In this paper, we proposed the use of interactive vi-
gnettes in the field of HRI to enable large-scale development
and evaluation of interactive robotic systems. Interactive
vignettes maintain the advantages of traditional vignettes
while increasing the presence and engagement levels of the
participants by including interactive elements. We outlined
the core affordances of interactive vignettes, explorability,
responsiveness, and non-linearity, and discussed the potential
HRI research that can be benefited from them. We then
demonstrated the application of interactive vignettes with
our own work on developing a novel robotic collaboration
system. We showed the dynamic data collection achieved
with interactive vignettes that is usually not supported by
traditional vignettes and needs to be gathered from in-
person studies. To conclude, we suggest that the use of
interactive vignettes can benefit HRI researchers in learning
how participants interact with, respond to, and perceive a
robot’s behavior in pre-defined scenarios.

ACKNOWLEDGEMENT

This project was in part sponsored by the Office of
Naval Research (N00014-19-1-2299) and by the National
Science Foundation (1925100). Any opinions, findings, and
conclusions or recommendations expressed in this material
are those of the author(s) and do not necessarily reflect the
views of the Office of Naval Research nor the National
Science Foundation.

REFERENCES

[1] C. S. Alxander and H. J. Becker, “The Use of Vignettes in Survey
Research,” Public Opinion Quarterly, vol. 42, no. 1, pp. 93-104, 01
1978. [Online]. Available: https://doi.org/10.1086/268432

[2] B. F. Malle, M. Scheutz, T. Arnold, J. Voiklis, and C. Cusimano, “Sac-
rifice one for the good of many? people apply different moral norms
to human and robot agents,” in 2015 10th ACM/IEEE International
Conference on Human-Robot Interaction (HRI). 1EEE, 2015, pp.
117-124.

[3] S. R. Fussell, S. Kiesler, L. D. Setlock, and V. Yew, “How people
anthropomorphize robots,” in 2008 3rd ACM/IEEE International Con-
ference on Human-Robot Interaction (HRI). 1EEE, 2008, pp. 145—
152.

1295

Authorized licensed use limited to: Cornell University Library. Downloaded on March 05,2022 at 17:23:31 UTC from IEEE Xplore. Restrictions apply.



[5]

[6]

[7]

[8]

[9]

[10]

(11]

(12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

M. Kwon, M. F. Jung, and R. A. Knepper, “Human expectations of
social robots,” in 2016 11th ACM/IEEE International Conference on
Human-Robot Interaction (HRI). 1EEE, 2016, pp. 463-464.

C. Torrey, S. R. Fussell, and S. Kiesler, “How a robot should give
advice,” in 2013 8th ACM/IEEE International Conference on Human-
Robot Interaction (HRI). 1EEE, 2013, pp. 275-282.

S. Ngrskov, M. F. Damholdt, J. P. Ulhgi, M. B. Jensen, C. Ess,
and J. Seibt, “Applicant fairness perceptions of a robot-mediated job
interview: A video vignette-based experimental survey,” Frontiers in
Robotics and Al vol. 7, p. 163, 2020.

D. J. Hauser and N. Schwarz, “Attentive turkers: Mturk participants
perform better on online attention checks than do subject pool par-
ticipants,” Behavior research methods, vol. 48, no. 1, pp. 400-407,
2016.

J. Rose, “Manipulation and attention checks in behavioral account-
ing research,” The Routledge Companion to Behavioural Accounting
Research, pp. 125-133, 2017.

C. Atzmiiller and P. M. Steiner, “Experimental vignette studies in
survey research,” Methodology, 2010.

B. Nesset, D. A. Robb, J. Lopes, and H. Hastie, “Transparency
in hri: Trust and decision making in the face of robot errors,”
in Companion of the 2021 ACM/IEEE International Conference on
Human-Robot Interaction, ser. HRI 21 Companion. New York,
NY, USA: Association for Computing Machinery, 2021, p. 313-317.
[Online]. Available: https://doi.org/10.1145/3434074.3447183

H. Claure, N. Khojasteh, H. Tennent, and M. Jung, “Using expectancy
violations theory to understand robot touch interpretation,” in Compan-
ion of the 2020 ACM/IEEE International Conference on Human-Robot
Interaction, 2020, pp. 163-165.

L. Takayama, D. Dooley, and W. Ju, “Expressing thought: Improving
robot readability with animation principles,” in Proceedings of the 6th
International Conference on Human-Robot Interaction, ser. HRI *11.
New York, NY, USA: Association for Computing Machinery, 2011, p.
69-76. [Online]. Available: https://doi.org/10.1145/1957656.1957674
A. Kandemir and R. Budd, “Using vignettes to explore reality and val-
ues with young people,” in Forum Qualitative Sozialforschung/Forum:
Qualitative Social Research, vol. 19, no. 2, 2018.

N. Jenkins, M. Bloor, J. Fischer, L. Berney, and J. Neale, “Putting
it in context: the use of vignettes in qualitative interviewing,”
Qualitative Research, vol. 10, no. 2, pp. 175-198, 2010. [Online].
Available: https://doi.org/10.1177/1468794109356737

T. Komatsu, B. F. Malle, and M. Scheutz, “Blaming the reluctant
robot: Parallel blame judgments for robots in moral dilemmas across
u.s. and japan,” ser. HRI ’21. New York, NY, USA: Association
for Computing Machinery, 2021, p. 63-72. [Online]. Available:
https://doi.org/10.1145/3434073.3444672

B. F. Malle, M. Scheutz, J. Forlizzi, and J. Voiklis, “Which robot am i
thinking about? the impact of action and appearance on people’s eval-
uations of a moral robot,” in The Eleventh ACM/IEEE International
Conference on Human Robot Interaction, ser. HRI *16. IEEE Press,
2016, p. 125-132.

H. Mieczkowski, S. X. Liu, J. Hancock, and B. Reeves, “Helping
not hurting: Applying the stereotype content model and bias map to
social robotics,” in 2019 14th ACM/IEEE International Conference on
Human-Robot Interaction (HRI), 2019, pp. 222-229.

J. Goetz, S. Kiesler, and A. Powers, “Matching robot appearance
and behavior to tasks to improve human-robot cooperation,” in The
12th IEEE International Workshop on Robot and Human Interactive
Communication, 2003. Proceedings. ROMAN 2003. leee, 2003, pp.
55-60.

D. Moore, N. Martelaro, W. Ju, and H. Tennent, “Making noise inten-
tional: A study of servo sound perception,” in 2017 12th ACM/IEEE
International Conference on Human-Robot Interaction (HRI. 1EEE,
2017, pp. 12-21.

A. Moon, C. A. Parker, E. A. Croft, and H. M. Van der Loos, “Design
and impact of hesitation gestures during human-robot resource con-
flicts,” Journal of Human-Robot Interaction, vol. 2, no. 3, pp. 1840,
2013.

D. Sirkin and W. Ju, “Consistency in physical and on-screen action
improves perceptions of telepresence robots,” in Proceedings of the
Seventh Annual ACM/IEEE International Conference on Human-
Robot Interaction, ser. HRI "12. New York, NY, USA: Association
for Computing Machinery, 2012, p. 57-64. [Online]. Available:
https://doi-org.proxy.library.cornell.edu/10.1145/2157689.2157699

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

[31]

[32]

(33]

[34]

[35]

[36]

1296

B. Stoll, M. F. Jung, and S. R. Fussell, “Keeping it light: perceptions
of humor styles in robot-mediated conflict,” in Companion of the 2018
ACM/IEEE International Conference on Human-Robot Interaction,
2018, pp. 247-248.

S. Stange and S. Kopp, “Effects of a social robot’s self-explanations
on how humans understand and evaluate its behavior,” in Proceedings
of the 2020 ACM/IEEE international conference on human-robot
interaction, 2020, pp. 619-627.

M. Lohse, M. Hanheide, B. Wrede, M. L. Walters, K. L. Koay,
D. S. Syrdal, A. Green, H. Huttenrauch, K. Dautenhahn, G. Sagerer
et al., “Evaluating extrovert and introvert behaviour of a domestic
robot—a video study,” in RO-MAN 2008-The 17th IEEE International
Symposium on Robot and Human Interactive Communication. 1EEE,
2008, pp. 488-493.

R. Maeda, D. Brsci¢, and T. Kanda, “Influencing moral behavior
through mere observation of robot work: Video-based survey
on littering behavior,” in Proceedings of the 2021 ACM/IEEE
International Conference on Human-Robot Interaction, ser. HRI
21. New York, NY, USA: Association for Computing
Machinery, 2021, p. 83-91. [Online]. Available: https://doi-
org.proxy.library.cornell.edu/10.1145/3434073.3444680

N. Walker, K. Weatherwax, J. Allchin, L. Takayama, and M. Cakmak,
“Human perceptions of a curious robot that performs off-task actions,”
in Proceedings of the 2020 ACM/IEEE International Conference on
Human-Robot Interaction, ser. HRI ’20. New York, NY, USA:
Association for Computing Machinery, 2020, p. 529-538. [Online].
Available: https://doi.org/10.1145/3319502.3374821

S. You and L. P. Robert Jr, “Human-robot similarity and
willingness to work with a robotic co-worker,” in Proceedings of
the 2018 ACM/IEEE International Conference on Human-Robot
Interaction, ser. HRI ’18. New York, NY, USA: Association
for Computing Machinery, 2018, p. 251-260. [Online]. Available:
https://doi.org/10.1145/3171221.3171281

S. Clifford and J. Jerit, “Is there a cost to convenience? an experimental
comparison of data quality in laboratory and online studies,” Journal
of Experimental Political Science, vol. 1, no. 2, p. 120-131, 2014.

S. Shen, H. Tennent, H. Claure, and M. Jung, “My telepresence, my
culture? an intercultural investigation of telepresence robot operators’
interpersonal distance behaviors,” ser. CHI "18. New York, NY,
USA: Association for Computing Machinery, 2018, p. 1-11. [Online].
Available: https://doi.org/10.1145/3173574.3173625

I. Torre, A. Linard, A. Steen, J. Tumova, and I. Leite, “Should
robots chicken? how anthropomorphism and perceived autonomy
influence trajectories in a game-theoretic problem,” in Proceedings
of the 2021 ACM/IEEE International Conference on Human-Robot
Interaction, ser. HRI °21. New York, NY, USA: Association
for Computing Machinery, 2021, p. 370-379. [Online]. Available:
https://doi-org.proxy.library.cornell.edu/10.1145/3434073.3444687

T. Coughlan, M. Brown, G. Lawson, R. Mortier, R. J.
Houghton, and M. Goulden, “Tailored scenarios: A low-cost online
method to elicit perceptions on designs using real relationships,”
ser. CHI EA ’13. New York, NY, USA: Association for
Computing Machinery, 2013, p. 343-348. [Online]. Available:
https://doi.org/10.1145/2468356.2468417

S. T. Fiske, J. Xu, A. C. Cuddy, and P. Glick, “(dis) respecting versus
(dis) liking: Status and interdependence predict ambivalent stereotypes
of competence and warmth,” Journal of social issues, vol. 55, no. 3,
pp. 473-489, 1999.

B. Mutlu, “The virtual and the physical: two frames of mind,”
iScience, vol. 24, no. 2, p. 101965, 2021. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2589004220311627
S. Lemaignan, M. Hanheide, M. Karg, H. Khambhaita, L. Kunze,
F. Lier, 1. Liitkebohle, and G. Milliez, “Simulation and hri recent
perspectives with the morse simulator,” in International Conference
on Simulation, Modeling, and Programming for Autonomous Robots.
Springer, 2014, pp. 13-24.

Y. Mizuchi and T. Inamura, “Cloud-based multimodal human-robot
interaction simulator utilizing ros and unity frameworks,” in 2017
IEEE/SICE International Symposium on System Integration (SII).
IEEE, 2017, pp. 948-955.

C. Breazeal, N. DePalma, J. Orkin, S. Chernova, and M. Jung,
“Crowdsourcing human-robot interaction: New methods and system
evaluation in a public environment,” J. Hum.-Robot Interact.,
vol. 2, no. 1, p. 82-111, Feb. 2013. [Online]. Available:
https://doi.org/10.5898/JHRI.2.1.Breazeal

Authorized licensed use limited to: Cornell University Library. Downloaded on March 05,2022 at 17:23:31 UTC from IEEE Xplore. Restrictions apply.





