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Abstract—Recent automotive hacking incidences have demon-
strated that when an adversary manages to gain access to a
safety-critical CAN, severe safety implications will ensue. Under
such threats, this paper explores the capabilities of an adversary
who is interested in engaging the car brakes at full speed
and would like to cause wheel lockup conditions leading to
catastrophic road injuries. This paper shows that the physical
capabilities of a CAN attacker can be studied through the lens
of closed-loop attack policy design. In particular, it is demon-
strated that the adversary can cause wheel lockups by means of
closed-loop attack policies for commanding the frictional brake
actuators under a limited knowledge of the tire-road interaction
characteristics. The effectiveness of the proposed wheel lockup
attack policy is shown via numerical simulations under different
road conditions.

I. INTRODUCTION

One of the most widely utilized bus types in in-vehicle
networks through which electronic control units (ECUs) com-
municate with each other is called Controller Area Network
(CAN) [1]. There exists a well-established line of work
documenting how hackers/adversaries can access the CAN
bus (see, e.g., [2]–[7]). Figure 1(left) depicts some possible
scenarios through which hackers can access the CAN bus.
Having access to the CAN bus, the adversary can easily sniff
the CAN packets, which are broadcast to all components on
the CAN bus, and/or inject CAN packets onto the CAN bus
while masquerading as a legitimate car ECU [8]. Furthermore,
there is the possibility of re-flashing the compromised ECUs
by the adversaries (see, e.g., [9], [10] and the celebrated
hack by Miller and Valasek [7]). A frightening feature of the
attacks outlined by Miller and Valasek is that they are almost
invisible to the driver while almost no forensic evidence is left
behind [5]–[7].

The cyber-physical implications of the aforementioned
threats, such as remotely steering a vehicle into a ditch as
demonstrated by Miller and Valasek [5], [7], lead to the
natural question posed by Fröschle and Stühring [8]: “Once

an attacker has made it to the last stage, what exactly are his
capabilities?” This paper provides an answer to this question
by investigating the cyber-physical threat of an adversary
through the lens of closed-loop attack policy design for the
braking actuators. In particular, this paper investigates the
capabilities of an adversary who has taken over the braking
ECUs and is trying to induce wheel lockup during braking.

In this paper, we demonstrate that the adversary with a very
limited knowledge of the tire-road interaction characteristics
can induce wheel lockup through a properly designed closed-
loop attack policy for the braking actuators. The attack policy
utilizes a feedback and a feedforward control action simul-
taneously. The feedback control input is generated through a
predefined-time controller [12] that can cause wheel lockups
if the tire-road interaction characteristics and other relevant
parameters in the vehicle traction dynamics are completely
known. Against the lack of such information, it is shown that
the adversary can employ an additional feedforward control
input that is generated by a nonlinear disturbance observer
(NDOB) (see, e.g., the references [13], [14]). The NDOB
will compensate for the adversarial limited knowledge of the
vehicle traction dynamics.

This paper adds to the body of literature on physical attack
generation against nonlinear dynamical systems in the context
of automotive cybersecurity as follows. Using the available
results in the automotive cybersecurity literature, the cyber-
physical threat of an adversary is modeled as a closed-loop
attack policy design on the vehicle actuators (braking actuators
in this paper). Moreover, this paper investigates the physical
capabilities of an adversary who has a limited knowledge
of the vehicle traction dynamics and the tire-road interaction
characteristics in terms of inducing wheel lockup conditions
in a finite time interval.

The rest of this paper is organized as follows. First, we
present a variety of possible hacking scenarios from the
literature for accessing the braking actuators in II. Next, we
present the nonlinear dynamical model of the vehicle traction
dynamics and a frictional brake actuator dynamical model in
Section III. Then, we formulate the wheel lockup attack policy
objective under uncertain tire-road friction characteristics in
Section IV. Thereafter, in Section V, we present our attack
policy based on using predefined-time controllers and NDOBs,
which are validated through simulation results in Section VI.
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Fig. 1: Cyber-physical attacks on the CAN bus: (left) examples of attacking nodes architectures (recreated from [9]); (right) classification
of the proposed braking actuator attack policy by locating it within the cyber-physical attack space due to Teixeira et al. [11].

Finally, we conclude the paper with further remarks and future
research directions in Section VII.

II. MODELING THE PHYSICAL CAPABILITIES OF A CAN
ATTACKER AS A CLOSED-LOOP ATTACK POLICY

In this section we briefly review a variety of security threats
to automotive CAN networks that an adversary can exploit
for targeting the braking ECUs (see, e.g., [7]–[9] for further
details). This section also provides a justification for modeling
the cyber-physical threat capabilities of an adversary as a
closed-loop attack policy design for the vehicle actuators.

Under certain assumptions, Fröschle and Stühring [8] have
outlined a collection of six possible attacks on the CAN
bus with cyber-physical implications. These attacks include:
(i) blocking messages by priority; (ii) disrupting the target
network; (iii) silencing a target node by dominant bits; (iv)
silencing a target node by collisions; (v) suppressing a target
message; and (vi) modification attacks via either impersonat-
ing a target node or modifying target messages by suppress and
inject. Through a combination of these six attacks, Fröschle
and Stühring [8] investigate the cyber-physical implications
for manipulation of steering and braking, e.g., steering a
Jeep at any speed. The systemic investigation by Fröschle
and Stühring [8] was motivated by the celebrated hack of
Miller and Valasek [5], [7], in which remote re-flashing of
the firmware of a target microcontroller was demonstrated.

Under the assumption of re-flashing the firmware of a target
braking ECU, the adversary threat capability can be modeled
by assuming complete authority over the brake actuators and
full knowledge of the states of the vehicle traction dynamics
by reading from the in-vehicle network, e.g., the CAN bus.
In essence, the adversary can act as a feedback controller
by sending malicious commands to the brake actuators while
using the sensed states of the vehicle for computing these
commands. In general, the adversary does have a very limited

knowledge of the plant dynamics and its interactions with the
ambient environment (vehicle traction dynamics and its in-
teraction with the road). Consequently, the closed-loop attack
policies on a vehicle actuator can be located within the cyber-
physical attack space due to Teixeira et al. [11] according to
Figure 1(right).

III. VEHICLE TRACTION DYNAMICAL MODEL

In this section, we provide a brief overview of the single-
wheel model of rubber-tired vehicles that are subject to
straight-ahead braking conditions. This single-wheel dynamic
model can capture the steady and transient tractive perfor-
mance while demonstrating how a vehicle can undergo lockup
or stable braking [15]–[18]. The dynamic states are often
chosen to be the tire/wheel rate of rotation and the forward
vehicle speed. Hence, the quarter-car dynamics that govern the
vehicle longitudinal motion during braking are given by (see,
e.g., [16], [17])

v̇ = −gαµ(λ)−
∆v(t, v)

M
, (1a)

ω̇ =
Mgαr

J
µ(λ)− Ta

J
− ∆w(t, ω)

J
, (1b)

where the parameters M , r, and J are the quarter-car mass,
wheel radius, and wheel inertia, respectively. Additionally, dur-
ing braking, the vehicle speed v and the wheel rotational speed
ω vary within in the set Db := {(v, ω)|v > 0, 0 ≤ rω ≤ v}.
The braking torque Ta is the input to the dynamical system
in (1). Furthermore, the longitudinal slip λ that determines
whether the wheel is locked is given by

λ :=
v − rω

max(v, rω)
. (2)

While braking actuators are engaged, we have λ = v−rω
v

and (v, ω) ∈ Db. It follows that λ ∈ [0, 1] during braking.
We let the constant gα denote g cos(α) where α is the road



slope. Finally, µ(λ), ∆v(t, v), and ∆w(t, ω) denote the un-
certain nonlinear friction coefficient, the force, and the torque
disturbances resulting from unmodeled dynamics, respectively.

There are a variety of ways to represent the function µ(·)
including the Magic Formula and Burckhardt representation
(see, e.g., [19]). For instance, equations like Burckhardt model
(see, e.g., [20]) where

µ(λ) = c1(1− exp(−c2λ))− c3λ, (3)

are empirical equations based on fitting coefficients that are
widely utilized for modeling the interaction between the road
pavement and tire tread. The longitudinal force on the tire
arising from this interaction is computed by −µ(λ)gα.

In this paper, we do not assume any particular closed-form
representation for the nonlinear friction coefficient function
µ(·) and only assume that µ : Λ → R is a continuous function
on the closed interval Λ := [0, 1]. Accordingly, µ(·) attains its
maximum µmax and minimum µmin on the closed interval Λ
because of the well-known properties of continuous functions
on compact sets.

It will be assumed that the disturbances ∆v(t, v), and
∆w(t, ω) satisfy the following uniform bounds (see, e.g., [17])

|∆v(t, v)| ≤ ∆̄v, |∆w(t, ω)| ≤ ∆̄ω,

for all (t, v, ω) ∈ [0,∞)×Db. (4)

It is possible to transform the longitudinal dynamics by
a change of coordinates from (v, ω) to (v, λ). Under this
change of coordinates, the longitudinal dynamics become (see,
e.g., [15], [17] for the details of derivation)

v̇ = −gαµ(λ)−
∆v(t, v)

M
, (5a)

λ̇ =
gα
v

{
(λ− 1− ν)µ(λ) + Υa +Υ∆,w + (λ− 1)Υ∆,v

}
,

(5b)

where ν := MR2

J is the dimensionless ratio of vehicle to
wheel inertia, Υa := r

Jgα
Ta is the dimensionless brake

torque, and Υ∆,w := r
Jgα

∆w(t, ω), Υ∆,v := ∆v(t,v)
Mgα

are the
dimensionless force and torque disturbances acting on speed
and slip dynamics, respectively.

The dynamical equations in (1) and (5) capture the coupling
in-between the wheel slip λ dynamics with that of the vehicle
speed v in case of (5), or the tire/wheel angular speed ω
dynamics with that of the vehicle speed v in case of (1). In
(v, λ) coordinates, the set Db reads as

Db =
{
(v, λ)|v > 0, λ ∈ Λ := [0, 1]

}
. (6)

Using the brake input Υa, the adversary would like to
induce unstable braking conditions corresponding to lockup.
The most severe case of lockup happens when λ = 1.
Therefore, following Olson et al. [15], we define the lockup
manifold in the following way

WL
b :=

{
(v, λ)

⏐⏐v > 0, λ = 1
}
. (7)

Remark 3.1: It is remarked that the adversary can choose
the slip reference value λr in advance, which can belong to
the interval [0, 1]. The closer λr to one, the closer the wheel to
the condition of lockup. Without loss of generality, we assume
that λr has been chosen to be equal to one.

To model the adversarial disruption resources, we assume
that the reference malicious command generated by the at-
tack policy Υ̂a passes through the following first-order delay
system (see, e.g., [17], [18])

τf Υ̇a = −Υa + Υ̂a(t− δf ), (8)

to generate the frictional braking torque response Υa, which
then gets applied to the traction dynamics in (5). It is remarked
that the attacker does not have any knowledge of either the
friction brake time constant τf or the friction brake deadtime
δf . In designing our attack policies in the next section, we
assume that τf ≈ 0 and δf ≈ 0. However, the simulation
results in Section VI demonstrate the effectiveness of the
attack policies when these assumptions do not hold.

IV. ATTACK POLICY OBJECTIVES

In this section we formulate the attack policy objectives and
state our assumptions about the adversarial knowledge of the
vehicle dynamical model.

Following the notation by Teixeira et al. [11], we denote
the vehicle traction dynamics in (5) by P . Moreover, we let
the attacker’s a priori knowledge model P̂ be given by

v̇ = −gαµ̂(λ), (9a)

λ̇ =
gα
v

{
(λ− 1− ν̂)µ̂(λ) + Υ̂a

}
, (9b)

where the adversary has no a priori knowledge of the dimen-
sionless torque and force disturbances Υ∆,w, Υ∆,v . Further-
more, the adversary has only an approximate knowledge of the
tire-road interaction characteristics given by µ̂(λ). When the
adversary does not have any knowledge of µ(λ), the friction
coefficient µ̂(λ) is set equal to 0 in P̂ . We assume that the
adversary knows and/or can compute the vehicle velocity as
well as the wheel slip. This scenario corresponds to having
complete access to disclosure resources in the cyber-attack
space [11].
Wheel Lockup Attack Policy Objective. Given the vehicle
longitudinal dynamics P in (5), the attacker’s a priori knowl-
edge P̂ in (9), and the braking response in (8), design an attack
policy Υ̂a such that the trajectories of the vehicle longitudinal
dynamics during braking converge to any sufficiently close
neighborhood of the lockup manifold WL

b within a finite time
interval.

V. ATTACK POLICY DESIGN

In this section, we present an attack policy that can achieve
the wheel lockup attack policy objective in the previous
section. The proof of the stated propositions are removed for
the sake of brevity. The attack policy relies on a feedback and
a feedforward control action. The feedback control input is
generated through a predefined-time controller [12] that can



cause wheel lockups if the tire-road interaction characteristics
and other relevant parameters in the vehicle traction dynamics
are completely known. Against the lack of such information,
it is shown that the adversary can employ an additional
feedforward control input that is generated by a nonlinear
disturbance observer.
Predefined-time controller design. Following the notation
in [12], we let

Φp(x) :=
exp(|x|p)

p
|x|1−psign(x), (10)

for any x ∈ R and some real constant 0 < p < 1, and

Φ1(x) := exp(|x|)sign(x), (11)

for any x ∈ R. Furthermore, we define the lockup error as

eL := λ− 1. (12)

Hence, if eL = 0 and v > 0, the wheel is in a locked stated. As
it will be demonstrated in this section, if the attack objective
is met, the wheel will be locked in finite time. Hence, the
vehicle speed will satisfy

v ∈ [vmin, vmax], (13)

during a successful attack, for some positive vmin and vmax.
Proposition 5.1: Consider the vehicle longitudinal dynamics

P in (5) with the attacker’s a priori knowledge P̂ in (9) and the
frictional braking response given by (8) with τf ≈ 0 and δf ≈
0. Suppose Υ∆,w = 0, ν̂ = ν, and µ̂(·) = µ(·). Additionally,
assume that the uniform bound on ∆v(t, v) given by (4) holds.
Given any positive constant Tc, the attack policy

Υ̂a =
v

gα
ua
np(eL) + ν̂µ̂(λ), (14)

with ua
np(eL) = −( 1

Tc
+ kp)Φp(eL), where 0 < p < 1,

k ≥ k∗′ := Mgαµmax+∆̄v

Mvmin
, and Φp(·) given by (10), makes the

lockup manifold WL
b globally finite-time stable with settling-

time Tc.
Remark 5.2: Proposition 5.1 assumes an almost perfect

knowledge of the vehicle’s model, where the only unknown is
the disturbance force ∆v(t, v) acting on the vehicle speed dy-
namics in (5). The next proposition removes these restrictions
further.

Proposition 5.3: Consider the stated assumptions in Proposi-
tion 5.1 with ν̂ arbitrary, and ∆w(t, ω), ∆v(t, v) satisfying (4).
Furthermore, assume that µ̂ : Λ → R is a continuous
function. Then, given 0 < Tc < 1, the attack policy (14)
with ua

np(eL) = −kasign(eL) − 1
Tc
Φp(eL), 0 < p < 1, Φp(·)

given by (10), and ka ≥ k∗ in which

k∗ :=
Mgαµmax + ∆̄v

Mvmin
+

gα
vmin

(
ν̂µ̂max+νµmax+

r∆̄w

Jgα

)
, (15)

makes the lockup manifold WL
b globally finite-time stable with

settling-time Tc.
The following proposition, whose proof is omitted for the

sake of brevity, removes the restrictions on the settling-time
in Proposition 5.3.

Fig. 2: The proposed attack policy block diagram.

Proposition 5.4: Consider the stated assumptions in Propo-
sition 5.3. Given any positive constant Tc, the attack policy

Υ̂a =
v

gα
ua
n1(eL) + ν̂µ̂(λ), (16)

with ua
n1(eL) = −( 1

Tc
+ ka)Φ1(eL), where ka ≥ k∗, k∗ given

by (15), and Φ1(·) given by (11), makes the lockup manifold
WL

b globally finite-time stable with settling-time Tc > 0.
Nonlinear disturbance observer design. Thus far, the pre-
sented family of attack policies in Propositions 5.1–5.4 depend
on some a priori knowledge of the vehicle longitudinal
dynamics P in (5). Against the lack of such information in
realistic scenarios, we add a feedforward compensation term
to the proposed attack policies. In particular, we extend the
brake attack policies in (14) and (16) according to

Υ̂a =
v

gα
ua
ni(eL) + ν̂µ̂(λ)− d̂a, i = 1, p, (17)

where d̂a ∈ R is the output of the following NDOB (see,
e.g., [14], [21] for details of derivation)

ża = −Ldza − Ld

{
ua
ni +

gα
v
(−d̂a + ν̂µ̂(λ) + pa)

}
, (18a)

d̂a = za + pa, (18b)

where za ∈ R is the state of the NDOB, and the relationship
pa = LdeL between Ld, namely, the NDOB gain, and pa,
namely, the NDOB auxiliary variable, holds. Therefore, it
follows that Ld = ∂pa

∂eL
.

The convergence properties of the disturbance tracking error
are well-studied in the literature (see, e.g., [13], [14], [21])
and for the sake of brevity we refer the readers to the
aforementioned references.

Remark 5.5: The NDOB in (18) has only one dynamic
state and it does not rely on having a particular representation
such as the Burckhardt closed-form for the nonlinear friction
coefficient function µ(·). Indeed, whenever no knowledge of
µ(·) is available, the adversary can set µ̂(λ) to be equal to
zero in (18). This NDOB-based disturbance compensation
technique is unlike the adaptive algorithms in [17], [18]
where a particular representation of the friction coefficient
function is needed and several parameters need to get updated
simultaneously. As it will be seen in the simulations, even
when µ̂(λ) is set to zero, corresponding to a complete lack



Quarter-car parameters Road parameters Attack policy parameters

M = 250 kg α = 0deg Tc = 0.95

τf = 16 ms c1 = 1.28, c′1 = 0.86 p = 0.15

δf = 15 ms c2 = 23.99, c′2 = 33.82 k = 0

J = 1.5 kg.m2 c3 = 0.52, c′3 = 0.35 Ld = 2.65

R = 0.3 m – ν̂ = ν = 15
– – µ̂(λ) = 0, τf = 0, δf = 0

Fig. 3: Numerical simulation parameters.

of knowledge by the adversary, the attack policy using the
NDOB will meet its objectives.

VI. SIMULATION RESULTS

In this section we present several numerical simulation
results associated with five different attack policies during
braking in a straight road on both wet and dry asphalt. The
simulation parameters are given in Table 3, where the quarter-
car parameters are directly adopted from [17].

Since the adversary would like to induce an almost complete
wheel lockup condition during braking, it is desired that
the trajectories (v(t), λ(t)) of the vehicle nonlinear traction
dynamics in (5) converge to a very near vicinity of the lockup
manifold Wb

L defined in (7) within a relatively small amount
of time (here, Tc = 0.95 seconds). Out of the five attack
policies employed by the adversary, one of them corresponds
to applying a constant brake torque to the wheel, which is
indeed a naive attack based on the assumption that with a
relatively large brake torque the adversary can induce lockup
in the wheels. The other four attacks employ the presented
predefined-time controllers in the paper, where two of them
that are given by (14), with p = 0.15 and Tc = 0.95, do not
possess any NDOB-based dynamic compensation mechanism.
On the other hand, the last two predefined-time controllers,
with p = 0.15 and Tc = 0.95, are employing the control
policy in (17) with the disturbance estimate generated by the
NDOB given by (17) with Ld = 2.65.

The nonlinear friction coefficient function is modeled using
the three-parameter Burckhardt model in (3). It is assumed
that the adversary has no knowledge of the nonlinear friction
coefficient function. Accordingly, in all of the four non-
constant adopted attack policies, µ̂(λ) is set equal to zero.
In Figure 3, the coefficients associated with dry and wet
asphalt road conditions are given by ci and c′i, 1 ≤ i ≤ 3,
respectively. Furthermore, it is assumed that the adversary has
no knowledge of either the friction brake time constant τf
or the friction brake deadtime δf . Finally, it is assumed that
the adversary has no knowledge of the lower bounds k∗′ and
k∗ in Propositions 5.1 and 5.3. Therefore, k in all four cases
is set equal to zero. Finally, in the presented simulations, the
external disturbances not related to road-tire interaction forces,
i.e., ∆v(t, v) and ∆w(t, ω), are set equal to zero.

Figure 4 depicts the speed, wheel slip, and disturbance
profiles from the simulations. As it can be seen from the
Figure, in the three scenarios where the adversary does not
employ the NDOB in (16), the attack objective is not met.

It remains an open question how an adversary can devise
an attacking device for realizing the proposed wheel lockup

attacks in this paper. An initial direction could be the line
of work by Palanca et al. in [9], where they crafted an
inexpensive attacking device that utilizes an Arduino Uno
Rev 3, a Microchip MCP2551 E/P, and an SAE J1962 Male
Connector. Their device, which was powered by a simple 12V
battery, could be physically plugged into the OBD-II port of
their target vehicle, namely, a 2012 Alfa Romeo Giulietta.

VII. CONCLUDING REMARKS AND FUTURE RESEARCH
DIRECTIONS

Motivated by the recent automotive hacking incidences, this
paper investigated the capabilities of an adversary who is in-
terested in engaging the car brakes at full speed and would like
to cause wheel lockup conditions after infiltrating the CAN in-
vehicle network. As stated by Miller in [7]: “no matter how
hard we try and how complex we make the security solutions
on vehicles, it is impossible to make something perfectly
secure and unhackable.” Therefore, understanding the physical
threats of a CAN attacker need to be thoroughly understood.
This paper demonstrated that the physical capabilities of a
CAN attacker can be studied through the lens of closed-loop
attack policy design. In particular, it is demonstrated that the
adversary can cause wheel lockups by means of closed-loop
attack policies for commanding the frictional brake actuators.
This line of investigation on generating vehicle brake attack
policies leads us to further research avenues. First, this paper
provides insights for the emerging area of attack generation
against platoons of vehicles where string stability of a given
platoon is of crucial importance. Second, this paper provides
an urgent motivation for devising defensive ABS control poli-
cies that can protect the vehicle traction dynamics against such
wheel lockup attacks. Finally, to have a better understanding
of the safety implications under the proposed brake attack
policies, the stability of vehicle lateral dynamics under such
attacks needs to be thoroughly analyzed. The results in the
paper [22] provide an initial analysis for the cyber-physical
implications of wheel lockup attacks for the lateral stability.
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