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Abstract— Mathematically secure cryptographic algorithms,
when implemented on a physical substrate, leak critical
“side-channel” information, leading to power and electromag-
netic (EM) analysis attacks. Circuit-level protections involve
switched capacitor, buck converter, or series low-dropout (LDO)
regulator-based implementations, each of which suffers from
significant power, area, or performance tradeoffs and has only
achieved a minimum traces to disclosure (MTD) of 10M till date.
Utilizing an in-depth white-box model, this work, for the first
time, focuses on signature suppression in the current domain,
which provides an At t enuat ion2 enhancement in MTD, leading
to orders of magnitude improvement in both power and EM
side-channel analysis (SCA) immunities. Using a combination of
current-domain “signature attenuation” (CDSA) along with local
lower level metal routing, the critical correlated information in
the crypto current is significantly suppressed before it reaches
the supply pin. Especially, to prevent the EM leakage from its
source (metal layers carrying the correlated crypto current acting
as antennas), this work embraces lower level metal routing of the
CDSA embedding the crypto-IP so that the signature becomes
highly suppressed before it passes through the higher metal layers
(which radiates significantly) to connect to the external pin. The
65-nm CMOS test chip contains both protected and unprotected
parallel AES-256 implementations, running at a clock frequency
of 50 MHz. Test vector leakage assessment (TVLA) on the
protected CDSA-AES, demonstrated with on-chip measurements
for the first time, shows that the higher level metal layers leak
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significantly more compared with the lower level metal routing.
Correlational power and EM analysis (CPA/CEMA) attacks on
the unprotected implementation were able to extract the secret
key within 8k and 12k traces, respectively, while the protected
CDSA-AES could not be broken even after 1B encryptions
for both power and EM SCA, evaluated both in the time and
frequency domains, showing an improvement of 100× over the
prior state-of-the-art countermeasures with comparable power
and area overheads.

Index Terms— AES-256, correlational power analysis,
current-domain signature attenuation (CDSA), electromag-
netic (EM) leakage, hardware security, lower level metal
routing, side-channel attacks, white-box analysis.

I. INTRODUCTION

THE huge gamut of today’s Internet-connected embed-
ded devices has led to increasing concerns regarding

the security and confidentiality of data. To address these
requirements, most embedded devices employ cryptographic
algorithms that are computationally secure. Despite such math-
ematical guarantees, as these algorithms are implemented
on a physical platform, they leak critical information in
the form of power consumption [1], electromagnetic (EM)
radiation [2], timing [3], cache hits and misses, and so on,
leading to side-channel analysis (SCA) attacks. Power/EM
SCA attacks can be broadly classified into non-profiled and
profiled [4], [5] attacks, which involves a training phase and
an attack phase. This work focuses on non-profiled SCA
attacks, such as differential/correlational power/EM analysis
(DPA/CPA/DEMA/CEMA), which are direct attacks on a
single device to extract the secret key of an encryption
algorithm [6].

A. Motivation

Recently, AES-256 was shown to be broken in 5 min from
a 1-m distance (and within few seconds from 30 cm away)
using noninvasive EM probes [7]. The time-complexity of
breaking an AES-256 is reduced from 2256 for brute-force
attacks to 213 for SCA attacks. Transitioning from AES-128 to
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AES-256 increases the mathematical security exponentially;
however, the SCA security only increases linearly by 2×.

For performing an EM/power SCA attack, first,
the EM/power traces are measured from the crypto engine
using an oscilloscope or a high-resolution analog-to-digital
converter (ADC). Next, a hamming weight (HW) or a
hamming distance (HD) model is built for different key
guesses depending on the point of attack. Finally, correlation
is performed between the collected traces (T ) and the
attack model (H ), and the correct key showing the highest
correlation emerges out after multiple traces are analyzed.
These correlational attacks (CEMA/CPA) do not require
any prior timing information on the occurrence of the
targeted operation since the correlation coefficient ρT H can
be calculated at each time sample of the EM/power trace [8].

A HW-based attack is often effective for software crypto
implementations running on a microcontroller, while HD
attacks are more prominent on efficient hardware implemen-
tations as operations are more parallelized. Also, the point
of attack on a crypto algorithm may change from software
to hardware implementations. For instance, in the case of
software AES-256, the output of the first round S-box can
be targeted to derive the key using the chosen plaintexts
(PTs). However, for hardware implementations, attacking com-
binational logic is not easy (due to the different delays for
different inputs). Hence, in the case of a hardware AES-
256 parallel datapath implementation, a known ciphertext
(CT)-based attack on the HD for the last two rounds (13th and
14th) is more effective and practical and has been adopted for
this work to evaluate the resiliency of both the unprotected
and protected versions of the AES-256.

Real-world examples of EM/power SCA attacks include
counterfeiting e-cigarette batteries by stealing the fixed secret
key embedded in the authentic device to gain market share.
Also, recently, SCA attacks on bitcoin wallets were demon-
strated to recover the private key. In general, these attacks can
be used to obtain the secret key from the boot-loader of any
embedded device [9].

As the attacks are constantly improving and attackers are
becoming even more powerful with the advent of better EM
probes, it is imperative that we devise energy-efficient generic
techniques to protect against both EM/power SCA attacks
for any crypto algorithm. Circuit-level on-chip countermea-
sures include switched capacitor current equalizer [10], charge
recovery logic [11], IVR [12], and all-digital low dropout
(LDO) [13], which suffers from performance degradation,
high power, and area overheads because of large embedded
passives, as well as EM leakage from large MIM capacitor
top plates.

B. Key Concepts

In this work, aided by the white-box analysis of the EM
leakage from a crypto-IC, we strive to tackle the problem
of EM leakage at its source [14]. Fig. 1(a) and (b) shows
the overview of the proposed current-domain signature atten-
uation (CDSA) countermeasure, which provides a significant
signature suppression such that the MTD is improved by a
factor of Attenuation2 (AT2) [15]. It should be noted that,

Fig. 1. Overview of the CDSA design techniques. (a) Inline current-domain
signature attenuation fundamentally reduces the correlated crypto current
information and provides orders of magnitude improvement in the SCA
security for both power and global EM leakage. (b) Local lower level metal
routing of the CDSA embedding the crypto core enables a local EM signature
suppression such that the EM radiations from the higher level metal layers
do not leak the critical information.

in the security/side-channel community, the signal-to-noise
ratio (SNR) is defined as the ratio of the variances of the
power/EM trace and the noise, while, in our work, SNR is
considered as the ratio of the voltages, as defined within the
circuits community [see Fig. 1(a)]. The lower level metal
routing of the CDSA embedding the crypto core ensures that
only the suppressed critical signature passes through the higher
metal layers, thereby simultaneously protecting against both
power and the EM SCA attacks. This will be discussed in
detail in Section III.

The key concepts of this article are summarized as follows.
1) CDSA technique ensures that the correlated crypto cur-

rent is significantly suppressed before it reaches the sup-
ply pin, providing an Attenuation2 (AT2) improvement
in the SCA security of cryptographic devices. It, thereby,
provides resilience against both power and the “global”
EM leakages.

2) Local lower metal routing technique helps in reducing
the local EM SCA leakage. The idea is to suppress
the critical correlated crypto signature within the lower
level metal layers (up to M6 in our case) before it goes
through the higher metals (the root cause of the EM
leakage) to connect to the external pin. Also, the CDSA
hardware embedding the crypto core in the lower metals
has to be “local" to minimize the IR drop.

The fabricated 65-nm CMOS test chip contains both the
unprotected and protected implementations of AES-256 that
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Fig. 2. State-of-the-art circuit-level countermeasures. (a) Switched capacitor current equalizer [10]. (b) IVR using buck converter with loop randomization [12].
(c) Digital LDO regulator with clock modulation [13]. The table on the top highlights the main challenges with the existing implementations. In the upcoming
sections, we will see how we can achieve an MTD of 1B even with a much smaller load capacitor (150 pF), thereby reducing the area overheads.

are subjected to CPA and CEMA attacks, showing that the
unprotected AES can be broken in only 8k and 12k traces,
respectively, while the CDSA-AES remains protected even
after 1B traces, achieving 100× higher MTD (MTD > 1B)
reported to date with comparable power and area overheads.

In addition, this work, for the first time, demonstrates the
effect of metal layers on the EM side-channel leakage. Using
test vector leakage assessment (TVLA) methodology, it can be
seen that the CDSA-AES with higher level metal routing leaks
significantly more (>7×) compared with lower level metal
routing, proving the effects of on-chip metal layers on EM
leakage.

The remainder of this article is organized as follows.
Section II summarizes the existing works on EM and power
SCA countermeasures. In Section III, the circuit techniques
to achieve both power and global EM SCA resilience are
discussed, along with the design space exploration. Sec-
tion IV presents the white-box modeling of the crypto-IC and
the design considerations for local EM leakage suppression.
In Section V, the system architecture is presented, along with
the modes of operation. Measurement results along with the
SCA analysis to evaluate the efficacy of the countermeasure
are demonstrated in Section VI. Finally, Section VII concludes
this article.

II. RELATED WORKS

Power and EM SCA countermeasures can be broadly
classified into three categories: logical, architectural, and
physical. Logical countermeasures focus on equalizing the
power consumption in each clock cycle and include sense-
amplifier-based logic (SABL) [16], dual-rail precharge cir-
cuits [17], wave dynamic differential logic (WDDL) [18], and
gate-level masking [19], [20]. These countermeasures usually
require re-designing the library cells and also suffer from
the high area and power overheads as the logic gates are

replaced with a sophisticated one to mask the side-channel
leakage.

The second category involves architectural countermeasures
based on introducing time or amplitude-based distortions using
dummy insertion, or shuffling of operations, which provides
a limited enhancement in SCA security depending on the
algorithm and architecture of the implementation [21].

The third and final categories include the physical circuit-
level countermeasures to protect against EM and power
SCA attacks. These are the most generic techniques and
involve noise injection, switched capacitor-based current
equalizer [10], [22], integrated voltage regulator (IVR) using
buck converters [12], and digital LDO-based implementa-
tion [13]. Simulations of shunt LDO-based regulators have
been recently studied and shown to be effective for power
SCA resistance [23]. Noise injection-based countermeasure
reduces the SNR but suffers from very high-power overheads
and, hence, is not an optimum technique to enhance SCA
security [24].

Switched capacitor current equalizer circuit proposed by
Tokunaga and Blaauw [10] operates in three phases, as shown
in Fig. 2(a). In the first phase (S1 closed), the load capacitor
is charged to supply. The AES core operates in the second
phase (S2 closed), and finally, in the third phase (S3 closed),
the load capacitor is discharged to a fixed bias to clear the
voltage residue. Although this is a novel supply isolation
technique, it has multiple tradeoffs among the size of the
load capacitor (performance versus area tradeoff), the dc bias
voltage (security versus power tradeoff), and the switching
frequency (area versus power tradeoff), leading to a 2×
performance degradation.

IVR using buck converter along with loop randomization
was proposed in [12], as shown in Fig. 2(b). However, it suffers
from large passives including onboard inductors, as shown in
the table in Fig. 2.
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Fig. 3. Build-up to the CDSA design. (a) Ideal realization of a CS. (b) Low-bandwidth switched-mode control (SMC) loop for PVT tolerance and choosing
the number of CS slices for supplying the average AES current, and the high bandwidth shunt LDO to bypass any extra current from the top that is more
than the average current of the AES-256 core. (c) Shunt LDO is replaced with a PMOS bleed transistor that provides inherent negative feedback and the
low-frequency regulation with much lower power and still providing the same SCA security benefits.

Fig. 4. Design of the constant CS. (a) Cascode CS provides (b) 10× higher output impedance compared with a simple CS implementation and, hence,
(c) allows a 10× reduction in the load capacitor for iso-attenuation.

Recently, as shown in Fig. 2(c), series LDOs with noise
injection along with voltage–frequency modulation were pro-
posed to obfuscate the side-channel leakage [13]. However,
it used large MIM capacitors that can leak the critical
side-channel information through the higher level metal layers
in the form of EM leakage. Also, ideal series LDO-based
implementation inherently leaks critical information [23], as it
tries to maintain a constant voltage across the crypto core,
which means that the current drawn from the supply is exactly
equal to the crypto current, which is undesirable for SCA
resistance.

In this work, the goal is to achieve a high MTD with a lower
load capacitor. By adopting the two key design techniques
(refer to Section II-B), the proposed CDSA design achieves
both EM and power SCA protection up to an MTD of 1B
traces, thereby improving the state of the art by 100×, with a
10× lower load capacitance.

III. GLOBAL SIGNATURE ATTENUATION:
CONCEPT AND CIRCUIT DESIGN

In this section, we will study the details of the CDSA
countermeasure to protect against power and global EM
side-channel leakage.

A. Concept

For an unprotected crypto engine, the supply current
remains equal to the crypto current, as shown in Fig. 1(a).
Our goal is to design a countermeasure such that the supply
current is independent of the crypto current.

Imagine if we can somehow embed the crypto core within
a CDSA hardware such that the correlated current signa-
ture is significantly suppressed (almost constant) even before
it reaches the supply pin, then the MTD for power SCA
would be enhanced by the square of the attenuation factor
(MTD ∝ AT2), as shown in Fig. 1(a). The MTD for EM
SCA is also improved as the current flowing through higher
level radiating structures (e.g., pins and board traces) is near
constant. This idea of suppressing the signature in the current
domain provides a huge benefit in terms of SCA security for
both power and the global EM leakage.

B. Circuit Architecture

For designing a CDSA hardware, we need the supply current
to be independent of any variations in the crypto current.
The first thing that comes to our mind is a constant current
source (CS). However, a constant CS cannot drive a variable
current load. Hence, we need a capacitor to account for the
differences in the current, as shown in Fig. 3(a).
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Fig. 5. (a) Design of the switched-mode control loop with guard bands. (b) Dynamic comparator checks if the VDIG node goes out of the guard bands.
(c) SMC logic turns on or off the required number of CS slices depending on the VDIG voltage.

Now, as shown in Fig. 3(b), to handle the process, voltage,
and temperature (PVT) variations, a low-bandwidth SMC
loop is used, which tracks the VDIG within a guard band of
VTARGET + "+ and VTARGET − "− by turning on or off the
required number of CS slices. The SMC loop, thus, tries to
set the CS current to the average crypto current. However, due
to the quantization levels of the CS, the supply current (ICS)
is set to the closest higher quantization level (ICRYPTOavg +").

Now, to drain the excess current ("), a high-power shunt
LDO [23], [25], [26] can be utilized, which senses the node
VDIG and controls the bleed NMOS gate voltage to draw
the difference of current between ICS and ICRYPTO. However,
the shunt loop needs to be very high bandwidth (∼10× more
than the crypto frequency) to respond to the instantaneous
changes in the load (crypto) current and, hence, would incur a
high-power overhead. Instead, as shown in Fig. 3(c), a PMOS
bleed path is utilized, which provides dc regulation through
local negative feedback. The PMOS acts as a bypass path
for the extra current (") and minimizes the power overhead
significantly compared with the shunt loop.

C. Cascode CS: Lower Load Capacitor

To achieve high signature attenuation (AT), we need a
high output impedance CS or a high load capacitor. Hence,
a cascode CS is chosen, as shown in Fig. 4(a), which provides
a high output impedance (rds) compared with one-stack CS
and allows 10× lower load capacitor (CL ) to achieve iso-
attenuation, as shown in Fig. 4(b). The CDSA utilizes digitally
tunable cascode CS with high output impedance to power the
AES. Although the choice of a smaller load capacitor (CL )
leads to voltage fluctuations (∼30–50 mV) at the VDIG node
[see Fig. 4(c)], the high output impedance of the CS stage
ensures that the voltage fluctuations are not reflected to the
supply current that an attacker can access.

D. CDSA Design

As discussed in Section II, traditional LDOs inherently leak
critical information [23]. For the CDSA design, the supply
current does not track the AES current, and hence, the SMC
loop is a low-bandwidth control loop to set the supply current
to the average crypto current. Instead, we choose to tolerate

Fig. 6. (a) Sample Power trace of the AES-256 showing 14 rounds of the
encryption. (b) Average current of the trace during the 14 rounds is computed
for all the 256 possibilities of the first key byte. The CS quantization level (unit
CS current) is designed to be higher than the maximum key-to-key variation
in the average crypto current so that any key-dependent information is not
leaked through the power trace.

the ∼30–50-mV voltage droop across the AES engine, and the
high impedance (rds > 10 K#) (see Fig. 2) CS on top ensures
that the current fluctuation at the supply is attenuated by

AT = ωAESCLrds (1)

which evaluates to >350×.
Note that although AT shows a frequency dependence,

a reduction in the AES frequency (ωAES) would reduce the
IAESavg linearly and, hence, reduces ICS, thereby increasing rds

linearly (since rds = (1/λ ∗ ICS)), as the top CS is biased
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in saturation. Hence, AT of the CDSA circuit remains almost
constant of the crypto frequency.

Now, the goal of the CDSA circuit is to provide the
average load (AES) current plus a delta current that leaks
through the bypass PMOS bleed path to ground, providing
local negative feedback, which leads to the ability to support
any IAESavg in between two quantized current levels of the CS.
Hence, the shunt-path PMOS bleed (biased for near-threshold
operation) aids in low-frequency analog regulation without the
need for a high-power shunt loop. The voltage at the VDIG node
is, thus, given as

VDIG = VBLEED + VTp +
√

2"

K ′
p(

W
L )BLEED

(2)

where VTp represents the threshold voltage of the PMOS bleed,
and " is the excess current (quantization error) from the
supply. Hence, with a large size of the bleed PMOS, (2) gets
modified as

VDIG ≈ VTp + VBLEED. (3)

Now, the bleed should not be very large as it would unnec-
essarily drain extra current from the supply, increasing the
power overhead without increasing the MTD. This is discussed
in detail in Section III-G. The CS consists of 32 slices of
PMOS, and nominally, 16 of them are turned on. The shunt
path PMOS bias (near-threshold operation) and the number of
PMOS legs ON are scan controllable to analyze the effect of
the extra bleed current on signature attenuation.

E. PVT Tolerance and SMC Loop

The design of the SMC loop is shown in Fig. 5(a). The
slow digital SMC LDO tracks and regulates the voltage across
the AES (VDIG between VTARGET + "+ and VTARGET − "−)
by turning on or off the required number of PMOS CS
slices. Two dynamic comparators [see Fig. 5(b)] compare
VDIG with VTARGET + "+ and VTARGET − "−, respectively,
and a 32-bit up–down counter with averaging (to control the
loop frequency) controls the appropriate number of CS slices
to be turned on. If VDIG > VTARGET + "+ for N SMC
clock cycles, then a CS is turned on. On the other hand,
if VDIG < VTARGET − "− for N SMC clock cycles, then a
CS is turned off. Fig. 5(c) shows the working of the SMC
loop where it turns off the required number of CS slices
to reach the steady state (VDIG within the guard band) after
which it remains disengaged. The SMC loop can handle any
PVT variations from chip-to-chip. At startup, CDSA requires
< 500 µs to settle [see Fig. 5(c)], which can be dummy
operations. It should be noted that the SMC LDO is a low-BW
loop (clocked at < 10 kHz, VDIG output pole at ∼106 kHz) and
has a dead band of 50 mV, such that it remains disengaged
during the steady-state operation of the CDSA-AES circuit.
The design of the dynamic comparators in the SMC loop that
compares the VDIG node voltage with the guard-band levels is
shown in Fig. 5(c).

For the SMC loop, it needs to be noted that once the average
current is set, that is, in steady state, the SMC is disengaged,

Fig. 7. CDSA design space exploration. (a) Dropout voltage (VDS) of 0.3 V
across the CS and a bleed size of 400 is the most optimal choice, as a
higher bleed size increases the current drawn from the supply and reduces
the attenuation. (b) Bleed bias of 0.35 V is the most optimum beyond which
it goes toward cutoff and the signature attenuation reduces.

and the signature attenuation is given by the output resistance
of the CS and the load capacitance.

F. Quantization Versus Key Leakage: Choice of CS
Quantization

The average crypto current is a weak function of the
secret key under attack, and our goal is to ensure that any
key-dependent variation is not reflected to the supply current.
Hence, the quantization level is given as

ICSN+1 − ICSN > (δ IAESavg)max (4)

where (δ IAESavg)max is the maximum deviation in the average
AES current for all the 256 different possibilities of a key
byte. Thus, the unit current (∼94 µA) of the CS is chosen
such that it is higher than the key-dependent variation in
IAESavg((δ IAESavg)max ∼ 72 µA) [see Fig. 6(a) and (b)] so that
the key-dependent information in average dc current is not
transferred to supply current and is leaked by the bleed PMOS,
making the design highly secure.

G. Design Space Exploration

Design space exploration of the CDSA-AES is shown
in Fig. 7(a) and (b). As the bleed bias (VBLEED) is increased
from 0 to 200 mV, the bleed current is reduced, and the
attenuation is increased as less current is drawn from the sup-
ply. Beyond 200 mV, as the bleed PMOS goes toward cutoff,
the attenuation reduces. Hence, the design space exploration
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Fig. 8. EM SCA white-box analysis. (a) Intel 32-nm metal-interconnect
stack showing that the higher level metals are huge compared with the lower
metal layers. (b) Higher metals are thicker and, hence, act as a better antenna
compared with the lower metals at the circuit-level operating frequency.
(c) 3-D FEM simulations using HFSS (1 GHz, at a probe distance of 900 µm
from the chip) show that the top-level metals (M9 and above for the Intel
32-nm process) leak significantly more, and the radiation can be detected
using the commercially available EM probes.

reveals the optimum operating point at a dropout voltage (VDS)
of 0.3 V across the CS stage and bleed bias (VBLEED) of 0.35 V.

IV. WHITE-BOX EM LEAKAGE ANALYSIS AND LOCAL

SIGNATURE SUPPRESSION

Most prior works on EM SCA attacks and countermeasures
treat the crypto engine as a black box, without paying much
attention to the cause of the EM leakage. However, a solid
understanding of the genesis of the EM leakage from a
crypto-IC is necessary to develop an efficient low-overhead
countermeasure.

A. Ground-Up Analysis

As we know, the acceleration of the electrons due to the
switching of the output of the digital gates creates changing
electric fields and magnetic fields, leading to EM radiation,
according to Maxwell’s equations. Now, these generated EM
fields depend on the metal layers inside the IC carrying the
current, which acts as dipole antennas and radiate. These
switching currents passing through the metal layers undergo
a transformation to create EM radiation, and the magnitude
of the fields depends on the dimensions of the metal lay-
ers. Higher level metals are considerably thicker, and hence,
the EM leakage from these top metals has a higher probability
of detection using the commercially available EM probes [see
Fig. 8(b)]. Fig. 8(a) shows the Intel 32-nm metal-interconnect
stack [27] as an example, where we see that, as we move
up the metal layers, the thickness increases, and the top
metal M9 along with the Cu bump is huge compared with
the lower metals [15]. Using a 3-D high-frequency structure
simulator (HFSS) to study the E-field contribution of the
individual metal layers, it was observed that the contribution

Fig. 9. CDSA design for local EM leakage suppression. (a) Crypto core is
routed within the lower level metal layers and embedded within the locally
routed CDSA, which attenuates the crypto signature significantly before it
passes through the higher level metal layers whose leakage can be detected
by an external attacker. A mesh of metal layers 7–9 is designed to evaluate
the effect of higher level metal layers on the EM radiation and SCA leakage.
(b) Lower level routing is performed up to metal M6 considering the IR drop
in the VDIG node. The IR drop is shown considering a routing length of
100 µm.

of the metal layers M9 and above is detectable using the
commercially available EM probes, and hence, these higher
level metal layers are vulnerable to EM side-channel leakages
[see Fig. 8(c)]. The exact metal layer above which the fields
are detectable will highly depend on the process and the
sensing probe used. Moreover, the ratio of electric/magnetic
field strength reduction by routing through a lower metal layer
would also be heavily process technology dependent. However,
the key takeaway is that the top metal layers that are larger
leak significantly more compared with the lower level metal
layers and, hence, should not be used to route the unsuppressed
correlated signature.

Through 3-D finite element method (FEM) simulation of
metal traces using HFSS, it is validated that the EM leakage
is a strong function of the metal dimensions carrying the cor-
related current [15]. Hence, the goal for EM SCA resilience is
not to pass the correlated current through the higher level metal
layers. However, even if the sensitive signals are routed locally,
power has to be routed to the external pins through higher
metals. For only power SCA protection, we can utilize the
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Fig. 10. Complete system architecture showing the unprotected AES-256 and the protected CDSA-AES256 cores. Highly isolating switch SW1 is designed
to observe the VDIG voltage across the AES-256. Other switches SW2–SW4 are designed to connect the AES core to the top metal mesh structures to evaluate
the effect of higher metal layers on the EM SCA leakage.

Fig. 11. (a) Parallel AES-256 architecture. (b) Top-level interface.
(c) AES-256 is powered at 0.8 V at 50 MHz and consumes 0.8-mW power.

CDSA hardware to suppress the correlated current signature,
but, if the routing is through the higher metals, it would still
radiate and would be vulnerable to EM SCA.

Equipped with this “white-box” understanding of the gen-
esis of the EM leakage and noting that the correlated current
is the source of both power (at supply pin) and EM leakage
(radiation through the current path), this work embraces CDSA
with local lower level metal routing as a low-overhead generic
countermeasure against both EM and power side-channel
attacks. Hence, we route the crypto engine within the lower
level metal layers and embed it locally within the CDSA
hardware, which suppresses the signature significantly before
passing it through to the top-level metal layers.

B. CDSA Design for EM SCA Protection: Local Lower Level
Metal Routing

The previous technique of active inline current-domain
signature suppression protects against power and the global
EM leakage. Here, we will look into the design strategy to
prevent local EM leakage.

As shown in Fig. 9(a), the crypto-IP (AES-256 for
this work) is routed within the lower level metal layers
(M1–M6), and then, the correlated current is passed through
the physically close CDSA block that is also routed locally
within the lower metals. The arrows in the figure indicate
the direction of flow of the current. The correlated local EM
leakage is significantly suppressed by the CDSA within the
lower metal layers (up to M6), and it is then passed through
the higher level metal layers to connect to the pin. A mesh of
metals 7–9 is designed on top of the crypto core to evaluate
the contribution of the top metal layers to EM radiation.
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Fig. 12. (a) Die micrograph of the system in 65-nm CMOS process and
design summary. (b) PCB and the measurement setup for EM and power
SCA attacks.

Lower metal routing (up to M6) provides a local attenuation
of ∼7× (compared with passing the signature directly to
M9, which has larger dimensions and radiates more). The
local routing of the CDSA with lower level metal layers has
tradeoffs with the IR-drop, as shown in Fig. 9(b). Routing
the VDIG node with M6 ensures that the additional IR-drop
is limited to <0.4 mV. The load capacitor (CL ) uses only
MOS cap (lower metal layers) rather than MIM (top metal
layers) so that the EM radiation is minimized. This comes
at the expense of some extra area and leakage power of the
MOS cap (compared with MIM cap), which is a fundamental
tradeoff to ensure high EM SCA protection. For EM SCA,
MIM capacitors should never be used on the correlated current
node, as the MIM capacitor plate with the correlated sensitive
signature effectively turns into a radiating element, leaking
critical correlated information.

V. SYSTEM ARCHITECTURE

The full system architecture is shown in Fig. 10(a). It con-
sists of both unprotected and protected AES-256 implemen-
tations. The architecture of the parallel AES-256 is shown
in Fig. 11(a). AES-256 is implemented with parallel datapaths
to provide high performance and requires 14 cycles per encryp-

Fig. 13. Time-domain measurement results. (a) Power trace from the
unprotected AES-256 clearly shows the 14 rounds of the encryption. (c) Power
trace has an amplitude of 150 mV, which is significantly attenuated by a factor
of >350×, and the power trace for the CDSA-AES256 remains below the
noise floor. (b) Intermediate node VDIG still shows the 14 encryption rounds;
however, it is only for observability and is inaccessible to an attacker. The
high output impedance of the CS stage on top ensures that the fluctuation
at the VDIG is highly suppressed at the supply pin available to an attacker.
Unprotected EM trace clearly shows the 14 rounds of (d) AES-256; however,
for (e) CDSA-AES256, the EM trace is below the noise floor.

TABLE I

MODES OF OPERATION OF THE CRYPTO CORES

tion. The top-level interface for external programmability and
observability is shown in Fig. 11(b). To verify the correct
working of the AES-256, we have an output CT (CT Serial
Out) mode, where the CT is streamed out serially, as shown
in Fig. 14.

As seen from Fig. 10(a), the CDSA-AES has
scan-controlled highly isolating switches (SW1) to connect
the VDIG node to an external pin for observability (SW1
ON) or disconnect without leaking EM during normal
operations (SW1 OFF). Similar highly isolating switches
(SW2–4) are kept on top of the crypto core for the protected
implementation to analyze the effect of higher level metals
on the EM leakage.

The system has three modes of operation, as shown
in Table I. In mode 1, the unprotected AES-256 is operated.
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Fig. 14. AES-256 can operate in a CT serial output mode (CT Serial Out),
where it outputs the 128-bit CT in 128 cycles after the 14 rounds of the
encryption.

Mode 2 is the CDSA-AES with higher level metal routing
(power protected), and mode 3 (default operation mode) is
the fully protected implementation with lower metal routing
and provides both EM and power SCA protection.

VI. MEASUREMENT RESULTS: EFFICACY

OF THE COUNTERMEASURE

The die micrograph of the test chip fabricated in TSMC
65-nm technology is shown in Fig. 12(a). The package was
wire-bonded on the PCB with glob-top encapsulation and
consumes an active area of 0.15 mm2.

The PCB and measurement setup is shown in Fig. 12(b).
For power SCA attacks, we mount 1-# resistors at the power
supply of both the unprotected and protected AES-256. A
10-mm loop diameter H-field probe is used to measure the EM
leakage from the IC while performing encryption. For our EM
measurements, we had compared with Tekbox probes of 5, 10,
and 20 mm [28], and the 10-mm probe was the most optimal
choice as it picked the most EM signal. The measurement
setup consists of an oscilloscope for capturing the traces and
is connected through an external 40-dB wideband amplifier
for the EM trace capture.

The unprotected AES is powered with 0.8-V input and
consumes ∼1-mA average current at 50 MHz, as shown
in Fig. 11(c).

A. Time-Domain Measurement Results

Fig. 13 shows the time-domain measurement results for
both the unprotected and protected AES-256. The power trace

Fig. 15. EM and power SCA attack evaluation. (a) Attack model for
CPA/CEMA uses the HD between the CT and the output of the 13th round.
A time-domain attack is performed by analyzing the correlation for each
time sample of the traces. (b) Frequency-domain CPA/CEMA is performed
by performing an FFT on the power/EM traces. The time-domain traces are
passed through an NB filter of 10-MHz bandwidth, and the center frequency
is varied from 10 MHz to 1 GHz. (c) Time-domain CPA on the unprotected
AES-256 traces shows that the correct key can be recovered within 8k traces,
while(e) the protected implementation could not be broken even after 1B
encryptions. (d) Frequency-domain CPA on the unprotected AES reveals that
the correct key shows up with 50k traces, while (f) protected AES remains
secure even after 1B traces. (g) Time-domain CEMA on the unprotected
AES shows an MTD of 12k, while (i) protected CDSA-AES could not
be broken even with 1B measurements. (h) Frequency-domain CEMA on
the unprotected AES-256 breaks the correct key within 50k traces, while
(j) protected implementation remains secure even after 1B traces.

for the unprotected AES clearly shows the 14 rounds of
the encryption, which is ∼150 mV in amplitude, while the
CDSA-AES power signature is attenuated by >350× and
remains below the noise floor of the oscilloscope. Observing
the VDIG across the AES engine, we can see the 14 rounds of
the AES; however, we choose to tolerate these fluctuations
at VDIG with a smaller CL to reduce area overhead and,
instead, have the high impedance (rds) CS on top, which
ensures that the correlated signatures are not reflected to
the supply current, as seen from Fig. 13. Also, for the EM
signature, the 14 rounds are clearly visible for the unprotected
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Fig. 16. Power and EM fixed versus random TVLA. (a) Unprotected AES-256 has a t-value of >1000 with 200M analyzed power traces, while it remains
∼10 for the CDSA-AES256. (b) EM TVLA on the unprotected AES-256 shows a t-value of >1000, while the t-value protected implementation (mode 3,
with lower metal routing) remains ∼5 for 200M analyzed traces. (c) CDSA-AES with higher level metal routing shows >7× higher leakage compared with
the lower level routing, as it crosses the t-value threshold of 4.5 within 20M traces in mode 2, while the fully protected implementation (mode 3) crosses the
threshold in 170M traces.

TABLE II

COMPARISON WITH STATE OF THE ART

implementation, while it remains below the noise floor for the
CDSA-AES.

Both the unprotected and protected AES-256 can be oper-
ated in the CT Serial Out Mode, as shown in Fig. 14. In this
mode, the 128-bit CT is serially output after the 14 cycles of
each encryption.

B. EM and Power SCA and Attacks

Now, let us look into the SCA resiliency of the
unprotected and protected implementations. Both time-
and frequency-domain CPA and CEMA are performed.
TVLA is also shown for both unprotected and protected
implementations.

1) Attack Model: For both CPA/CEMA attacks, we use
the HD model of the last two rounds (HD between the CT
and the output of the 13th round) of the AES-256. For the
frequency-domain attack, the traces are passed through an
NB filter of 10-MHz bandwidth with the center frequency
sweeping from 10 MHz to 1 GHz (see Fig. 15).

2) CPA Attacks and Power-TVLA: Fig. 15 shows the HD
attack model used between the last two rounds of AES
(13th round output and the CT), and a correlational power
attack (CPA) on the unprotected AES implementation shows
an MTD of 8k, while the CDSA-AES cannot be broken even
after 1B traces (without any intentional noise injection). While
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all key bytes show similar trends, we demonstrate the efficacy
of the countermeasure with attacks on the first key byte. Fixed
versus random TVLA on the unprotected AES shows a t-value
of 1056 after 200M traces compared with ∼12 for CDSA-
AES [Fig. 16(a)]. Frequency-domain CPA with windowed fast
Fourier transform (FFT) has been performed with a window
size of 10 MHz, and the center frequency is swept from
10 MHz to 1 GHz. However, the correct key byte was not
revealed for any frequency band, even after 1B traces, showing
an MTD improvement of ∼125 000×.

3) CEMA Attacks and EM-TVLA: CEMA on the unpro-
tected AES shows an MTD of ∼12 K, while the CDSA-AES
is not broken after 1B measurements (see Fig. 15). The results
were also verified with frequency-domain CEMA. TVLA
on the unprotected AES shows a t-value of 961 compared
with a t-value of 6 for the CDSA-AES [with lower metal
routing—Mode 3: Fig. 16(b)]. The effect of higher metal
layer routing on EM leakage is analyzed by turning on highly
isolating switches (SW2–SW4) that connect VDIG to higher
metal radiating structures (see Fig. 2). In this Mode (2), with
all M7–M9 connected, the EM leakage crosses the threshold
of 4.5 within 20M traces compared with ∼170M traces for
Mode 3, demonstrating the effect of local attenuation (>7×)
and the significance of the local lower metal routing for EM
SCA protection [Fig. 16(c)].

Note that since CDSA fundamentally involves active SNR
reduction in the current/voltage domain as a countermeasure,
the power and EM traces are sufficiently averaged (10 000×)
for the SCA attack to enhance the SNR. In the future,
we will explore and evaluate the optimal averaging versus the
number of unique traces required to mount the best possible
attack.

C. Comparison With State of the Art

Compared with the existing state-of-the-art circuit-level
countermeasures, CDSA with lower level metal routing pro-
vides 100× higher MTD (see Fig. 17) with comparable power
and area overheads (see Table II). CDSA-AES has been
evaluated against both time- and frequency-domain attacks for
power and EM SCA. This is also a generic countermeasure
and can be extended to any other crypto engines without any
performance degradation.

It should be noted that this IC is designed in the 65-nm
process, while some of the previous works were performed
in 130-nm CMOS technology. At lower technologies, the sup-
ply voltage (VDD) is lower, and the output resistance (rds) of
a transistor gets reduced. To achieve the same rds, the size of
the CS has to be enhanced, leading to an increase in the area
overheads for 65 nm compared with the 130 nm. Also, since
the VDD is lower, for iso-dropout voltage (VDS), the power
overhead would be increased at 65 nm compared with the
130 nm. In addition, the average load current of the crypto core
(ICRYPTOavg ) is also reduced, and hence, the power overhead
would be worse at 65 nm. Overall, the design tradeoffs at
the 65-nm node are worse compared with the 130-nm CMOS
process. Hence, as we scale down technologies, we need more
scalable circuits, and hence, digital-friendly implementation of

Fig. 17. Summary. (a) Utilizing active signature attenuation and local lower
metal routing, CDSA achieves 100× improvement in SCA protection over
the state of the art. (b) Overhead comparison with the previous works.

the CDSA should be developed, which is a part of the future
work.

VII. CONCLUSION

The proposed countermeasure provides both power and EM
SCA immunity utilizing in-line active signature suppression
and local lower level metal routing leading to a 100× MTD
improvement over the state of the art [see Fig. 17(a) and (b)].
CDSA-AES256 achieves >1B MTD against CPA and CEMA
attacks, which is an improvement of >125 000× and 83 333×,
respectively, compared with the unprotected implementation.
It is a low-overhead countermeasure and incurs a power
overhead of 49% and an area overhead of 36%. The power
overhead is mainly due to the dropout voltage across the CS,
and the area overhead is due to the restriction that we use
only MOS capacitors instead of MIM, which are implemented
in the higher metal layers and can leak critical information.
Finally, the presented CDSA hardware is a generic counter-
measure and can be extended to any crypto algorithm as a
wrapper around it (useful for legacy protection), without any
performance penalty.
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