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ABSTRACT: Doped graphitic single-atom catalysts (SACs) with isolated iron sites have
similarities to natural enzymes and biomimetics that can convert methane to methanol via a radical
rebound mechanism with high-valent Fe(IV)=0 intermediates. To understand the relationship of
SACs to these homogeneous analogues, we use range-separated hybrid density functional theory
(DFT) to compare the energetics and structure of the direct metal-coordinating environment in the
presence of 2p (i.e., N or O) and 3p (i.e., P or S) dopants and with increasing finite graphene model
flake size to mimic differences in local rigidity. While metal-ligand bond lengths in SACs are
significantly shorter than those in transition-metal complexes, they remain longer than SAC mimic
macrocyclic complexes. In SACs or the macrocyclic complexes, this compressed metal-ligand
environment induces metal distortion out of the plane, especially when reactive species are bound
to iron. As a result of this modified metal-coordination environment, we observe SACs to
simultaneously favor the formation of the metal-oxo while also allowing for methanol release. This
reactivity is different from what has been observed for large sets of square planar model
homogeneous catalysts. Overall, our calculations recommend broader consideration of dopants
(e.g., P or S) and processing conditions that allow for local distortion around the metal site in
graphitic SACs.



1. Introduction

Single-atom catalysts (SACs) are emergent catalysts that contain isolated single metal atoms
dispersed on supports, which are frequently graphitic!”’. SACs capture the inherent advantages of
both homogeneous and heterogeneous catalysts by combining active site tunability with
scalability® °. Nevertheless, the applicability of structure—property relationships derived from
homogeneous or heterogeneous catalysts to predict the reactivity of SACs remains an outstanding
question. Low site density and the short-lived, variable nature of SAC active sites!® !
fundamentally challenge many experimental techniques that bulk average over all sites, which
limits the analysis of individual active sites. The harsh pyrolysis conditions used for SAC synthesis
generate a distribution of active sites.!? !> Due to a lack of control over active site configuration,
relationships between the structure of the SAC active site and the catalytic activity are challenging
to deconvolute via experiment.!* !> Moreover, because the sub-nm scale can challenge even the
highest-resolution spectroscopic probes that are sensitive to local variations in chemical
environment!® !, the structures, reactivity, and selectivity of SACs are poorly understood from an
experimental perspective. Computational modeling enables us to study active site configurations
of SACs with atomic precision, and can elucidate the effects of metal-local environment variation
in SACs.

In doped graphene SACs, some or all of the metal-coordinating atoms are substituted with
different atoms that lead to formation of vacancies (e.g., a double vacancy) where the metal atom
can bind to form the SAC active site.!® N-doped graphene, generated with nitrogen dopants, is the
most common example of a support used in SACs.!2 14 17-20 The identity of the coordinating atom
alone, however, does not govern structure—property relationships, as different hybridization

environments of the same element (e.g., pyridinic N vs. pyrrolic N) can lead to distinct SAC



reactivity.® 1° Similarly, different coordinating atom identities provide distinct ligand field
strengths which could influence SAC properties and catalysis?!-?°.

The properties that make SACs attractive also make them challenging to study with
conventional computational modeling using density functional theory (DFT). The trade-offs
between representing the system as an infinite model simulated with periodic boundary conditions
(PBCs) versus as a finite model flake must be considered when simulating SACs. PBCs naturally
reproduce the extended nature of crystalline materials.*® 3! However, the higher cost of exact
exchange in plane wave PBC calculations typically motivates the use of generalized-gradient

approximation (GGA) functionals that can be sensitive to delocalization error’? 33

, especially for
the localized d orbitals of embedded transition-metal atoms.? 32 3437 Additionally, PBCs may
enforce unnecessary symmetry and rigidity to the metal-local environment in disordered SACs,
which are known to exhibit curvature.?’ Finite models*®, conversely, are more tractable for higher-
cost methods (e.g., range-separated GGA hybrid functionals) that suffer less from delocalization
error. The extent to which finite-size effects can influence predictions of SAC properties remains
unclear? .

Using computation to understand structure—activity relationships in SACs is important because
are of the highest interest in catalyzing challenging reactions where only homogeneous catalysts
have been successful. Strategies for SAC design require understanding which aspects of
homogeneous catalysts can be preserved in an extended, heterogeneous catalyst. Two recent
studies on molecular 14-membered pyridinic macrocycles, which are the smallest synthesized
SAC mimics, show promise for the oxygen reduction reaction (ORR) in fuel cells*®*!. C-H bond

activation*>#¢ (e.g., for methane-to-methanol conversion) remains an outstanding challenge due to

the high bond dissociation energy in methane. The activity, selectivity and stability must be



address for scalable C—H activation catalyst design®!:2% 474, Although many earth-abundant mid-
row 3d transition-metal complexes (TMCs) have been demonstrated as homogeneous catalysts,
the reactivity and selectivity in direct methane-to-methanol conversion under mild conditions of
these TMCs is still very limited*” >°. Previous studies'# >3 show that SACs can activate inert C—
H bonds, but the differences in reactivity for C—H bond activation between SACs and TMCs

remains unknown.

In this work, we investigate the effects of local structure on SAC reactivity for the challenging
reaction of partial oxidation of methane to methanol. First, we calculate stability and structural
properties of increasingly large SAC models to establish a benchmark of using finite models to
simulate periodic graphene systems. We carry out a comprehensive structural study, comparing
the metal-ligand bond lengths of 5- or 6-membered ring SACs, 14-membered macrocycles that
most closely represent SACs, and octahedral TMC:s for a range of candidate dopant atoms. Finally,
we compare reaction energetics for methane-to-methanol conversion in SAC models to those that
have been previously observed for TMCs?? to understand the role the rigid graphitic environment
can play in tuning SAC reactivity in comparison to analogous TMCs.

2. Model Systems

We studied two possible Fe(Il) finite graphitic SAC models with identical metal-
coordinating atoms of one of four elements (i.e., N, O, P, and S) in 5- or 6-membered rings within
the graphene model (Figure 1). First, we obtained a 58-atom graphene flake model from a data set
of structures>* that were optimized using density functional tight binding. We used this initial
model to construct a so-called FeX4Cio SAC model (where X =N, O, P, or S) with the chemical
formula C;3sX4H16Fe that corresponds to all metal-coordinating atoms in 6-membered rings, i.e.,

pyridinic N for X = N. To construct this SAC model, we created a divacancy in the center of the
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graphene sheet and replaced the four nearest carbon atoms with a given metal-coordinating atom
and placed an Fe atom in the middle of the divacancy (Supporting Information Figure S1). To
study the size dependence of 6-membered ring SACs, we built model systems from increasingly

large flakes ranging from 58 to 398 atoms, with all starting structures derived from the same

database’.

5-membered ring SAC 6-membered ring SAC

macrocyclic Fe complex

5-membered ring ligand TMC  6-membered ring ligand TMC

Figure 1. Atomic structures of 5- and 6-membered ring SACs, a fourteen-membered macrocyclic
Fe complex, 5- and 6-membered ring ligand TMCs with different coordinating atoms shown in
green (N, O, P and S). The representative structures are shown in the ball-and-stick representation
colored as follows: Fe in brown, N in blue, C in gray, and H in white.

Next, we studied a FeX4Ci2 compound (i.e., chemical formula C40X4Hi6Fe), where all

metal-coordinating atoms were in 5-membered rings (i.e., pyrrolic N for X = N, Figure 1). We



built the initial C4sHis structure in Avogadro v1.2.0%, and formed the SAC model by removing
two C atoms from the center and replacing the inward-facing C atoms of the remaining 5-
membered rings with the metal-coordinating atoms (Supporting Information Figure S1). This
model was not studied in flakes of increasing radius due to ambiguities associated with the fact
that formation of a five-membered ring requires formation of a likely unstable neighboring eight-
membered ring in an otherwise defect-free model.

To understand the relationship between SACs and analogous molecular species, we also
studied a recently experimentally characterized*® 14-membered macrocyclic Fe(II) complex
(Figure 1). The 14-membered macrocyclic structure has been synthesized and characterized*® for
the case of X = N, and we also study it by replacing N with the other three dopants (i.e.,
C24X4H12N2Fe, where X =N, O, P, or S) we study in the SAC models. To build all molecules, we
either worked directly from the experimental crystal structure*® of C24N4H2N>Fe or by replacing
the relevant dopant atoms. Finally, as a further point of comparison, we also constructed
homoleptic mononuclear octahedral transition-metal complexes (TMCs) with monodentate
ligands that are considerably more flexible than the other systems studied (Figure 1). Initial
structures of these TMCs with five- or six-membered ligands, i.e., N-coordinating pyrrole and
pyridine, O-coordinating furan and 4H-pyran, P-coordinating phosphole and phosphinine, and S-
coordinating thiophene and 4H-thiopyran, ligands were built using the molSimplify toolkit>® with
both ligand force-field pre-optimization and trained metal-ligand bond length features enabled”’.
3. Computational Details

Gas-phase geometry optimizations and single-point energy calculations were performed
using density functional theory (DFT) with a developer version of the GPU-accelerated electronic

structure code TeraChem v1.9°%. The range-separated hybrid functional ®PBEh>® (default ® = 0.2



bohr!) was employed for all calculations with the LACVP* composite basis set, which consists
of a LANL2DZ effective core potential®® ¢! for transition metals and the 6-31G* basis for all other
atoms. The wPBEh functional was chosen to avoid unphysical HOMO-LUMO gap closing that
has been observed in larger systems with global hybrids®> 3. All singlet spin state calculations
were carried out in a spin-restricted formalism, while other calculations (i.e., metal-hydroxo
intermediates) were carried out in a spin-unrestricted formalism that employed level shifting®* of
1.0 for majority-spin virtual orbitals and 0.1 Ha for minority-spin virtual orbitals to enable the
convergence of the self-consistent field (SCF). The default SCF convergence threshold of 3x107
Ha for the direct inversion of the iterative subspace (DIIS) error was applied. We focus on singlet
states to isolate the effect of angular distortion on catalyst energetics in SACs in comparison to a
prior data set of molecular complexes that showed angular distortion had no effect. While for these
catalysts, intermediate spin energetics are generally more favorable, trends in dopant-specific
energetics are preserved (Supporting Information Tables S1-S3).

Geometry optimizations were carried out with the translation-rotation-internal coordinate
(TRIC)% optimizer, using default tolerances of 4.5x10™* hartree/bohr for the maximum gradient,
and 1x10°® hartree for the change in SCF energy between steps. In the constrained calculations,
the position of each atom in the SAC model along the z-direction was kept fixed to maintain a
planar geometry. Converged unrestricted (i.e., metal-hydroxo) calculations were removed from

22,66, 67 if: ) the expectation value of the S? operator,

the data set following established protocols
<§?>, deviated from its expected value of S(S+1) by > 1 ug? or ii) the Mulliken spin density on the
metal differed from the spin multiplicity by > 1 us.

For the four classes of systems studied, complexes were simulated with iron assumed to be

in a formal Fe(II) oxidation state when no catalytic ligand was present, meaning that the total



charge of the overall model could vary. We simulated N- and P-coordinating 5-membered (6-
membered) ring SAC models with net charges of -2 (+2), but all O- and S-coordinating SAC
models with both 5-membered and 6-membered rings were simulated with a net charge of +2 to
satisfy the octet rule (Supporting Information Table S4). We simulated all 14-membered
macrocycles with a +2 net charge (Supporting Information Table S4). The formal charges assigned
to the TMC ligands were neutral, except for pyrrole and phospholide, which were assigned a -1
charge (Supporting Information Table S4).

For catalytic intermediates of SAC models, the resting state SACs (i.e., square-planar
Fe(IT) complexes) were optimized first. An oxygen atom was added to these SACs at a distance of
1.65 A, after which the geometry of the metal-oxo intermediate was optimized. Following the
procedure developed in Ref. 22, the optimized metal-oxo intermediate was used as the starting point
for the metal-hydroxo species, which was generated by adding an H atom and re-optimizing in a
doublet spin state. That metal-hydroxo structure was then used to generate the methanol-bound
singlet intermediate by adding a methyl group to the optimized metal-hydroxo structures using an
in-house Python script.

To determine the relative stability of SAC models, we computed the complexation energies
of SACs, E(SAC), relative to the bare, doped flake model, E(flake), and a gas-phase low-spin Fe(II)
ion, E(Fe(Il)). The complexation energy, indicates the relative stabilization energy that the flake
provides to the metal and is evaluated as follows:

E(complexation) = E(SAC) — E(flake) — E(Fe(ll)) (D
In addition, we carry out an analysis on scaled metal—ligand bond lengths, dr.i((Fe—X), evaluated

relative to the sum of covalent radii of each ligand element, X, with iron:

i (Fe-X) _ d(Fe-X) )
relll'€- - rFe+rX ( )



4. Results and Discussion
4a. Size Effects of Graphene Flakes on SAC Properties.

Simulating SACs requires consideration of the trade-offs between representing the system
as an infinite model simulated with periodic boundary conditions (PBCs) versus as a finite (i.e.,
flake) model. Thus, we first aim to understand the approach to an asymptotic limit in model flakes
that can be systematically increased in size (i.e., with 6-membered rings coordinating the metal).
We focus on evaluating the effect of model size on both overall and local geometric properties as
well as the stability (i.e., complexation energy). To determine the size effects of graphene flakes
on SAC properties, we study six sizes of doped 6-membered ring graphene flakes ranging from a
minimal model that is 13.6 A in size (C36XaHi6Fe, where X =N, O, P, or S) to a larger, 35.0-A
model (C346X4HasFe, Supporting Information Figure S2). We estimate the size of the flake models
by the distance between the most distant H atoms prior to optimization. After full geometry
optimization, we observe that the SACs with 2p coordinating elements (i.e., N and O) remain
planar, while SACs with 3p coordinating elements (i.e., P and S) become distorted. For smaller
flake sizes, complexation energies (see Computational Details) are less favorable, and they
generally approach asymptotic limits with a flake size of 186 carbon atoms (i.e., 225 atoms total),
after which they no longer change significantly (Figure 2). For all flake sizes, the relative stability
(i.e., N>P>S>0) is unchanged, but the absolute stability, especially of O- and S-doped models,

is somewhat more sensitive to model size (Figure 2).
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Figure 2. The complexation energy (in eV) and average M—L bond length (in A) of increasingly
large Fe SACs with N, O, P and S-doped graphene flakes. The z-constrained optimization results
are shown as the corresponding horizontal lines. Three sizes of representative SACs (C3sX4HisFe,
Ci86X4H3sFe and Cs46X4HasFe) are shown at top. The structures are shown in stick representation
colored as follows: Fe in brown, dopant coordinating atoms in green, C in gray, and H in white.
Here, the number of C atoms refers to all atoms in the flake prior to insertion of the vacancy and
placement of the dopants and iron.

Since the observed sensitivity of absolute complexation energies has some sensitivity to
graphene flake size, we next investigated whether these changes were associated with differences
in structure with increasing size of the model. When no constraints are applied during geometry
optimization, the SACs with 2p (e.g., N and O) coordinating elements remained planar regardless

of model size, whereas SACs with 3p (e.g., P and S) coordinating elements are distorted in a

manner that is sensitive to the size of the model (Figure 2). While complexation energies were
10



sensitive to model size for both 2p and 3p elements, we aimed to separately determine if the
distortion observed in 3p-coordinating SAC models also depends on model size. We first quantify
the global distortion of these models by measuring the distance between the centers of mass of
planar and distorted structures. We divide this measure by the size of the SAC model to estimate
the size-independent degree of distortion. For all 3p-coordinating SACs, we observe decreased
flake distortion with larger graphene models, which is consistent with expectations that larger
model sizes should constrain and reduce the degree of distortion (Supporting Information Figure
S3 and Table S5).

Although all 3p-coordinating SACs exhibit out-of-plane distortion, P-coordinating SACs
are more distorted than corresponding S-coordinating SACs for the same model size (Supporting
Information Figure S3 and Table S5). This observation is surprising because it occurs despite only
minor differences in covalent radii between P and S (1.07 and 1.05 A, respectively). Since the
center-of-mass-measured distortion may be influenced by metal-distal carbon atoms, we also
measured the metal-local root-mean-square deviation (RMSD) of the metal and four coordinating
atoms of P- and S-doped SACs with increasingly large models. We observe that the local RMSD
values between the optimized and initial structures of the metal and the four metal-coordinating
atoms of P- and S-doped SACs decrease when the flakes become larger, suggesting that increasing
model size indeed leads to more constrained metal coordination (Supporting Information Figure
S4). Thus, observations of flake distortion based on the overall out-of-plane bending and local-
RMSD based measures indicates that distortion decreases with increasing model size.

On the basis of the observation of the noticeable distortion, we aimed to understand its
impact on the metal-ligand bond lengths of the increasingly large SACs because metal-ligand

bond lengths are critical for understanding spin states®® and catalytic properties?!> 22, We thus also
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analyzed the metal-ligand bond lengths of the increasingly large SAC models (Figure 2 and
Supporting Information Table S6). Consistent with the effects of reduced distortion for larger
graphene models, we observe a general trend that metal-ligand bond lengths reduce with
increasing SAC size (e.g., from 2.21 A for the smallest C3SsHigFe to 2.09 A for the largest
Cs46S4Ha6Fe). Thus, in terms of electronic effects of these shortened bond lengths, we can expect
that metal sites in increasingly large SACs experience stronger ligand fields (i.e., due to shorter
metal-ligand bond lengths). Nevertheless, despite these model-size-dependent trends, relative
bond lengths (S > P >> N ~ O) are qualitatively preserved across all flake sizes (Figure 2).
Furthermore, in contrast to complexation energies, we observe fast convergence for metal-ligand
bond lengths with size of SAC models from the second-smallest (i.e., C7aX4H2:Fe) flake onward,
where changes in bond lengths are observed only for 3p elements or between the smallest and
larger models (Figure 2).

While quantitative differences are apparent for the smallest model sizes, qualitative trends
in dopant-dependent complexation energies and bond lengths hold for all model sizes (Figure 2).
Thus, in order to aid comparison to macrocycles (i.e., 14-membered rings), TMCs, and alternative
coordination within 5-membered-ring-coordinating SAC models, our subsequent analysis focuses
on the smallest (i.e., C3sX4Hi6Fe) 6-membered ring SAC model. We note that this means that the
finite-size effects cannot be disregarded, but we expect the qualitative comparison of dopant-
dependent SAC properties will hold.
4b. Structural Comparisons of SAC Models and Molecular Complexes.

Despite evident structural similarities of SACs and single-site homogeneous catalysts, the
relationship to similarities in their catalytic activities is only partially understood.*® - % We thus

first investigate the structural role that the rigid graphitic environment plays in altering the metal-
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local environment in SACs in comparison to homogeneous catalysts. To isolate the effect of
graphene rigidity on SAC structural properties, we compare the metal-ligand bond lengths of three
distinct systems: i) finite models of SACs, ii) a recently synthesized*® rigid molecular complex
believed to represent the local coordination environment in SACs, and iii) mononuclear octahedral
transition-metal complexes (TMCs, Figure 1).

The covalent radius of 2p dopants (i.e., N and O) is smaller than that of 3p dopants (i.e., P
and S), but the graphitic environment always constrains the metal-ligand bond distance to be
equivalent in comparison to molecular catalysts with low-denticity ligands. Nevertheless, a
competing effect observed in the 3p-doped SACs (see Sec. 4a) is that the metal and its coordinating
atoms are distorted out of the plane (Supporting Information Figure S5). To further isolate the
effect of this distortion, we compare unconstrained 5- and 6-membered ring SAC models with
constrained geometry optimizations in which we fix all atoms to lie in the same plane (i.e., the xy
plane). As should be expected, applying this constraint leads to even shorter metal-ligand bond
lengths in 3p-doped SAC models relative to the corresponding unconstrained structures (Figure 3
and Supporting Information Table S7). Thus, the unfavorable SAC distortion that occurs is
compensated for by lowering the degree of metal-ligand bond compression that is highly
unfavorable when all atoms are constrained to lie in the same plane. For the smaller 2p dopants,
the degree of compression is small enough that no distortion out of the plane is observed
(Supporting Information Figure S6).

Focusing on the 3p-coordinating SACs, 5-membered ring SACs exhibit more severe
distortion relative to 6-membered ring SACs, likely due to the ability of this structure to
accommodate larger dopant—dopant distances upon distortion (Supporting Information Table S8).

Specifically comparing the individual 3p dopants, we observe a slight increase in distortion for P-
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coordinating SAC models relative to S-coordinating models (i.e., 5- or 6-membered ring SACs),

consistent with the somewhat larger covalent radius of P than S (Supporting Information Table

S9).
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Figure 3. Comparison of Fe-dopant bond lengths between N, O, P and S-doped graphene Fe SAC
models (top), 14-membered macrocyclic complexes (middle) and transition-metal complexes
(TMCs, bottom). Representative SAC, macrocyclic, and TMC compounds are shown in stick
representation colored as follows: Fe in brown, N in blue, O in red, P in orange, S in yellow, C in
gray, and H in white. Bond lengths for 5-membered ring complexes and SACs are shown as
pentagon symbols and 6-membered ring complexes and SACs are shown as hexagons. Only six-
membered ring structures are shown in insets.

To put the distortion and compression of the bond lengths in SACs in perspective, we
compare them to TMC bond lengths. The metal-ligand bond lengths of freely optimized SAC
models span a large, 0.32 A range, from 1.89 A in O-doped 6-membered ring SACs to 2.21 A for
S-doped 6-membered ring SACs (Figure 3 and Supporting Information Table S7). When the
ligands can move freely in mononuclear octahedral TMCs, we observe both longer overall bonds
and a somewhat larger range (0.35 A) from O-coordinating furan (2.03 A) to S-coordinating
thiophene (2.38 A). Thus, the SAC metal-ligand bond length is significantly compressed for all

dopants in comparison to analogous TMCs by around 0.1 to 0.2 A. The 14-membered macrocyclic

complexes have very similar structural characteristics to the SACs due to the comparable rigidity.
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The O-doped 14-membered macrocyclic complexes have equivalently short metal-ligand bonds
(i.e., 1.88 A) to those in the SACs, and the structure is even less accommodating of the larger
dopants, with the longest observed metal-ligand bond length in the S-coordinating model (i.e.,
2.12 A) corresponding to both shorter bond lengths and smaller overall range (i.e., 0.24 A) of
dopant-dependent bond lengths than for either SACs or TMCs. The fact that the metal-ligand
bonds of the 14-membered macrocycle more closely resemble that of our SACs than TMCs is
expected, given previous observations of similarities in activity between SACs and the
macrocycle®.

As a specific example, metal-ligand bonds in TMCs with 5- and 6-membered ring ligands
(e.g.,2.03 A and 2.17 A for furan and 4H-pyran) are consistently longer than those in analogous
5- and 6-membered ring SACs (e.g., 1.99 A and 1.89 A for O-doped 5- and 6-membered ring
SACs). The shorter bond lengths of SACs (e.g., 1.92 A in an N-doped 6-membered ring SAC and
2.11 A in a pyridine TMC) indicate the influence of SAC rigidity on the active site. To quantify
this effect on more equal footing between 2p and 3p dopants, we analyze scaled metal—ligand bond
lengths, drei(Fe—X), relative to the sum of covalent radii of each ligand element, X, with iron
(Supporting Information Table S9). Using spin-state-dependent definitions of covalent radii®, a
drei(Fe—X) of around 0.90-0.95 is typical for a low-spin TMC. The dwi(Fe—X) values are
significantly shorter than this value in all SACs and 14-membered macrocycles, especially for the
cases with 3p-coordination (Supporting Information Table S10). The 3p-coordinating 14-
membered macrocycles have more compressed metal-ligand bonds (e.g., drei: 0.78 in the S-doped
macrocycle) compared to equivalent SACs (e.g., drei: 0.87 and 0.89 in 5- and 6-membered ring
SACs). Both absolute bond lengths and their trends are fairly insensitive to exchange-correlation

functional, and most DFT functionals predict experimental bond lengths of transition metal
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complexes well.”’ To validate this expectation, we compare our optimized bond lengths to those
of the crystal structure of the 14-membered macrocycles and confirm the metal-ligand bond
lengths are in good agreement (i.c., within around 0.05 A).

Motivated by quantitative structural differences among 5- and 6-membered ring SACs and
14-membered macrocycles, we estimate the relative stability of these coordination environments
(i.e., by computing the complexation energies). While all structures form favorably relative to the
chosen reference in our energetic evaluation, we find that N-doped SACs and N-doped 14-
membered macrocycles have the most favorable complexation energies of the systems studied.
Due to the less crowded metal-coordination environment, complexation energies of 5-membered
ring SACs are more favorable than the corresponding 6-membered ring SACs with the same
coordinating atoms (Supporting Information Table S11). The complexation energy in the distorted
3p-coordinating SACs is up to 1.5 eV more favorable than the constrained case (Supporting
Information Table S11). Overall, the coordination atom type and local chemical environment (i.e.,
five-membered or six-membered rings and degree of rigidity) both significantly influence the
metal-ligand bond lengths and corresponding complexation energy of the systems. Constraining
3p-coordinating SACs to be planar reduces metal-ligand bond lengths in a manner that is likely
unrealistic for 3p dopants, potentially leading to poor models of the structural environment in
simulations that naturally enforce such constraint (e.g., in calculations with PBCs).
4c. Relating Structural and Catalytic Properties of SACs.

SACs with Fe(Il) centers bear strong similarity to single-site homogeneous and biological
catalysts capable of challenging reactions such as selective partial methane oxidation to methanol.
To understand the relationship between catalytic properties of SACs and homogeneous

counterparts for partial methane oxidation, we compare SAC reaction energetics to those from 385
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LS Fe(Il) TMCs studied previously??. For consistency with this prior work??, we evaluate the
reaction energetics for the radical rebound mechanism’! of methane-to-methanol conversion on
both fully optimized and partially constrained SAC models. In brief, to follow the radical rebound
mechanism’! we start from the resting state structure (1) and form a high-valent terminal Fe(IV)=0O
(2) via two-electron oxidation (Figure 4). We evaluate the oxo formation energy, AE(oxo0), using

the common oxidant nitrous oxide, N,O,”> 3

as the oxygen atom source

AE(oxo0) = E(2) — E(1) + E(N,) — E(N,0) 3)
Since we primarily focus on reaction thermodynamics, alternative oxygen atom sources could be
equivalently used in eqn. 3 with the only effect of rigidly shifting all relative energies. Next, the
Fe(IV)=0 catalyzes hydrogen atom transfer (HAT) from methane to form methyl radical. We
calculate the AE(HAT) energy as

AE(HAT) = E(3) — E(2) + E(CH; ») — E(CH,) (4)

where (3) is the Fe(III)-OH intermediate formed after abstraction of a hydrogen from methane to
form methyl radical (Figure 4). Recombination of the methyl radical with the iron-hydroxo in the
radical rebound step forms a metal-bound methanol intermediate (4). We calculate the
AE(rebound) energy as

AE(rebound) = E(4) — E(3) — E(CH; *) (5)
To complete the catalytic cycle, the SAC must then release the methanol and return to the resting
state (1, see Figure 4). We compute the energetics of methanol release, AE(release), as

AE(release) = E(1) + E(CH;0H) — E(4) (6)
For the above formal oxidation states, we confirmed we converged to these states in our
calculations by carrying out Mulliken spin density analysis (Supporting Information Table S12).

The closed shell calculations ensure that a nominal Fe(IV)=0 intermediate is studied during oxo
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formation, as determined by the total charge in the system. For the open shell Fe(III)-OH species,
the spin is localized on the metal (Supporting Information Table S12). These observations were
corroborated by natural bonding orbital analysis that confirmed that changes in the coordinating
atoms (e.g., N vs O or S) did not dramatically change the degree of charge localized on the metal
(Supporting Information Table S13). We also confirmed that formation of the metal-oxo was
generally more favorable than oxygen addition to the organic coordinating atoms, except in the
case of P-doped structures that could form a p-oxo not feasible in the presence of the metal
(Supporting Information Table S14). While the present work allows us to evaluate the radical
rebound mechanism, we have not addressed the well-known selectivity challenges for methane to
methanol conversion.” 7> Future work should also address whether favorable methanol activation
could in fact be a limiting factor in SACs or if the scaling relationship can be broken between

activation on methane versus methanol.

N
CH3;0H \A, ! 7 \

Fe(II)
AE(release) AE(oxo)

" *

Fe(ll)-CH,OH Fe(IV)=0
w‘ebound) AE(HAT) |
y o 3 ()‘\CH4
Fe(III) -OH

Figure 4. Catalytic cycle for the radical rebound mechanism for conversion of methane to
methanol. From the resting state (1, top) in oxidation state II, the cycle proceeds clockwise:
iron—oxo (2, right) formation with an N>O oxidant, hydrogen atom transfer to form an
iron—hydroxo complex (3, bottom), and rebound to form a methanol-bound intermediate (4, left).
A representative N-doped 6-membered ring graphene Fe SAC model is shown in stick
representation colored as follows: Fe in brown, N in blue, O in red, C in gray, and H in white.
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Following our observations of differences in the stability of distorted and constrained 3p-
doped SACs, we would expect such constraints to also alter catalytic properties. In addition, the
nature of the surrounding coordination environment (i.e., S-membered vs 6-membered rings), and
the elements coordinating the metal are expected to also play a role in determining catalytic
properties. Although for N- and O-doped 5- and 6-membered ring SAC models, constraints did
not have any effect on the resting state structure and thus were not expected to influence reaction
energetics, we do observe some differences between constrained and unconstrained structures
(Figure 5 and Supporting Information Table S7). These differences in 2p-coordinated SACs arise
due to distortion favored in the reaction intermediates that were absent in the resting state (e.g.,
especially the metal-oxo, Figure 5). When unconstrained, the metal-oxo, -hydroxo, and methanol-
bound intermediates all exhibit out-of-plane metal distortion of around 5-10°, consistent with prior
results?! (Supporting Information Figure S6). Because this distortion is generally largest for the
metal-oxo, this intermediate is most strongly destabilized for constrained SACs, which in turn
influences both oxo formation and hydrogen atom transfer energetics (Figure 5).

The distortion observed in unconstrained P- and S-doped SAC models was expected to
have a much more noticeable effect on the reaction coordinate because it affected resting state
energetics. Indeed, while some intermediates are similar in energy (e.g., the methanol-bound
intermediate in S-coordinating 5-membered ring SACs) with and without constraints, the likely
rate-limiting steps of oxo formation and HAT are more favorable in the structures that allow for
distortion with 3p-coordinating SACS (Figure 5). We attribute the differences in energetics to
differences in the bond lengths rather than angles because the distortion largely moves the metal

out of the plane simultaneously with the dopants. This observation is also consistent with our prior
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studies??> that suggest bond length was most important for tuning singlet Fe(Il) reaction
thermodynamics in TMCs. Overall, our analysis suggests that the freely optimized SACs with 3p
dopants (e.g., P-doped, five-membered ring SACs) are competitive with more well studied N-
doped SACs because methanol release energetics are relatively favorable without strongly
destabilizing oxo or HAT formation (Figure 5). We focus here on LS states to isolate the effect of
angular distortion on catalyst energetics in SACs in comparison to this prior data set. We observe
general trends are preserved (e.g., for Fe/N systems with five-membered versus six-membered

rings) if we had instead computed IS energetics (Supporting Information Tables S1-S3).
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20 -OH H E
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-20 ' =0 T ]
-40F ~+
-60F 6 ring ‘ T 6 ring E
-805— optimized | 1 constrained \__
i CH;OH
-100 reaction progress

Figure 5. Reaction energetics (Erel, in kcal/mol) for the N (in blue), O (in red), P (in orange), and
S (in yellow) doped 5- and 6- membered ring graphene model SACs with full geometry
optimization (left) or constrained optimization (right). The intermediates are labeled in the bottom
left pane: the reactant (R), the oxo intermediate (=0O), the hydroxo intermediate (—OH), the
methanol-bound intermediate (CH3OH), and the product (P). N-doped system in blue, O-doped
system in red, P-doped system in orange, S-doped system in yellow, respectively.

We next compare the catalytic performance of these SAC models with the set of previously
studied TMCs??. The TMCs from our previous study have four coordinating minimal model

ligands in a square pyramidal geometry constrained to specific metal-ligand bond lengths that
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correspond to both slightly stretched and compressed bonds with respect to their equilibrium
values (i.e., by around 0.2 A) along with out-of-plane distortions (i.e., the dihedral of the metal
with three ligand atoms) of the metal coordination environment. In comparison to these TMCs, we
had observed that the SAC structure compresses the metal-ligand bond length to the lower end of
the range or even shorter (see Sec. 4b). In combination with the distinct local environment around
the metal-coordinating atoms, SAC models exhibit significantly different energetics from those of
the TMCs. Generally, SAC models exhibit more thermoneutral AE(oxo) while displaying
comparable AE(HAT) and AE(release) to TMCs from prior work (Figure 6). These observations
are not strongly sensitive to the choice of hybrid DFT exchange-correlation functional, instead
suggesting distinct reactivity between the SAC models and TMCs (Supporting Information

Figures S7-S8).
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Figure 6. AE(oxo) vs AE(HAT) (top) and AE(oxo) vs AE(release) (bottom) reaction energies (in

kcal/mol) of representative TMCs from prior work?> compared to 5-membered (pentagons) and

6-membered (hexagons) ring SAC models, and 14-membered macrocyclic Fe complexes
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(triangles). The SACs and macrocycles are colored by the metal-coordinating atoms in the ligands,
as indicated in inset legend. The TMCs from prior work are the full LS Fe(II) subset from the
square pyramidal constrained (SQ) set of Ref. 22. The kernel density estimates of the distributions
for the TMC set are colored in gray and shown as contour lines with decreasing saturation in 7
evenly spaced levels. The SACs are distinguished by full geometry optimization (opaque) and
constrained optimization (translucent).

Despite distinct reaction energetics for SACs and TMCs with common metal-coordinating
atoms, there are some notable cases where the two types of catalysts have comparable properties
(Supporting Information Figures S9—S10). Several O-doped SACs behave similarly to the square
pyramidal Fe(Il) TMCs with O-atom coordination in a somewhat stretched (i.e., 10° out-of-plane
distortion and 2.2 A bond distance) structure (Supporting Information Figure S10). This
correspondence in energetics does not coincide with correspondence in structure, as the SAC has
significantly more compressed metal-ligand bonds (1.9 A). Somewhat surprisingly, we find more
comparable reaction energies between SACs and TMC:s in tetragonal equilibrium geometries from
prior work?? which contain axial ligands that are not present in our SAC models (Supporting
Information Figure S11). Because the distal axial ligand tends to make oxo formation more
favorable relative to that for compounds in the more structurally equivalent square planar set, the
energetics of these TMCs coincide more with the SACs (Supporting Information Figures S12—
S13). Overall, SACs increase the favorability for oxo formation, which we attribute to rigidity
from the graphene flake strengthening the ligand field and stabilizing a high-valent metal-oxo
without requiring the presence of an axial ligand common to TMCs and biological catalysts.

Next, we return to the energetics for the 14-membered macrocycle, which we would expect
to behave more comparably to SAC models than to TMCs, despite also being a molecular complex.
Reaction energetics are largely consistent between the macrocycles and the 6-membered ring SAC

models, although some small differences are observed (Figure 6). For the 14-membered
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macrocycle in comparison to SACs, the relative position of N-doped and P-doped models in terms
of their AE(oxo0) vs AE(HAT) favorability is altered (Figure 6). This reversal of 2p- and 3p-doped
favorability is not observed for the O- and S-doped cases (Figure 6). Overall, the N-doped 14-
membered macrocycles exhibit more favorable oxo formation energy than the corresponding N-
coordinating 6-membered ring SAC model. We attribute the differences between the two N-doped
catalysts to be due to the shorter metal-ligand bond length of the 14-membered macrocycle (1.88
A) relative to the 6-membered ring SAC model (1.92 A) in the metal-oxo intermediate along with
a larger out-of-plane distortion (19° vs 11°, Supporting Information Figure S14). Structures for the
P-doped cases are more comparable, leading to similar energetics and explaining the change in
relative favorability (Supporting Information Figure S14 and Table S7).

The results compared here focus on reaction energetics due to scaling relations between
the reaction thermodynamics and kinetic barriers in this work. Nevertheless, we selected
representative favorable N-doped SACs for follow up analysis of the barriers as well (Supporting
Information Figures S15-S16). From this analysis, we confirm that favorable thermodynamics for
N-doped SACs in five-membered rings indeed corresponds to relatively modest barrier heights for
oxo formation and HAT (Supporting Information Figure S15-S16). This observation supports our
focus on more computationally affordable reaction energetics in our large-scale screen.

4. Conclusions

While single-atom catalysts (SACs) consisting of metal atoms embedded in doped
graphene represent promising catalysts, the extent to which design principles derived from
homogeneous or heterogeneous catalysts, such as the applicability of scaling relations, can be

extended to SACs remains largely unknown. Here, we focused on understanding the relationship
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between SAC structure and tradeoffs in key reaction steps in the selective partial oxidation of
methane to methanol via a radical rebound mechanism at single Fe(I) sites.

After confirming that qualitative conclusions about the dopant-dependent structural and
stability properties on model SACs were invariant to model size, we carried out a systematic
comparison of SACs to TMCs and macrocyclic mimics of SACs using range-separated hybrid
DFT. We observed differences in the degree of distortion around the Fe(II) metal center depending
on the dopant type. In the resting state, we observed that 2p-coordinating species favored planar
structures, whereas significant distortion was observed with 3p dopants. We attributed this
difference to differences in the relative covalent radii of these dopants, where the penalty for
forming a very short metal-dopant bond in the 3p cases was so large that distortion of the graphitic
substrate was preferred. In comparison to transition-metal complexes, SAC model metal-ligand
bond lengths were considerably shorter, corresponding to a stronger ligand field, and recently
characterized macrocyclic complexes exhibited the shortest metal-ligand bond lengths. Even with
this significant compression in the bonding environment, P-doped SACs had energetics
competitive with more well studied N-doped systems, with favorable methanol release and
exothermic oxo formation. These steps were less favorable if we constrained the structures to be
planar. Combined with our observations of model-size-dependent distortion at the metal center,
these observations suggest that processing of doped graphitic catalysts that influences flexibility
around the catalytic active site should influence reactivity.

Overall, analysis of the doped graphitic SAC reaction energetics indicated distinct
energetics for most SAC models in comparison to prior work on TMCs, with SACs having more
thermoneutral AE(oxo) while displaying comparable AE(HAT) and AE(release) to TMCs. While

we attribute this effect to differences in ligand field, we observed that a set of TMCs with an axial
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ligand that is absent in our SAC models had more comparable oxo formation energetics. Overall,
these results highlight the potential of SACs for altering the energetics of methane-to-methanol
conversion by constraining metal-ligand bond distances to values distinct from those typically

accessed by more flexible homogeneous catalysts.
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