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Abstract

The first successful simulation of tropical cyclone (TC) intensification was achieved with a
three-layer model, often named the Ooyama-type three-layer model, which consists of a slab
boundary layer and two shallow water layers above. Later studies showed that the use of a slab
boundary layer would produce unrealistic boundary layer wind structure and too strong eyewall
updraft at the top of TC boundary layer and thus simulate unrealistically rapid intensification
compared to the use of a height-parameterized boundary layer. To fully consider the highly height-
dependent boundary layer dynamics in the Ooyama-type three-layer model, this study replaced the
slab boundary layer with a multilevel boundary layer in the Ooyama-type model and used it to
conduct simulations of TC intensification and also compared the simulation with that from the
model version with a slab boundary layer. Results show that compared with the simulation with a
slab boundary layer, the use of a multilevel boundary layer can greatly improve simulations of the
boundary-layer wind structure and the strength and radial location of eyewall updraft, and thus
more realistic intensification rate due to better treatments of the surface layer processes and the
nonlinear advection terms in the boundary layer. Sensitivity of the simulated TCs to the model
configuration and to both horizontal and vertical mixing lengths, sea surface temperature, the
Coriolis parameter, and the initial TC vortex structure are also examined. The results demonstrate
that this new model can reproduce various sensitivities comparable to those found in previous

studies using fully physics models.
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1. Introduction

Understanding the dynamics and thermodynamics of tropical cyclone (TC) boundary layer is
of great importance to both theoretical research and practical applications. Various boundary layer
models have been developed to deal with issues on different aspects of TCs, e.g., column model,
depth-averaged (slab) model, and height-resolving model, as summarized in Kepert (2010a).
Among these models, the slab model has been widely utilized in various applications because of
its simplicity and computational efficiency while it can capture some major features of TC
boundary layer. For example, slab boundary layer models have been used in wind engineering
(Vickery et al. 2000, 2009a; Williams 2015) and risk assessment of TCs (Powell et al. 2005;
Vickery et al. 2009b). The slab boundary layer is also used in understanding the asymmetric
structure of a moving TC boundary layer (e.g., Shapiro 1983) and in the three-layer model of TC
intensification (Ooyama 1969, hereafter the Ooyama-type model; Schecter 2009, 2011; Frisius and
Lee 2016; Lee and Frisius 2018). In addition, the TC potential intensity theory is also based on the
slab boundary layer assumption (Emanuel 1988; Bister and Emanuel 1998; Frisius et al. 2013).

Slab boundary layer models have some unavoidable weaknesses in simulating TC boundary
layer due to some unphysical simplifications that are inherent to their formation as pointed out by
Kepert (2010a,b). For example, in response to a prescribed distribution of pressure gradient force,
a slab boundary layer model produces too strong inflow, too strong eyewall updraft, and too great
departure from gradient wind balance in TC boundary layer compared to a height-resolving

boundary layer model (Kepert 2010a; Williams 2015). These discrepancies result primarily from
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the use of the depth-averaged boundary layer wind instead of the near-surface wind in calculating
surface wind stress (Ooyama 1969; Shapiro 1983) and the ignored vertical structure of boundary-
layer winds (Kepert 2010b). The former may considerably overestimate the surface wind stress and
enthalpy flux because the near-surface wind speed is often weaker than the depth-averaged wind
speed in TC boundary layer (Kepert 2010a). The latter would cause large errors in the calculated
tendencies of both tangential and radial winds contributed by the nonlinear advection terms,
particularly in the region near and slightly inside the radius of maximum wind (Kepert 2010b).

Frisius and Lee (2016, hereafter FL16) compared the evolutions of TCs simulated in the
Ooyama-type three-layer model with a slab boundary layer and a parameterized height-dependent
boundary layer proposed by Kepert (2010b). They found that the TC simulated with the slab
boundary layer intensified too fast and reached a too strong final intensity compared with that
simulated with the parameterized height-dependent boundary layer. This seems to be consistent
with the findings of Kepert (2010a) based on a boundary layer model comparison mentioned above
because the slab assumption may produce too strong inflow and too strong eyewall updraft. FL16
speculated that the differences in the simulated TC behavior with the two boundary layers could be
due to the use of the depth-averaged boundary layer wind velocities in the slab boundary layer and
the near-surface wind velocities in the parameterized height-dependent boundary layer in
calculating surface wind stress and enthalpy flux.

Note that the parametrized height-dependent boundary layer of Kepert (2010b) was based on
some simplifications and was adopted to approximately diagnose the differences in the simulated

TC boundary layer between a slab boundary layer model and a fully nonlinear multilevel boundary
3
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layer model. Therefore, for a more quantitative comparison of the simulated TC behaviors in the
Ooyama-type three-layer model with a slab boundary layer and a height-dependent boundary layer,
a fully nonlinear multilevel boundary layer should be used. In addition, since both the surface wind
stress and enthalpy flux were overestimated in the simulation with the slab boundary layer, it is
unclear whether the differences between the simulations with the slab boundary layer and the
parameterized height-dependent boundary layer in FL16 were due to the overestimated surface
enthalpy flux or the overestimated surface wind stress or both. In this study, a fully nonlinear
multilevel boundary layer is used in the Ooyama-type three-layer model to address the above-
mentioned issues.

The main objectives of this study are to extend the Ooyama-type three-layer model with the
slab boundary layer to a model with a fully nonlinear multilevel boundary layer, examine the
performance of the new model configuration in simulating TC intensification, and compare with
the performance with the use of a slab boundary layer. We will also demonstrate through sensitivity
experiments that because the multilevel boundary layer avoids some inherent weaknesses of the
slab boundary layer, as indicated by Kepert (2010a,b), the Ooyama-type model with the use of a
multilevel boundary layer can reproduce TC intensification process comparable with those
simulated in full-physics models. The rest of the paper is organized as follows. Model description
and experimental design are presented in section 2. In section 3, the TC evolution simulated in the
Ooyama-type model with a multilevel boundary layer are discussed and compared with that
simulated with a slab boundary layer. The sensitivities of the newly developed Ooyama-type model

with the multilevel boundary layer to model configurations, various physical parameters, and the
4
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initial vortex structure are discussed in section 4. Finally, major conclusions are summarized and

discussed in section 5.

2. Model description and experimental design

The original Ooyama three-layer model Ooyama (1969) used a slab boundary layer and was
built under the assumption of gradient wind balance. An extended version with the gradient wind
balance assumption removed can be found in FL16, which was used in this study to perform
numerical experiments and compare with the simulations with a multilevel boundary layer
developed in this study. To facilitate the model description, we start with the version with a slab
boundary layer below, which is followed by an introduction of the new version with a multilevel

boundary layer and then a description of experimental design.

a. The Ooyama-type model with a slab boundary layer (SBL)

The Ooyama-type three-layer model (hereafter in brief, the Ooyama-type model) with a slab
boundary layer used in this study is the same as that described in FL16, which is an extended
version of the original Ooyama three-layer model (Ooyama 1969) with the assumption of gradient
wind balance removed (hereafter SBL). The three layers are the boundary layer (layer b), the lower
free atmosphere (layer 1), and the upper free atmosphere (layer 2). The boundary layer has a fixed
depth of h; and it allows permeation with the two layers above and the exchanges of momentum
and heat with the underlying ocean surface. The two layers of the free atmosphere are modeled
with two shallow water layers with different densities. The density of the boundary layer and lower

layer free atmosphere is pg, and that of the upper layer free atmosphere is €p, with € = 0.9. The
5
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axisymmetric assumption is assumed in this study as in FL16 and the governing equations in

cylindrical coordinates are as follows:

ou; ou; vj oP; i
a_t]+”ja_r]_(f+71)”f = =% 1 Do+ Dhaw,j = 1.2, )
avj _ [ —
>t + uj(j = Dv,vj + th,vj’] =12, @
ou ou 9P
B (), =Bty D+ D o
avb —
r +upp = Dv,vb + th,vb + DS'Vb’ @
26, 00,

atb T Up arb = Dvﬂe,b + thﬁe,b + Dsﬁe,b' ®)
oh 10
a_t1 + -~ (rushy) = Qp1 = Qup — Qu2s (©)
oh, , 10 — %2 | Q12
5 Ty (ihe) = 22424 @
Wp = _%a::b’ ®
P, = g(hy —Hy) + eg(h, — Hy), ©)
P, = g(hy — H) + g(hy — Hy), (19)

where 7 and ¢ are radius and time; u; (u,)and v; (v,) are the radial and tangential winds in layer
1 (layer 2); u,, vy, Wy, and fare depth-averaged radial wind, tangential wind, vertical velocity at
the boundary layer top, and the Coriolis parameter (assumed the value at 20°N except otherwise
specified); P is kinematic pressure anomaly; { = f + r~1d(rv)/0r is absolute vertical vorticity;
and /; and h; are the layer depths of the layers 1 and 2, respectively, H; and H> are their mean layer
depths; 6., is the well-mixed equivalent potential temperature in the boundary layer; Q; ;
represents the mass flux from layer i to layer j; D, x, where X'is u, v, or 6., denotes the vertical
exchange of momentum or heat between two neighboring layers and is parameterized with the
vertical mass flux; Dy, x means the horizontal diffusion of variable X; and Dy represents the

tendency caused by surface momentum or heat exchange.
6
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The mass fluxes (Q12,@p,1,Qp2, and Qqp) between layers due to convection are assumed to
be proportional to the upward mass flux from the boundary layer top, which is defined as Q;, =
(wp, + |wy|)/2. These mass fluxes are functions of @ and the entrainment parameter 7, as given
in their Egs. (11)—(13) and (16) in FL16. The entrainment parameter 7 is a measure for deep
convective instability. A transition from shallow to deep convection takes place when n exceeds
1. The surface flux-induced tendencies are parameterized using the bulk aerodynamic formula

given below:

Ds ., = —CpSpup/hy, (11)
Ds ., = —CpSpvp/hy, (12)
Ds,Ge,b = _CESb(Qe,b - 9;,5)/hbr (13)

where S, is the surface wind speed calculated using u;, and v, ;5 is the equivalent potential
temperature at the given sea surface temperature (SST, which is 29°C except otherwise specified).
The surface drag coefficient Cp is a function of wind speed given as 1073 X
max{1.12,min[2.581,1.0 + 0.06(S, — 5)]} and the surface exchange coefficient Cy for
enthalpy flux is a constant of 1.29 x 1073. The horizontal diffusion (Dpq ) is formulated as in
FL16 [cf. their Egs. (21)-(23)] but with horizontal diffusion coefficient following the Smagorinsky
scheme (Smagorinsky 1963) and the horizontal mixing length [, of 600 m (except otherwise
specified). The vertical exchange terms (Dy,y,, Dyy,» Dyuy> Dvw> Dyu,» Dow,> and Dyg,,) are

calculated following FL16 [cf. their Egs. (24), (25), (28)-(30)].

b. The Ooyama-type model with a multilevel boundary layer (MBL)
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In this Ooyama-type model (hereafter, MBL), the slab boundary layer is replaced by a
multilevel boundary layer, which is a simplified version of the boundary layer model of Kepert and
Wang (2001) and outlined in Li and Wang (2021a) and also used in Fei et al. (2021). Exchanges of
mass, momentum and heat between the boundary layer and the two layers above occur at the
prescribed boundary layer top hy, which is set to be 1000 m as in the slab boundary layer. Our
tests show that the major results are not strongly dependent on the height of the prescribed boundary
layer top in a reasonable range (see discussions in section 4a). The governing equations of the

multilevel boundary layer are given below

ou Jdu Ju v _ 0P

Setusrtwar—(f+2)v=—52+ Dy, + Drau + Do (14)
v v

5 Tud+w—=Dyy, + Dpay + Dy, (13)
ow 10ru

2z Trar 0 (1o

where u, v, and w are the radial and tangential winds, and vertical velocity; D,  x 1s vertical

diffusion (including surface friction) of X (u, or v) defined as —0F,, x/0z, in which F,;x

represents vertical turbulent flux; F,;x above the surface has the form FJz7 9 =-K, Z—)Z(, where
the vertical diffusivity has the form K, = [} [(E) + (5) ] with the vertical mixing length [,
being parameterized as [;1 =1, "' + (kz)~! (Blackadar 1962), with the asymptotic mixing

length [, being 90 m (except otherwise specified) and the von Karmen constant k being 0.4; F,4 x

at the sea surface is parameterized by the bulk aerodynamic formula and has the form Fjg 9=
—CpSsX, for momentum flux and Fj§ , = —CpSs(6e — 6,5) for enthalpy flux, in which the

variable with the subscript ‘s’ means that it is evaluated at 10-m height. Note that u,, v,, w, in
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the calculations of mass flux (Q;;) and vertical exchange (D, x) in MBL are defined at the
prescribed boundary layer top h; mentioned above rather than the depth-average in the boundary
layer. Note also that the equivalent potential temperature is assumed to be well-mixed in the
boundary layer in MBL and thus the same budget equation Eq. (5) as in SBL is used.
¢. Numerical solution and experimental design

The governing equations are solved numerically. Both SBL and MBL have a uniform radial
grid spacing of 1 km, extending from the TC center outward to 2400 km, where an open lateral
boundary condition is assumed. The multilevel boundary layer consists of 20 levels in the vertical
from the surface to a height of 1774 m, which is higher than the prescribed boundary layer top (hy,)
to ensure that a complete boundary layer structure could be fully captured. We will show in section
4a that reasonable changes in the multilevel model top make negligible difference to the simulated
TC evolution. The model time integration is accomplished with the alternative use of forward and
forward-backward schemes. Most of the model parameters are identical to those used in FL16
except that more realistic surface exchange coefficients and mixing lengths (I, and [,,) are used
in our model as listed in Table 1.

The initial cyclonic vortex has the radial profile of tangential wind which is slightly modified

from that used in Ooyama (1969) and FL16 and it is given below:

2(r/rm)
mo 1+(r/rm)2 ! TS T
vy(r) = e N2 17
o) imy, ) (17)
’ m

mo 1+(r/rm)2

where v, and 7;, are the maximum tangential wind and the radius of maximum wind. An

exponential decay term with 7, of 1000 km is imposed to the original tangential wind outside 7,
9
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so that the tangential wind nearly vanishes at a limited outer radius. A weak tropical depression
with V0= 10 m s! and 7,,,= 80 km is assumed in the boundary layer and in the lower layer free
atmosphere while there is no flow in the upper layer free atmosphere in all experiments described
below. The initial mass field is in gradient wind balance with the given tangential wind.

Three basic experiments were designed to examine and understand the different behaviors of
the simulated TC intensification in the Ooyama-type three-layer model with different treatments of
the boundary layer. In experiments SBL and MBL, the slab boundary layer and the multilevel
boundary layer were used, respectively, with other model settings being default as described above
in sections 2a and 2b. In the sensitivity experiment FMBL, a wind factor (fac) with value of 0.8
was applied to 10-m radial and tangential winds in the forms of ulf = u,o * fac and v =
v10/fac in calculating surface wind stress and enthalpy flux during the integration of MBL model.
This means that in FMBL, the 10-m winds (u4, V19) in calculating the surface wind stress and
surface enthalpy flux were replaced by the modified winds (u}%, v}), which was used to mimic
the boundary layer averaged winds as in the slab boundary layer. The modified wind speed (SM)
increases correspondingly with an approximation of S}4=S;,/fac because the surface tangential
wind is much larger than the radial wind and largely determines the total surface wind speed.
Therefore, the modified winds (ulf, vM) lead to increased surface wind stress and enthalpy flux in
FMBL. Note that 0.8 for fac was chosen based on the ratio between 10-m winds and the boundary-
layer mean winds in the inner core of TCs from previous boundary layer models (e.g., Kepert 2010a)

and our preliminary tests.

10
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3. TC intensification with different treatments of the boundary layer

a. An overview of the simulated TC with MBL

Before comparing the simulated TCs with different treatments of the boundary layer in the
Ooyama-type three-layer model, some basic characteristics of the simulated TC using the newly
developed Ooyama-type model with a multilevel boundary layer (i.e., MBL) are presented here
first. The evolutions of the storm intensity and various radii regarding wind structures simulated in
MBL are shown in Figs. 1a,b. As we can see from Fig. 1a, the maximum tangential wind at lower
free atmosphere (Vimax) increases from 10 to 60 m s in about 3.5 days (84 h) with the most rapid
intensification at 46 h of simulation. The simulated TC maintains its intensity after attaining the
steady state, which is different from that in Ooyama (1969) (cf. his Fig. 4) who assumed the
gradient wind balance even in the boundary layer but is consistent with that in FL16 (cf. their Fig.
4) who included the unbalanced flow as in this study. FL16 found that the assumption of gradient
wind balance in the boundary layer would cause the maximum eyewall ascent to occur outside of
the radius of maximum gradient wind (RMGW). The latent heat release in the eyewall ascent
produces the maximum positive tangential wind tendency outside the RMGW while frictional
convergence (represented by the mass fluxes between the middle layer and the boundary layer, see
section 2¢ in FL16 for more information) reduces the tangential wind inside the RMGW. During
the initial spinup period (defined as 6-hourly intensity change less than 2 m s!) when the vortex is
weak, the radius of maximum v; (abbr. rmv[) increases slightly (Fig. 1b). Once entering the primary

intensification stage, the inner core starts contracting continuously and the radius of maximum wj

11
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(abbr. rmwb), which approximately presents the location of diabatic heating, is always located
inside rmvI. The radius of maximum wind maintains at around 30 km after achieving quasi-steady
intensity of 60 m s, which is comparable to the observed relationship between TC intensity and
the radius of maximum wind (Zhang et al. 2020).

The 6-hourly changes of v; and rmvI are shown in Fig. 1c. We can see that the 7mv/ contraction
generally keeps pace with but precedes the storm intensification, with the fastest contraction rate
occurring about 6 h earlier than the highest intensification rate. Similar results have been reported
in previous observational and numerical studies (Stern et al. 2015; Qin et al. 2016; Li et al. 2019;
Wu et al. 2021). With the intensification of the simulated TC, the outer radii of both the hurricane-
force and gale-force winds expand radially outward even after the quasi-steady stage is reached.
Compared with those in Ooyama (1969), the outward expansion is much slower in our simulation
mainly because the removal of the gradient wind balance assumption in our model induces stronger
inflow, and thus more absolute angular momentum is transported inward from the outer-core region
to accelerate the inner core. Another measure of TC structure is the inflow angle, defined as tan®
Yu10/v10) at the location of vigmar in the numerical simulation following Bryan et al. (2012). The
inflow angle simulated in MBL maintains around 20° during the quasi-steady stage (not shown),
which is close to the averaged 23°obtained based on observations from a large database of
dropsonde data (Powell et al. 2009).

The radial distributions of some model variables within a radius of 240 km at three selected
times are presented in Fig. 2. The three selected times marked in Fig. 1a are 30, 46, 84 h, which

indicate the time when the storm just starts its primary intensification stage, intensifies the most
12
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rapidly, and reaches the nearly steady-state intensity, respectively. The upper row in Fig. 2, shows
the radial profiles of v;, v2, and —up. Generally, the distributions are consistent with the numerical
simulations of the original Ooyama model (cf. their Figs. 4,5). However, v; simulated in MBL
shows an abrupt radial variation inside its maximum during the primary intensification stage (Figs.
2a,b), especially around the time of the most rapid intensification (Fig. 2b). Similar results can be
found in those simulated by the Ooyama-type model with the unbalanced slab boundary layer in
FL16 (cf. their Fig. 6). The abrupt radial variation in v; near the eyewall ascent is mainly related
with the narrow ascent updraft in the unbalanced boundary layer, which causes sharp gradient in
the positive tangential wind tendency around the eyewall ascent. Such an abrupt radial variation in
vy is alleviated by the increasing horizontal diffusion when the storm intensifies further towards its
quasi-steady state.

The vertical motion at the boundary layer top (w} ) and the entrainment parameter (1) are shown
in the lower row in Fig. 2. The storm intensification is accompanied with the enhancement of
eyewall updraft and the gradual decrease of convective instability near the eyewall updraft. The
wp and 7 profiles show some dissimilarities to those shown in Ooyama (1969). There is a weak
subsidence just inside the eyewall updraft in the TC simulated in MBL, while no apparent
subsidence is shown in the original Ooyama model. By comparing the balanced and unbalanced
simulations in FL16, it turns out that the TCs simulated with the unbalanced boundary layer all
exhibit obvious subsidence inside the eyewall ascent, like what is shown in Figs. 2d-f. Note that
the subsidence inside the eyewall updraft is a common feature in observations and in simulations

with full-physics models (e.g., Willoughby 1998; Wang 2001, 2007; Stern et al. 2015). There is a
13
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local minimum in the entrainment parameter at the location of the subsidence because of the cold
middle-level low entropy air carried downward to the boundary layer by the subsidence.
Nevertheless, this narrow weak downdraft with a low entrainment parameter does not have any
considerable influence on the intensification processes of the simulated storm.

The above analysis indicates that the Ooyama-type three-layer model with a multilevel
boundary layer can capture the main features of TC evolution qualitatively comparable to those
simulated in full-physics models or the Ooyama-type three-layer models with the unbalanced
boundary layer as discussed in FL16. However, the simulation shows great improvements to those
documented in Ooyama (1969), in which the balanced slab boundary layer was used. This suggests
that the model we constructed has included the basic processes that control TC intensification, such
as the control of eyewall diabatic heating by the boundary layer dynamics and the balanced
response of the secondary circulation to diabatic heating in the eyewall updraft and its role in
spinning up the primary circulation as recently schematically shown in Li and Wang (2021a). To
further demonstrate the superior of the use of a multilevel boundary layer to the use of a slab

boundary layer, we compared the simulations between SBL and MBL in the next subsection.

b. Comparison between simulations with SBL and MBL

The performances of the Ooyama-type three-layer models with a slab boundary layer (SBL)
and a height-resolving boundary layer (MBL) in simulating TC development are compared in this
subsection. The simulation with a modified MBL (FMBL, see section 2¢) is also conducted to help

understand the differences between the simulations in SBL and MBL. Figure 3 compares the
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temporal evolutions of the simulated TC intensity and 6-hourly intensification rate (abbr. IR6) in
the three experiments (SBL, MBL, and FMBL). The onset of the primary intensification stage [IR6
=2 m s (6h)'] in SBL is the earliest among the three experiments, and accordingly, its most rapid
intensification also occurs first at 25 h of simulation with the maximum intensification rate up to
15.8 m s7! (6h)"!. After around 60 h of simulation, the storm in SBL reaches the quasi-steady
intensity of 59.3 m s™. The most rapid intensification in MBL occurs at 46 h of simulation with the
maximum intensification rate of 11.9 m s! (6h)™!, which is about 21 hours later and 25% smaller
than that in SBL, respectively. Besides, it takes about 84 h for the storm in MBL to attain its steady-
state evolution, about 40% longer than that in SBL. As a simple check on the realism of the model
simulation, the intensification rate is compared to that reported in some earlier observational studies.
According to the study of Xu et al. (2016) and Xu and Wang (2018a), the observed maximum
intensification rate over the North Atlantic and the western North Pacific are roughly 11 and 10 m
s'1 (6h)!, respectively, for sea surface temperature of 29 °C. The observed maximum intensification
rate reflects the upper limit of the intensification rate of a real TC under favorable environmental
conditions. The maximum intensification rate of 11.9 m s™! (6h)™! simulated in MBL is comparable
with that in observations while that of 15.8 m s™' (6h)™! in SBL is too large. With the wind factor
introduced to the near-surface winds in calculating surface wind stress and enthalpy flux in FMBL,
the onset of the primary intensification stage becomes much earlier with the initial spinup period
shortened by 37%, and the maximum intensification rate is 42% higher than that in MBL, but both
are comparable to those simulated in SBL. This suggests that the large intensification rate of the

storm simulated in experiment SBL results primarily from the overestimated surface wind stress
15
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and enthalpy flux due to the use of the boundary-layer mean winds rather than the near-surface
winds as used in MBL.

The structural evolutions of the three storms simulated in MBL, SBL, and FMBL are compared
in Fig. 4. Note that during the initial spinup stage, the radius of maximum tangential wind in the
lower layer (rmv;) and the radial location of eyewall updraft at the boundary layer top (rmwy) show
some irregular changes, especially in MBL, because the boundary layer is not well developed in
the early model integration. With the intensification of the storm and the contraction of rmvy,
eyewall updraft keeps strengthening and rmw; contracts continuously. In all experiments, the
contraction of both rmv; and rmwy stops when the storms reach their quasi-steady stages. The
eyewall updraft strengthens much faster and is also much stronger in SBL than in MBL during the
primary intensification stage, which corresponds to the much more rapid intensification in SBL. In
addition, the inflow angle of the simulated TC in SBL is around 10°during the steady-state (not
shown), which is much smaller than that in MBL (20 ") and observation (23 ). This is because the
inflow angle in a slab boundary layer is determined by the boundary-layer averaged tangential and
radial winds, namely weaker inflow and stronger tangential wind than those near the surface in
MBL. With the surface wind stress and enthalpy flux enhanced in FMBL relative to those in MBL,
the eyewall updraft core becomes stronger and is located more inside rmv/ than that in MBL. This
can be clearly seen from the horizontal reference lines in Figs. 4a,c, which mark the model times
when the storm intensities in terms of the maximum v; are at 15, 20, and 30 m s, respectively. The
larger diabatic heating rate more inside rmv/ implies higher heating efficiency and thus higher

intensification rate in FMBL than in MBL as inferred from the balanced vortex dynamics (Schubert
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and Hack 1982; Pendergrass and Willoughby 2009). Similar mechanism applies to the shortened
initial spinup period in FMBL compared to that in MBL.

Although the eyewall updraft is about 50% weaker in FMBL than in SBL, the primary
intensification of the simulated storm in FMBL starts only several hours later but with the
maximum intensification rate slightly higher (Fig. 3). This can be explained by the difference in
the locations of the eyewall heating relative to rmvI. As we can see from Fig. 4, the updraft core
simulated in FMBL is located more inside rmv/ than that in SBL during the primary intensification
stage, implying the higher heating efficiency in FMBL than in SBL. The radial location of the
eyewall updraft is determined by the frictional convergence of the boundary-layer inflow. The
outwardly located eyewall updraft in SBL relative to that in FMBL results from the weaker
overshooting of the boundary-layer inflow, which is presumedly due to the inaccurate calculation
of vertically averaged nonlinear advection terms in the slab boundary layer in SBL. Figure 5
compares the true depth-averaged advection term —W and the slab-model equivalent
advection term —u du /dr in the boundary layer of MBL. It is clear that the slab-model treatment
of the nonlinear advection terms substantially underestimates the magnitude of the negative radial
advection of radial wind near the radius of maximum upward motion and shifts the true location of
the minimum radial advection of radial wind outward. Namely, the overshooting of the frictional
inflow in a slab boundary layer is less inwardly penetrated relative to the RMGW than that in a
height-resolving boundary layer. Consistent results were also documented by Kepert (2010b) based
on a diagnostic height-resolving boundary layer model. Kepert (2010b) indicated that the errors in

calculating the nonlinear advection term in the slab boundary layer are not negligible but are not
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very large either with an acceleration error of 10 m s2. He also mentioned that errors cannot be
fully captured based on the budget analysis in a diagnostic model because the slab model is
nonlinear and the error may accumulate. The results in our study partly confirm his speculation.
Although the acceleration errors of 103-10* m s during intensification in this study are not too
big in magnitude, they have a persistent and cumulative effect on boundary-layer inflow during TC
intensification, which then influences eyewall updraft and intensification rate to some extent.
Above-mentioned analysis indicates that the simplification in calculating the nonlinear advection
terms in a slab boundary layer can cause non-negligible simulation errors.

Interestingly, although the intensification rate differs greatly among SBL, MBL, and FMBL,
the quasi-steady state intensities of the three simulated storms are very close (Fig. 3a). To
understand this feature, we conducted two additional sensitivity experiments similar to FMBL to
isolate the roles of surface wind stress and surface enthalpy flux in affecting the behavior of the
simulated storm. In one experiment (FMBL _heat), the modified winds are only used in calculating
surface enthalpy flux, while in the other experiment (FMBL fric), the modified winds are only
used in calculating surface wind stress.

Figure 6 compares the time series of storm intensities and 6-hourly intensification rates
simulated in FMBL, FMBL _heat, FMBL _fric, and MBL. The storm simulated in FMBL, in which
the modified winds are used in calculating both surface wind stress and surface enthalpy flux, has
the shortest initial spinup period, intensifies the most rapidly among the four experiments, and
attains the quasi-steady intensity after about 60 h of simulation. With the modified winds only used

in calculating surface enthalpy flux in FMBL _heat, the primary intensification stage is substantially
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delayed compared to that simulated in FMBL but occurs slightly earlier than that in MBL. The
storm intensifies less rapidly with the maximum intensification rate reduced by about 18%
compared to that simulated in FMBL but somewhat higher than that simulated in MBL. The storm
simulated in FMBL _heat reaches its quasi-steady state intensity of 63.0 m s, which is about 5%
stronger than that simulated in MBL and FMBL. This suggests that surface enthalpy flux
contributes positively to both the intensification rate and the final maximum intensity of the
simulated storm. Compared to that in FMBL, the primary intensification in FMBL fric is only
slightly delayed but with the maximum intensification rate reduced by about 13%, while the quasi-
steady intensity of the storm simulated by FMBL fric is about 5% weaker than that simulated in
MBL and FMBL. This indicates that surface friction can largely shorten the initial spinup period
and contributes positively to the intensification rate but limits the final maximum intensity of the
simulated TC. These results are generally in agreement with those recently examined by Li and
Wang (2021a), who found that increasing surface drag coefficient in a reasonable range shortened
the initial spin-up time but reduced the final maximum intensity. In the early spinup period, the
large surface wind stress favors the development of boundary layer inflow, and thus the eyewall
updraft, leading to the earlier development of eyewall convection and the onset of the primary
intensification stage. With the intensification of the storm, the gradually increasing wind speed
results in rapidly enhancing surface frictional effect, which increases with the square of surface
wind speed, limiting the final maximum intensity of the simulated storm. Although the positive
effect from frictionally induced boundary layer convergence and the eyewall updraft also increases

as the storm intensifies, its effect is largely offset by the negative effect from the frictional loss of
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kinetic energy. Eventually, the positive effect of surface enthalpy flux and the negative effect of
surface wind stress are almost balanced, leading to little difference in the final intensity among
FBML, SBL, and MBL as we can see from Fig. 3a.

The above results, however, differ from those in FL16, who found that the storm simulated in
the Ooyama-type model with a slab boundary layer was substantially stronger in the quasi-steady
stage than that simulated with a parameterized height-dependent boundary layer (cf. their Fig. 4),
as also mentioned in the introduction. The difference is probably caused by the intrinsic weaknesses
of the parameterized height-dependent boundary layer model in simulating the boundary layer
structure as shown in Kepert (2010b). He compared the boundary-layer wind structures simulated
in the parameterized height-dependent and the multilevel height-resolving boundary layer models.
With the same other model settings, the parameterized height-dependent boundary layer model
simulated upward motion about 30% weaker than the multilevel height-resolving boundary layer
model. The too weak eyewall updraft in the parameterized height-dependent boundary layer model
could be related to the fixed constant boundary layer depth and the simplified treatment of vertical
advection term. As a result, with similar surface wind stress, weaker upward motion and thus
convective heating in the eyewall in the simulation with the parameterized height-dependent
boundary layer may lead to a weaker maximum steady-state intensity. Therefore, the weaker final
maximum intensity of the storm simulated with the parameterized height-dependent boundary layer
than that simulated with the slab boundary layer in FL16 could be due to the intrinsic weakness of
the parameterized height-dependent boundary layer, which underestimates the final maximum

intensity of the simulated storm.
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4. Sensitivity experiments with MBL

In this section, the good performance of the newly developed Ooyama-type model with a
multilevel boundary layer (MBL) is demonstrated with various sensitivity experiments, including
those previously studied with full-physics models in the literature. Three groups of experiments are
considered. In the first group, the sensitivity of the simulated storm to the model configuration,
including the selected model depth and boundary layer top, is conducted to demonstrate that our
main results and conclusions are little dependent on the model configuration. In the second group,
the sensitivity of the simulated storm to several key physical parameters, including the sea surface
temperature, latitude, and both horizontal and vertical mixing lengths, is examined to demonstrate
that the simple model can reproduce most of the features that are previously simulated with full-
physics models. In the third group, the sensitivity of the simulated storm to the initial vortex
structure, including the radius of maximum wind and the decaying rate of tangential wind outside
the radius of maximum wind, is examined to demonstrate that the simple model can duplicate the
dependence of the simulated TC behavior on the initial TC vortex structure previously simulated

with full-physics models in the literature.

a. Sensitivity to model configuration

As in Kepert and Wang (2001), a Neumann boundary condition is used at the top of the
multilevel boundary layer described in section 2b, where the vertical gradient of horizontal winds
1s assumed to be zero. Kepert (2017) demonstrated in his appendix that under the Neumann upper

boundary condition, the boundary layer wind structure is insensitive to the height of the model top
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in a multilevel boundary layer model forced by the prescribed pressure gradient force. Here, the
sensitivity of the simulated TC intensification to the model top of the multilevel boundary layer is
evaluated in the Ooyama-type three-layer model. We conducted experiments in MBL with various
model tops at 1,239 m (16 model levels), 1,774 m (20 levels), and 2,383 m (24 levels), respectively,
among which 20 levels is the default setting used elsewhere in the text and the other two are used
as sensitivity experiments. In the first sensitivity experiment, 1239 m with 16 vertical levels is
marginally higher than h;,, which denotes the boundary layer top where the exchange with the free
atmosphere above occurs and is set to be 1000 m in this study (see section 2b). The second
sensitivity experiment has 24 vertical levels with the top at 2383 m to ensure that the simulated
interior is less affected by the upper boundary condition and a full gradient wind adjustment in the
upper part can be achieved. As shown in Fig. 7a, experiments with three different vertical levels
simulate almost the same intensification rate and final maximum intensity. This is mainly due to
the fact that the simulated boundary layer flow is almost identical (Fig. 8), as demonstrated in the
forced boundary layer model by Kepert (2017). Therefore, choosing different model levels for the
multilevel boundary layer has little influence on the behavior of the simulated TC in MBL.
Another model configuration in MBL is related to the definition of the boundary layer top (%»),
which is set to be 1000 m by default, the same as that used in SBL. In the assumed slab boundary
layer, turbulence mixing is presumed to vanish at the boundary layer top. However, this assumption
cannot be fully satisfied in the multilevel boundary layer because the vertical diffusion is not
necessarily zero above /5. In addition, choosing different boundary layer depths may affect the

updraft at the boundary layer top and also the equivalent potential temperature in the boundary
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layer. Therefore, we further examined whether the chosen boundary layer depth has a significant
impact on the simulated TC. Three experiments with the boundary layer tops at 782 m (at the 12th
level), 1000 m (at the 14th level), and 1239 m (at the 16th level), respectively, were conducted.
Figure 7b shows that with a reduced boundary layer depth, the initial spinup period is slightly
shortened. This is mainly because the eyewall updraft below 1000 m is located slightly more
radially inward than that at and above 1000 m due to the outward tilt of the eyewall updraft in the
boundary layer (see horizontal reference lines in Fig. 8b). This results in relatively higher heating
efficiency, and thus the reduced initial spinup period but little effect on the final maximum intensity.
Nevertheless, in general, the overall behavior of the simulated storm in MBL is not very sensitive

to the chosen boundary layer top at around 1000 m.

b. Sensitivity to physical parameters

The development of a TC is controlled by a series of physical processes, including the turbulent
flux at the sea surface, turbulent vertical mixing in the boundary layer, and subgrid scale horizontal
diffusion, and so on. It is necessary for a newly developed model (MBL) to be able to capture the
sensitivity of the simulated TC to these physical processes consistent with more physically based
full-physics models. In other words, the new model should have appropriate response to the varying
physical parameters. Therefore, we tested the sensitivity of the simulated TC to various physical
parameters, including horizontal mixing length (l,), asymptotic vertical mixing length (l,), SST,
and the Coriolis parameter (latitude).

The horizontal and asymptotic vertical mixing lengths control the horizontal and vertical
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turbulent diffusion, respectively. As shown in Figs. 9a,b, both the maximum intensification rate
and the final maximum intensity are highly sensitive to the horizontal mixing length. With the
reduced horizontal mixing length (and thus the reduced horizontal diffusion), the simulated storm
intensifies more rapidly and reaches a higher final maximum intensity (Fig. 9a), which is consistent
with the results in Bryan and Rotunno (2009) and Bryan (2012). Rotunno and Bryan (2012) found
that the horizontal diffusion is a major contributor to the angular momentum budget in the inner-
core boundary layer and it acts to reduce the angular momentum of the parcels there, thus diffusing
the radial distribution of angular momentum carried upward. Note that when /j is set to 50 m, the
TC intensity exhibits some small-scale oscillations, which could be related to the severe frontal
discontinuity between the eye and eyewall regions due to the insufficient horizontal mixing across
the radius of maximum wind. Different from the horizontal mixing length, the asymptotic vertical
mixing length has a relatively weaker influence on the simulated storm. Generally, reducing the
asymptotic vertical mixing length results in the reduced intensification rate and final maximum
intensity but the impact is rather marginal. Rotunno and Bryan (2012) also found that vertical
diffusion hardly influences the maximum tangential wind but it imposes significant effects on the
boundary layer depth and the amount of supergradient wind (maximum wind in excess of the
gradient wind).

The SST is well recognized as an important factor controlling TC development because it
largely determines the energy supply to TCs through surface enthalpy flux from the underlying
ocean. With a higher SST, the simulated TC in MBL intensifies more rapidly and attains a higher

final maximum intensity (Fig. 9c). This is in agreement with observations and high-resolution
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numerical simulations by full-physics models (e.g., Xu and Wang 2018a; Crnivec et al. 2016; Li et
al. 2020). Note that since the stratification in the free atmosphere above the boundary layer is the
same in all SST experiments, the actual comparison is not straightforward.

The Coriolis parameter is another factor that may affect TC intensification rate and the final
maximum intensity. Figure 9d shows results from simulations with the Coriolis parameters at
different latitudes. We can see that at the lower latitude with a smaller Coriolis parameter or weaker
ambient rotation, the simulated storm has higher intensification rate and stronger final maximum
intensity. Several previous studies with numerical simulations also reported similar results
(DeMaria and Pickle 1988; Smith et al. 2011). Smith et al. (2015) explained such a sensitivity to
the dependence of the dynamics of the frictional boundary layer to the Coriolis parameter. Namely,
with a reduced Coriolis parameter, the boundary layer inflow and thus the eyewall updraft would
be stronger, leading to stronger diabatic heating and thus more rapid intensification and higher final

maximum intensity of the simulated storm.
c. Sensitivity to initial vortex structure

In addition to physical parameters, the structure of the TC vortex itself also largely influences
its intensification and maximum intensity (Carrasco et al. 2014; Xu and Wang 2015; 2018a,b; Tao
et al. 2020; Li and Wang 2021b). For example, the intensification rate of the observed TCs is found
to be negatively correlated with the radius of maximum wind and the outer-core wind skirt
(Carrasco et al. 2014; Xu and Wang 2015; 2018a). This phenomenon was upheld later by numerical

experiments with cloud-resolving models (Xu and Wang 2018b; Tao et al. 2020; Li and Wang
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2021Db). Previous studies also reported that the final maximum intensity of a numerically simulated
TC is positively correlated with the initial inner-core size of a TC (Xu and Wang 2018b; Tao et al.
2020). To see whether the newly developed simple model can reproduce the observed and
numerically simulated relationship between the initial TC structure and the subsequent TC
intensification and the final maximum intensity, we conducted some sensitivity experiments by
varying the radius of maximum wind (7)) and the decay parameter (7,) in the initial wind profile
given in Eq. (17). The radial distributions of the initial tangential winds used in various experiments
are plotted in the thumbnail figures of Figs. 9e, f, from which we can see that vortex with smaller
rm and 7, has a smaller inner-core size and a narrower outer-core wind skirt, respectively.
Consistent with previous studies, the initial spinup period is shorter and the intensification rate
during the subsequent primary intensification stage is larger for the vortex with initially smaller 7,
and r,. This has been explained based on the balanced vortex dynamics in Xu and Wang (2018b)
and by the dependence of the unbalanced boundary layer dynamical response to the vortex structure
in Li and Wang (2021b). According to the balanced vortex dynamics, the vortex initially with a
larger r» (larger r,) has lower inertial stability inside 7, (higher inertial stability outside 7). The
larger r» implies smaller eyewall heating efficiency in spinning up the tangential wind in the inner
core and the larger 7, implies larger resistance to the inflow into the inner core. Li and Wang (2021b)
demonstrated that both the strength and the radial location of diabatic heating in the eyewall depend
on the response of the unbalanced boundary layer dynamics, and such a response is greatly
controlled by the TC vortex structure and can help explain well the dependence of the simulated

TC behavior on the initial TC vortex structure.
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Although TCs with an initially smaller 7, or initially narrower outer-core wind skirt intensify
more rapidly, they tend to achieve lower final maximum intensities (Figs. 9¢,f), consistent with the
results in Xu and Wang (2018b). Similar results have also been reported in Tao et al. (2020), who
found a linear relationship between 7, and the absolute angular momentum passing through 7, in
the simulated steady-state TCs. As they mentioned, their finding suggests that the TC vortex with
initially large absolute angular momentum (i.e., larger 7,, and/or higher intensity) would be more
intense in the steady-state in their model simulations. However, the precise mechanisms are still an
issue to be addressed in future studies.

Finally, it is our interest to compare the responses to various parameters in SBL with those in
MBL discussed above, corresponding sensitivity experiments (except for the asymptotic vertical
mixing length ) using SBL are also conducted with the results compared in Fig. 9. In general,
the sensitivities in SBL are consistent with those in MBL. Namely, the Ooyama-type model coupled
with the slab boundary layer also responds appropriately to various parameters. However,
compared with that in MBL, the intensification in SBL is systematically too rapid. In addition, the
TC intensity simulated in SBL exhibits a more obvious instability than that in MBL when the
horizontal diffusion is too weak (cf. Fig. 9a where [, is set to 50 m). This is supposed to be related
to the more abrupt radial variation of quantities around the eyewall updraft in SBL.

The above results strongly suggest that the newly developed Ooyama-type model with a
multilevel boundary layer can well capture the key dynamical/physical processes responsible for
TC intensification and steady-state maximum intensity. It produces more reasonable TC

intensification rate and causes less instability than the version with a slab boundary layer when the
27



577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

horizontal diffusion is relatively weak. Although the new model exhibits some sensitivity to the
chosen boundary layer top, the sensitivity is marginal with the height in a reasonable range.
Therefore, this model can be used in future studies to help understand some basic dynamics in TC
intensification and maximum intensity, in particular for those related to the coupling between the

boundary layer and the free atmosphere above.

5. Conclusions and discussion

The three-layer model originally developed by Ooyama (1969) is the first numerical model
that successfully simulated many aspects of TCs. The Ooyama-type model consists of a slab
boundary layer and two shallow water layers above. Later studies showed that the use of a slab
boundary layer would produce unrealistic boundary layer wind structure (Kepert 2010a,b; Williams
2015) and too strong eyewall updraft at the top of TC boundary layer and thereby simulate
unrealistically rapid intensification compared to the use of a parameterized height-dependent
boundary layer (FL16). To fully consider the height-dependent boundary layer dynamics in the
Ooyama-type three-layer model, this study replaced the slab boundary layer with a fully nonlinear
multilevel boundary layer, performed simulations of TC evolution, and compared the behavior of
the simulated TC in the same model settings but with a slab boundary layer.

Results show that compared with the simulation with a slab boundary layer, the use of a fully
nonlinear multilevel boundary layer can greatly improve simulations of the boundary-layer wind
structure and the strength and radial location of eyewall updraft, and thus more realistic

intensification rate to a certain extent. The storm simulated with the multilevel boundary layer
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experienced a much longer (40%) initial spinup period and lower intensification rate (25%) than
that simulated with the slab boundary layer. The improvement results partly from the better
treatment for surface wind stress and surface enthalpy flux calculations and partly from the more
accurate representation of nonlinear advection terms in the boundary layer. We showed that
increasing surface wind stress led to the shortened initial spinup period and thus the earlier onset
of the primary intensification stage but a reduced steady-state intensity while increasing surface
enthalpy flux led to a marginally earlier onset of the primary intensification stage, a relatively
higher intensification rate, and a larger steady-state intensity of the simulated storm. These are
consistent with previous results based on fully-physics cloud-resolving model simulations (e.g., Li
and Wang 2021a). Further analysis showed that the eyewall updraft in the simulation with the
multilevel boundary layer is much weaker but more inside the radius of maximum wind than that
in the simulation with the slab boundary layer. This indicates that the weaker diabatic heating with
the multilevel boundary layer due to the weaker eyewall updraft is partly compensated by the higher
heating efficiency due to higher inertial stability as implied by balanced vortex dynamics. The less
inwardly displaced eyewall updraft relative to the radius of maximum wind in the slab boundary
layer than in the multilevel boundary layer is partly due to the inaccurate representation of nonlinear
advection terms in the slab boundary layer, an intrinsic weakness as revealed by Kepert (2010b).
To further demonstrate the simulation ability of the newly developed simple model, we also
performed a series of sensitivity experiments. Results confirmed that our main results and
conclusions are little dependent on the model configuration, including the height of the vertical

extent of the multilevel boundary layer and the prescribed height of the boundary layer top. In
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addition, the model can reproduce the TC evolution and sensitivity to various physical parameters
and the initial vortex structure comparable to full-physics models reported in the literature.
Finally, we should point out that although the model documented in this study can reproduce
many aspects of TCs comparable to those simulated in full-physics models, because of the heavy
simplification, most of the results are mainly qualitatively consistent, and close quantitative
comparisons may not be straightforward. Some intrinsic weaknesses also exist in such a three-layer
configuration, including the oversimplified convective processes (e.g., neglect of the mass
ventilation caused by convection) and the upright eyewall structure. Therefore, caution needs to be
given when the model simulations are used to explain more complicated physical processes.
Nevertheless, the Ooyama-type three-layer model with a multilevel boundary layer designed in this
study is highly efficient and captures the basic dynamics of TC intensification processes involving
the nonlinear interaction between the boundary layer and free atmosphere above. Therefore, this
simple model has the potential to be used in future studies to help understand some basic dynamics
in TC intensification and maximum intensity. Besides, the simplicity of the model allows the model
to be run easily as an educational tool for class teaching. In addition, only results from the
axisymmetric configuration are reported in this study. The behavior of the simulated TC in three-

dimensions will be examined in a future work.
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768  Table 1. Values of model parameters.

Parameter Value
£ 0.9
hy, 1000 m
H,, H, 5000 m
f 5% 107° s (latitude: 20°N)
0 s 372 K (sea surface temperature: 29°C)
Oe 1 332K
Oc,2 342K
a 0.001 K s?>m™2
b 0.0002 K s*m™2
Iy 600 m
l, 90 m
Cg 1.29 x 1073
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771  Fig. 1. Evolution of the simulated TC in MBL: (a) maximum wvy; (b) radii of maximum v,,

772 maximum w,, and outer and inner limits of hurricane- and gale-force winds; (c) 6-hourly
773 change of maximum v, (solid, left coordinate) and radius of maximum wv; (dashed, right
774 coordinate). Dots on the curve in (a) indicate the times selected for the detailed illustration in
775 Fig. 2. Solid and dashed vertical reference lines in (c¢) denote time of the most rapid
776 intensification rate and the time of the fastest contraction of radius of maximum v,
777 respectively.
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Fig. 2. Radial distributions of various variables within a radius of 240 km in the simulated TC in

MBL at =30, 44, and 84 h, including v;, v,, and u; (upper panels) and w; and 7 (lower

panels).
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Fig. 3. Time series of (a) maximum v; and (b) 6-hourly intensification rate (IR6) in MBL (red),

SBL (blue), and FMBL (green). The horizontal line in (b) denotes the intensification rate of 2

m s (6h)!, which is deemed as the onset of the primary intensification phase.
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787  Fig. 4. Radius-time diagrams of v; (shaded at an interval of 10 m s™') and w,, (contoured at an

788 interval of 2 m s™! from 1 m s™) in (a) MBL, (b) SBL, and (c) FMBL. The thick red and blue
789 curves mark the radii of maximum w, and v, respectively. Long dashed, short dashed, and
790 solid horizontal lines in each panel refer to the respective times for the storm intensity at 15,
791 20, and 30 m s!, respectively. The values (unit: km) denote the radial distances between the
792 maximum w,;, and v;.
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794  Fig. 5. Radius-time diagrams of (a) the true depth-averaged radial advection of u (—udu/0r, unit:

795 m s h'!) and (b) the slab-model equivalent radial advection of u (—#dii/dr) in MBL. The
796 difference —u’du’/dr is shown in (c). The thick line in each panel denotes the location of
797 the maximum w;, in MBL. Note that to give a better illustration, the contours are not at a
798 constant interval.
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803  Fig. 7. (a) Time series of maximum v; of the storms simulated in MBL with the height of the
804 boundary layer model at 1239 (long dashed), 1774 (solid), and 2383 m (short dashed),
805 respectively. (b) Time series of maximum v; of the storms simulated in MBL with the
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809  Fig. 8. Radius-height diagrams of the steady-state boundary layer winds simulated by MBL with

810 the model height at (a) 1239, (b) 1774, and (c) 2383 m, respectively, including tangential
811 (contoured in black at an interval of 10 m s™!), radial (contoured in blue at an interval of 5 m
812 s, and vertical winds (shaded at an interval of 0.5 m s™). The long-dashed (782 m), solid
813 (1000 m), and short-dashed (1239 m) horizontal lines in (b) mark the heights of the boundary
814 layer top in the three experiments shown in Fig. 7b.
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816  Fig. 9. Sensitivities of the simulated TC intensity evolution to (a) the horizontal mixing length (I,

817 unit: m), (b) the asymptotic vertical mixing length (I, unit: m), (c) sea surface temperature
818 (SST, unit: C), (d) latitude (unit: degree) of the Coriolis parameter, and (¢) radius of
819 maximum wind (7;,, unit: km) and (f) decay parameter (7, unit: km) of the initial TC vortex
820 in MBL (solid curves) and SBL (dashed curves). The initial wind profiles of the sensitivity
821 experiments in (e) and (f) are shown as thumbnails.
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