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Abstract

Although neural models have shown strong

performance in datasets such as SNLI, they

lack the ability to generalize out-of-distribution

(OOD). In this work, we formulate a few-

shot learning setup and examine the effects of

natural language explanations on OOD gen-

eralization. We leverage the templates in the

HANS dataset and construct templated natural

language explanations for each template. Al-

though generated explanations show compet-

itive BLEU scores against groundtruth expla-

nations, they fail to improve prediction perfor-

mance. We further show that generated expla-

nations often hallucinate information and miss

key elements that indicate the label.

1 Introduction

Thanks to recent advances in pre-trained language

models (Vaswani et al., 2017; Devlin et al., 2018),

the state-of-the-art accuracy for natural language

inference (NLI) can easily exceed 90% (Pilault

et al., 2020). However, these NLI models show

poor out-of-distribution (OOD) generalization. For

instance, McCoy et al. (2019) create a templated

dataset (HANS) and find model performance to be

about chance in this dataset.

While recent studies try to tackle this robustness

problem from the perspectives of both the dataset

and the model (Le Bras et al., 2020; Swayamdipta

et al., 2020; Clark et al., 2019), we investigate an

extra dimension of information, natural language

explanations. Our work is motivated by the grow-

ing interest in explanations in the NLP commu-

nity (Camburu et al., 2018; Rajani et al., 2019;

Alhindi et al., 2018; Stammbach and Ash, 2020):

these explanations can potentially enable models to

understand the reasoning strategy beyond spurious

patterns. We focus on a few-shot learning setup

because it is unrealistic to expect a large number of

annotated OOD examples.

To introduce an OOD setting with natural lan-

guage explanations, we construct E-HANS, a

dataset with natural language explanations for each

template in HANS. By leveraging the templates

in HANS, we avoid the challenges in crowdsourc-

ing natural language explanations (Wiegreffe and

Marasović, 2021) and manually build an explana-

tion dataset of high-quality.

We use an EXPLAINTHENPREDICT framework

to learn with explanations. An explanation gener-

ation model outputs an explanation for each input

example, and the generated explanation is fed into

a classifier along with the input example. While

BLEU scores imply high quality of generated ex-

planations, learning with explanations does not im-

prove predictive performance either in-distribution

or out-of-distribution. We show the generated ex-

planations contain words in the true explanations,

but they fail to reproduce important phrases and

often hallucinate entities during generation.

2 Building Natural Language

Explanations for HANS

To investigate whether natural language expla-

nations improve the robustness of natural lan-

guage inference (NLI), we build on two exist-

ing datasets: 1) HANS, which introduces tem-

plates to generate OOD examples for robust eval-

uation of NLI models; 2) E-SNLI, which pro-

vides explanations for the Stanford Natural Lan-

guage Inference (SNLI) dataset. Our key con-

tribution is to augment HANS by building tem-

plated natural language explanations and studying

the effect of these explanations on model robust-

ness in a few-shot learning setup. Our dataset is

available at https://github.com/ChicagoHAI/hans-

explanations.

2.1 Existing Datasets

We start by presenting details of existing datasets.

HANS (McCoy et al., 2019) contains NLI ex-

amples designed to be challenging for models that
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Premise: the psychologist by the programmers saw the
essayist.
Hypothesis: the psychologist saw the essayist.
Explanation: the psychologist by the programmers is still
the psychologist.

Table 1: An example from E-HANS. Average length of

premise and hypothesis are 8.8 and 4.4 tokens. Average

length of natural language explanation is 13.3 tokens.

tend to learn spurious patterns. It targets known

heuristics for the majority of existing NLI data. For

example, one heuristic assumes that a premise en-

tails all hypotheses that are constructed using only

words in the premise. There are 3 heuristics in

HANS, each containing 10 subcases. A subcase

is supported by a few templates and the dataset is

constructed following these templates.

E-SNLI (Camburu et al., 2018) develops free-

form self-contained explanations for the true labels

in SNLI using crowdsourcing. We pretrain a model

on this dataset to examine the effect of pretraining.

There are three explanations collected for each ex-

ample in the validation dataset, and we use the first

explanation. We do not use the test set of E-SNLI.

2.2 Templated Natural Language

Explanations for HANS

We build natural language explanations for HANS

to examine whether explanations can help models

when facing this challenging corpus. As HANS

is constructed with templates, we develop tem-

plates for natural language explanations accord-

ingly. They explain the reasons for the true label in

human language.

Table 1 shows an example of the proposed ex-

planations (more examples are in Appendix B). In

addition to developing these templated explana-

tions, we expand the original HANS vocabulary in

terms of its nouns, verbs, adjectives, and adverbs to

increase difficulty. This allows us to examine the

effect of unseen words.

3 Experiments

3.1 Few-Shot Learning Set-up

To investigate whether natural language explana-

tions improve the robustness of NLI models, we

look at a few-shot learning setting. We focus on

this setting since in practice one may have little or

no access to OOD instances. We are interested in

the following questions:

1. whether the model trained from in-distribution

examples can generalize to unseen templates

and words,

2. how many samples are enough for learning,

3. whether pretraining on E-SNLI improves gen-

eralization on HANS,

4. and most importantly, what is the effect of ex-

planations.

We use 5-fold cross validation by splitting 118

templates randomly into 5 folds. We generate k

samples for each training template using E-HANS

explanation templates. We then build a correspond-

ing development set that contains 0.2k samples of

each training template, so that the development set

is 20% the size of the training set and does not in-

clude any unseen template. This setup ensures that

the size of the development set is realistic (Kann

et al., 2019).

Finally, we build test instances in the follow-

ing categories to evaluate the performance of the

models both in-distribution and out-of-distribution:

• IND vocab, IND template. Both the templates

and the vocabulary are matched with the training

set. We expect the performance to grow steadily

as k increases.

• OOD vocab, IND template. We use the same tem-

plates as the training set, but use unseen words

to generate this test set. The challenge lies in

understanding unseen words.

• IND vocab, OOD template. We use the unseen

templates and the same vocabulary as the training

set. The challenge lies in understand the logic

encoded in unseen templates.

• OOD vocab, OOD template. Finally, we generate

the test data with both the unseen templates and

the unseen words.

We use the same test sets (300 examples for each

template) to examine how the models’ performance

changes as k increases.

3.2 Models

We adapt the EXPLAINTHENPREDICT architecture

introduced by Camburu et al. (2018) in our exper-

iments. It consists of a generation model and a

classification model. The generation model pro-

duces an explanation given an input premise and

hypothesis pair. This generated explanation and

the original input are fed into the classifier for label

prediction. Our framework slightly differs from

Camburu et al. (2018) in that their classifier only

takes explanation as input for the classifier.
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A Replicability Details

We pretrain the BERT model on E-SNLI for 5

epochs and evaluate at every epoch. The model

with best dev performance is saved as the final E-

SNLI model that we use as the initial model in

few-shot learning.

On the E-HANS dataset, we run 2000 steps to

train the generation model and evaluate every 200

steps. We choose this number because the best

dev performance is usually achieved within 2000

steps. As for the explain-then-predict classifier,

we run 200 training steps and evaluate every 4

steps because the model quickly reaches best dev

performance as training starts. On the other hand,

label-only classifier takes more steps in learning.

We train for 1000 steps and evaluate every 50 steps.

It takes around 30 minutes to train a genera-

tion model and 10 minutes to train a classification

model on our machine (with 4 gpus).
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B Samples from E-HANS

Premise: the scientists that talked thanked the psychother-
apists.
Hypothesis: the scientists thanked the psychotherapists.
Explanation: the scientists that talked are still the scien-
tists.

Premise: if the psychologists ran, the programmers ex-
isted.
Hypothesis: the psychologists ran.
Explanation: the programmers existed if the psycholo-
gists ran, we do not know whether the psychologists ran.

Premise: though the president voted, the musician existed.
Hypothesis: the president voted.
Explanation: though suggests the president voted hap-
pened.

Premise: the scientist was addressed by the psychothera-
pist.
Hypothesis: the psychotherapist addressed the scientist.
Explanation: addressed is the active form of was ad-
dressed by, so we swap the scientist and the psychothera-
pist.

Premise: if the directors addressed the illustrators, the
president listened.
Hypothesis: the directors addressed the illustrators.
Explanation: the president listened if the directors ad-
dressed the illustrators, we do not know whether the direc-
tors addressed the illustrators.

Table 3: Examples from E-HANS.

C Example Generated Explanations

Examples of generated explanations on different

test types.

IND vocab, IND template
Premise: the musician by the psychiatrists offended the
strategists.
Hypothesis: the musician offended the strategists.
Original explanations: the musician by the psychiatrists
is still the musician.
BERT explanations: the strategists offended the musician
and the strategists are by the musician, we do not know
whether the strategists offended the musician.

OOD vocab, IND template
Premise: the administrators near the penciller supported
the lyricist.
Hypothesis: the administrators supported the lyricist.
Original explanations: the administrators near the pen-
ciller are still the administrators.
BERT explanations: the musician is the subject of the
relative clause that addressed the illustrators and the pro-
grammers encouraged the programmer, we do not know
whether the planners encouraged the illustrators.

IND vocab, OOD template
Premise: the scientists who affected the colorists helped
the psychotherapists.
Hypothesis: the scientists helped the psychotherapists.
Original explanations: the scientists who affected the
colorists are still the scientists.
BERT explanations: the scientists are the subject of the
relative clause who addressed the psychotherapists and the
scientists helped the colorists, we do not know whether
the scientists helped the psychotherapists.

OOD vocab, OOD template
Premise: the professor who deceived the athletes called
the doctors.
Hypothesis: the professor called the doctors.
Original explanations: the professor who deceived the
athletes is still the professor.
BERT explanations: the psychiatrists who the president
offended is still the psychiatrist.

Table 4: Example explanations for all test case generated

by the BERT model trained with k = 4.
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IND vocab, IND template
Premise: the directors in front of the analysts avoided the
designer.
Hypothesis: the directors avoided the designer.
Original explanations: the directors in front of the ana-
lysts are still the directors.
BERT explanations: the directors in front of the analysts
are still the directors.

OOD vocab, IND template
Premise: the chaplains near the singer needed the author.
Hypothesis: the chaplains needed the author.
Original explanations: the chaplains near the singer are
still the chaplains.
BERT explanations: the psychologists are in front of the
musician and the strategists helped the writer, we do not
know whether the illustrators helped the writer.

IND vocab, OOD template
Premise: the technician that thanked the planners encour-
aged the worker.
Hypothesis: the technician encouraged the worker.
Original explanations: the technician that thanked the
planners is still the technician.
BERT explanations: the technician that encouraged the
worker is still the technician, so the technician encouraged
the worker and we do not know whether the technician
encouraged the worker.

OOD vocab, OOD template
Premise: the senators that recognized the nurses recom-
mended the chaplains.
Hypothesis: the senators recommended the chaplains.
Original explanations: the senators that recognized the
nurses are still the senators.
BERT explanations: the presidents are the subject of
the relative clause that offended the psychiatrists and the
presidents advised the stylists, we do not know whether
the officers advised the bakers.

Table 5: Example explanations for all test case generated

by the BERT model trained with k = 16.


