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Seismic waves generated during earthquakes induce transient stress changes in the crust. These 
ephemeral perturbations can trigger critically stressed asperities at remote distances, often with 
significant time delays. The physical mechanism that governs this phenomenon is not completely 
resolved. Numerical simulations of dynamic perturbations passing along a heterogeneous pre-stressed 
fault, demonstrate that weak portions of the fault that host ongoing slow slip can transfer stress in 
response to the perturbations, loading asperities poised for failure. We find that the magnitude of 
perturbation, the state of the asperity, as well as deformation of the surrounding material, jointly control 
the delay time between perturbation and triggered event. The slow-slip modulated delayed triggering 
model that we propose can account for the wide range of observed delay times in nature, including the 
two end-member cases of no delay and no triggering. Triggered slow slip events in nature might provide 
warning signs of impending earthquakes, underscoring the importance of high-resolution monitoring of 
active fault zones.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Large earthquakes often take place in spatiotemporal bursts. 
When the separation in time and space between these earthquakes 
is very low, we recognize them as foreshock, mainshock, and af-
tershock sequences. However, some earthquake pairs are separated 
by unusually large time and distance gaps. The low statistical like-
lihood that such events are simply coincidental suggests a causal 
relationship, for example, earthquake triggering [Freed, 2005]. A 
better understanding of the physical mechanisms that control this 
relationship can improve seismic hazard assessment of triggered 
seismicity.

Two basic mechanisms for triggered seismicity are commonly 
invoked to explain the phenomenon. (1) Redistribution of static 
stresses in the earth that accompany earthquakes can increase the 
likelihood of failure on faults that lie in zones of stress rise [King 
et al., 1994; Stein, 1999; Kilb et al., 2002]. Because static stress 
change decays rapidly with distance from the rupture, this trigger-
ing mechanism cannot account for event pairs that are separated 
by more than a few fault lengths [Harris, 1998; Stein, 1999; Hodge 
et al., 2018]. Events that violate this spatial criterion are often ex-
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plained instead by (2) dynamic triggering, where transient stress 
changes associated with seismic waves might push a fault to fail-
ure [Hill et al., 1993; Brodsky and van der Elst, 2014; Gomberg 
et al., 2001, 2003, 2004; Gomberg and Johnson, 2005; Parsons, 
2005; Johnson and Bürgmann, 2016; Walter et al., 2015; Wallace 
et al., 2017]. Both static and dynamic triggering explanations em-
ploy straightforward Coulomb failure criteria [Jaeger et al., 1979]. 
As such, triggering should theoretically take place either instantly 
or not at all. This is difficult to reconcile with the commonly ob-
served delays between causative and triggered earthquakes.

A case in point is the pair of >M7 earthquakes that struck 
Mexico in September 2017 (M8.2 September 7 Chiapas and M7.1 
September 19 Puebla), which were separated by 650 km in dis-
tance and 12 days in time [Alberto et al., 2018]. Static stress 
changes from the Chiapas event are too small and too local to have 
triggered the eventual Puebla nucleation zone [Toda and Stein, 
2017; Segou and Parsons, 2018]. Dynamic stress perturbations 
could have triggered the second event; however, it is difficult to 
explain the 12-day delay. Even more puzzling is the seven-year de-
lay between the M7.3 Landers and M7.1 Hector Mine earthquakes, 
which have been interpreted to be related [Kilb et al., 2000; Zeng, 
2001; Felzer et al., 2002]. These examples suggest that dynamic 
waves may be capable of triggering failure on critically stressed 
faults beyond the reach of static stress changes, however, there 
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Fig. 1. Model setup. An unbonded, geometrically heterogeneous megathrust fault surface separates the bonded upper and lower particle assemblages. Fixed velocity boundary 
conditions (gray) drive fault slip. Point source dynamic perturbations are generated by a particle impactor. Dashed box denotes fault slip domain used in the plots for Fig. 2.
must be a physical explanation, one which also can explain the 
wide range of delay times that have been observed.

It has been shown that slow slip events and aseismic creep can 
be dynamically triggered [Shelly et al., 2011; Wallace et al., 2018]. 
As slow slip events recently have been observed as precursors to 
large earthquakes [Ito et al., 2013; Kato et al., 2012; Meng et al., 
2011; Kato and Nakagawa, 2014; Ruiz et al., 2014], perhaps trig-
gered or enhanced precursory slow slip can account for delayed 
dynamic triggering [Peng and Gomberg, 2010; Shelly et al., 2011; 
Pollitz et al., 2014]. More specifically, propagating dynamic waves 
might rapidly push a gradually unlocking asperity closer to (but 
not in excess of) a failure threshold. Unfortunately, geodetic and 
seismic monitoring for the 2017 Mexico and 1992/1999 Southern 
California sequences were too sparse to directly observe such a 
process. Even if station coverage was dense, precursory slip and 
its response to dynamic waves may be below the resolution of 
most geophysics-based approaches. Numerical models can be used 
to overcome these limitations.

Previous numerical models and laboratory granular shear ex-
periments have proven useful in the investigation of the delayed 
dynamic triggering mechanism [Griffa et al., 2012; Ferdowsi et al., 
2015; Johnson and Jia, 2005; Gomberg et al., 1997]. Spring slider 
models governed by rate and state constitutive laws can reproduce 
the phenomenon of delayed dynamic triggering and show that the 
delay time between perturbation and subsequent triggered event is 
nonlinearly dependent on when in the loading cycle the perturba-
tion is introduced [Gomberg et al., 1997]. Ferdowsi et al. (2015)
reproduced the phenomenon of delayed triggering by introduc-
ing boundary-controlled perturbations into a 3D discrete element 
(DEM) assemblage undergoing stick-slip dynamics. Above a critical 
amplitude, the dynamic perturbations decreased the slipping con-
tact ratio, shear modulus, and frictional strength of the granular 
gouge layer, hastening the time to failure. The numerical results 
are supported by granular laboratory experiments, in which shear 
modulus reduction caused by dynamic perturbations were shown 
to induce premature failure [Johnson and Jia, 2005]. These types 
of model approaches provide valuable insights into the mechanics 
and energy budget of triggered seismicity, yet they do not consider 
the complex interactions that arise within a full-scale segmented 
fault zone driven by far-field tectonic loading, which we believe to 
be relevant to the delayed triggering process.

Here, we use particle dynamics models to explore the possi-
bility that slow slip can control delayed dynamic triggering on a 
megathrust fault interface. We consider a model in which the far 
field loading of a geometrically heterogeneous fault allows for the 
development of adjacent zones of strength (locked asperity) and 
weakness (slow slip). Our results lend support to the hypothesis 
of slow slip as a mechanism for delayed triggering [Pollitz et al., 
2014; Shelly et al., 2011], and provide unique insights into the 
nonlinear relationship between timing of perturbation and delay 
period [Gomberg et al., 1997]. The model that we propose can also 
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account for the wide-ranging delay times between causative and 
triggered seismicity observed in nature.

2. Methods

In this study, we use the discrete element method (DEM; Cun-
dall and Strack, 1979) to simulate subduction zone earthquakes. 
DEM uses a time stepping, finite difference approach to solve New-
ton’s equations of motion for every particle in a system in response 
to the contact and body forces acting on them. Particle contacts 
deform elastically, based on Hertz-Mindlin contact laws [Johnson, 
1987]. A full description of RICEBAL, the code we implement here, 
can be found elsewhere [Morgan, 2015] and more details can be 
found in the Supplementary Material. In this suite of simulations, 
particles are assigned a shear modulus of 2.9 GPa, Poisson’s ratio 
of 0.2, density of 2500 kg/m2, and interparticle friction of 0.3. Each 
output of the simulation, which we refer to as “frame”, is separated 
by sixty iterations of a 0.05 second time step, however we repre-
sent time in this study as a proportion of the interseismic loading 
cycle.

Our DEM model setup is designed to simulate the uppermost 
60 km of a subduction zone undergoing tectonic loading (Fig. 1). 
To do this, ∼100,000 particles of radius 60 m and 80 m are ran-
domly generated within an 80 km by 40 km domain. During a 
consolidation phase, particles settle under the force of gravity. The 
pile of particles is then sculpted into the shape of a wedge by 
removing particles from the domain. We then apply interparticle 
bonds to create cohesive upper and lower plate units, which are 
separated by an unbonded interface that represents the megath-
rust fault. Bonds are not permanent in our implementation of the 
code and can break when they reach certain thresholds under ten-
sion and compression. This is analogous to off-fault damage that 
can occur in nature and may influence the distribution of earth-
quake energy during an event. Further details of the equations that 
govern bond breakage can be found in the Supplementary Material.

We define moving boundaries by controlling particle velocities 
within preset domains. To simulate tectonic loading, the base of 
the lower plate is held fixed while the left edge of the upper plate, 
or back wall, is displaced at a constant x-velocity. These fixed-
velocity boundary units are shaded gray in Fig. 1. In response to 
the moving boundaries, strain localizes along the unbonded fault 
surface. A phase of fault preconditioning is carried out, in which 
back wall displacement is applied at 1 m/s until the entire length 
of the fault has undergone slip. After this preconditioning phase, 
we run the simulation for 600 total meters of back wall displace-
ment at a reduced rate of 0.02 m/s.

A unique advantage of this setup is that geometrical irregularity 
naturally emerges and evolves as the simulated fault accumulates 
displacement. This emergent geometrical heterogeneity produces a 
wide range of realistic slip behaviors, including precursory slow 
slip and earthquakes of various size and complexity [Fournier and 
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Fig. 2. Spatiotemporal fault slip maps. Colors represent logarithm of particle displacement rates within a 200 × 30000 meter domain located directly above the fault (dashed 
box, Fig. 1). (a) An earthquake nucleates at the end of the earthquake cycle (100% loading increment), under static loading boundary conditions. (b, c, d) Simulations B, C, 
and D are perturbed by a dynamic wave introduced at different times (loading increment 0.49, 0.63, 0.76, respectively). The resulting event is advanced in time relative to 
the Reference model, thus “triggered”. Simulations A and E are not shown here, but can be seen in Fig. 4.
Morgan, 2012; Blank and Morgan, 2019; Caniven et al., 2019]. Fur-
thermore, the geometrical irregularity compartmentalizes the fault, 
introducing zones that exhibit contrasting behaviors and interact in 
complex ways.

To test the hypothesis that slow precursory slip plays a critical 
role in delayed dynamic triggering, we must first reproduce the 
phenomenon. To do this, we compare earthquake behavior in six 
simulations restarted with identical parameters. One of the simu-
lations is subjected only to the static loading boundary conditions 
(reference) while the other five are perturbed by dynamic waves. 
To separate the effects of static versus dynamic stress changes, we 
introduce a seismic perturbation by dropping a suspended particle, 
which falls under the force of gravity and impacts the wedge sur-
face. Dynamic waves propagate from the point of impact, but upon 
their passing, leave the static stress state essentially unchanged. 
The transient mean stress change at the eventual point of trig-
gered seismicity is ∼250 KPa (see Supplementary Material). This is 
higher than expected for remote waves in nature, but still within a 
reasonable range for near-field triggering. Because the models are 
deterministic and initiate from identical states, we can be certain 
that any deviations between the reference and perturbed mod-
els are a direct result of the imposed wave. The selected refer-
ence event is preceded by an interseismic quiescent period of 378 
“frames”. For the remainder of this paper, we represent time as a 
proportion of this 378-frame loading cycle, which we refer to as 
“loading increment”.

3. Results

The timing of dynamic perturbations and event nucleation 
can be seen clearly in Fig. 2. Here, particle velocities within a 
200 m × 30000 m domain above the fault (dashed box, Fig. 1) are 
scaled by color and stacked through time. Periods of fault lock-
3

ing appear dark blue whereas seismic velocities appear yellow. The 
four selected simulations presented in Fig. 2 are restarted from 
identical states amid a period of fault locking. In the absence of 
perturbation (Fig. 2, a), an event nucleates at loading increment 
1.0, at 46.8 km along the fault. The event propagates bidirection-
ally and experiences peak slip velocities of ∼10 m/s. In simulations 
B, C, and D, perturbations related to the imposed waves intersect 
the fault at loading increment 0.497, 0.630, and 0.762, respectively 
(Figs. 2b, 2c, and 2d) and propagate from left to right. Subsequent 
earthquake nucleation for simulations B, C, and D occur at loading 
increment 0.955, 0.926, and 0.884, respectively, with source pa-
rameters almost identical to the reference event. “Clock advance” 
is defined here as the time difference between reference and trig-
gered event and “delay” is the time difference between perturba-
tion and triggered event. Simulated earthquakes A, B, C, D and E 
(A and E are not shown in Fig. 2) have clock advances of 0.016, 
0.032, 0.063, 0.106, and 0.101 and delays of 0.603, 0.450, 0.288, 
0.114, and 0.016 loading increments, respectively. Thus, perturba-
tions introduced earlier in the interseismic period result in longer 
time delays and shorter clock advances. The time separation be-
tween perturbations in simulations A, B, C, and D (0.13 loading 
increments) is greater than the time separating their correspond-
ing triggered events. Thus, our suite of simulations results in an 
inverse nonlinear relationship between timing of perturbation and 
clock advance.

To understand the cause of the observed temporal relation-
ship, we analyze the conditions that lead to failure of the refer-
ence event itself. Fig. 3 shows the cumulative kinematic and stress 
changes that have developed between loading increment 0.34 and 
0.87 (about 0.126 loading increments prior to the onset of the 
reference event). Cumulative displacement is calculated for each 
particle in the system and scaled by color (Fig. 3a). Relatively high 
displacements are observed near the back wall and decay toward 
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Fig. 3. Cumulative displacement and stress prior to rupture. (a) Cumulative displacement for the reference simulation between loading increment 0.34 and 0.87, for frontal 
fault domain denoted in Fig. 1, and enlarged display of domain centered around the future reference earthquake nucleation point (indicated by pink-outlined particles).
(b) Total mean stress change for the reference simulation between loading increment 0.34 and 0.87, for the frontal domain, and enlarged domain centered around the future 
nucleation point. Numbers denote zones of gradual stress reduction (1,4,5) and enhancement (2,3) discussed in the text.
the toe. Lateral variability in displacement can be seen along the 
length of the fault. A zoomed view shows a small section along the 
fault with above average cumulative displacement of ∼1 m. This 
creeping segment lies ∼2.5 km to the left of the eventual nucle-
ation point of the earthquake, denoted by the pink-highlighted pair 
of particles. The fault surface is traced by separating particles with 
positive (hanging wall) and negative (footwall) x-velocities prior to 
and during earthquake slip (see Supplemental Materials for more 
detail). The eventual nucleation point of the reference event lies 
∼400 m trenchward of a geometric asperity with peak to trough 
relief of 192 meters.

Corresponding patterns observed in the displacement field are 
also seen in the particle mean stress change plots, which are de-
rived by differencing two-dimensional stress tensors resolved at 
the particle centroids (σ p

i j ) (Cundall and Strack, 1983; Thornton 
and Barnes, 1986) as

σ
p

i j = 1

V p

[
m∑

a=1

(
ra

i f a
j

)]
p

where V p is the particle volume, m is the number of contact forces 
acting on the particle, ra

i are the components of the particle radius 
normal to the contact, and f a

j are the total forces acting in the jth 
direction. The particle mean stress is defined as,

σ
p

mean = σI + σII

2
where σI and σII are the maximum and minimum principle 
stresses, respectively. Fig. 3b shows the change in particle stresses 
that have developed between loading increments 0.34 and 0.87, 
where red colors represent stress increase and blue colors rep-
resent stress reduction. The average particle mean stress change 
within the entire system over this interval is 666.45 KPa. These 
positive stress changes are concentrated near the backwall and de-
cay towards the toe. Heterogeneous stress change is evident along 
the fault and can be seen in detail in the zoomed domain. The pre-
viously identified creeping segment is bounded by several distinct 
areas of stress change. At its left edge, a zone of stress reduction 
(1) develops in the hanging wall, paired with a zone of stress rise 
in the footwall (2). To the right of the creeping segment, a zone of 
stress rise develops in the hanging wall (3) along with a zone of 
stress reduction in the footwall (4). The stress increase (3) develops 
along the left-hand side or “leading flank” of the aforementioned 
high relief asperity. On the right-hand side or “trailing flank” we 
observe a stress reduction (5). The future nucleation point of the 
reference event (outlined in pink) lies within the zone of stress 
decrease behind the geometrical asperity.

Average particle mean stress and absolute displacement are 
recorded within a 230 m × 270 m domain centered on the nu-
4

cleation point (Zone 5 in Fig. 3). Stress is plotted against time 
(Fig. 4) and also average displacement (Fig. 4, inset top right), 
showing the reference (gray line) and perturbed simulations (col-
ored lines). Over time, stress gradually decreases at the nucleation 
point in all six simulations. The rate of stress reduction in the ref-
erence model remains relatively constant until failure is reached 
at ∼632.6 MPa. In perturbed models A, B, C and D, the passing 
wave results in an immediate stress drop of ∼610 KPa. This dra-
matic initial change is then followed by a brief period (0.04–0.08 
loading increments) of constant stress, or “stalled” rate of stress 
change. The gradual stress reduction then resumes, but at a lower 
rate than the reference. Through time, the difference between the 
perturbed and reference stress states in the nucleation zone, �σ , 
decays. Perturbed model E fails 0.016 loading increments after the 
perturbation crosses the fault, and therefore represents triggering 
with very little delay time. Because it fails almost immediately af-
ter the perturbation, we do not observe any stalled or reduced rate 
of stress drop following the initial perturbation-induced stress re-
duction. The stress vs. displacement plot (Fig. 4, inset top right) 
shows that each model fails at nearly the same stress and displace-
ment conditions, regardless of the temporal evolution of stress. The 
perturbed simulations deviate from the reference during and af-
ter perturbation, then gradually rejoin the reference state through 
time. A summary plot of clock advance and time delay as a func-
tion of timing of perturbation is shown in the bottom left inset of 
Fig. 4, which demonstrates that perturbations introduced progres-
sively later in the loading cycle result in shorter time delays and 
longer clock advances. Perturbations introduced sufficiently late 
(i.e. model E) induce nearly instantaneous triggering, with clock 
advance equal to the reference nucleation time minus the pertur-
bation time. In the case of instantaneous triggering, progressively 
later perturbations result in smaller clock advances (this accounts 
for the rollover in clock advance between simulations D and E in 
the summary plot).

4. Discussion

We see that earthquake nucleation in our models is preceded 
by a phase of stress reduction within the nucleation zone (Fig. 4), 
consistent with previous findings [Blank and Morgan, 2019]. The 
nucleation point itself, represented by the two pink particles in 
Fig. 5a, clarifies this phenomenon. For earthquake slip to initiate, 
the hanging wall particle must shift up and over the footwall par-
ticle. In so doing, fault-parallel contact forces are slowly reduced 
as the particles creep laterally and the fault zone dilates. We rec-
ognize that this nucleation point unlocking process is ubiquitous 
in our simulations of slip along irregular fault surfaces, providing 
important insights into nucleation processes along naturally rough 
faults [Blank and Morgan, 2019].
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Fig. 4. Nucleation zone stress evolution. Average particle mean stress within the nucleation zone (Fig. 3b, zone 5) plotted through time for reference (gray) and perturbed 
simulations (colors). Failure occurs at similar stress conditions for all simulations. Inset, top right. Average mean stress for the six models, plotted against average displace-
ment within nucleation zone. With the exception of simulation E, all models converge upon a similar stress-displacement path. Inset, bottom left. Summary plot of time 
delay (left y-axis, triangles) and clock advance (right y-axis, x-symbols) as a function of perturbation timing (x-axis), measured as the difference between perturbation time 
and reference earthquake nucleation time. Vertical colored lines correspond to perturbed simulations A-E.
Of greatest interest to this study, this nucleation point unlock-
ing process also appears to be nested within a larger system of 
geometrically modulated aseismic slip and stress transfer, which 
introduce complex interacting processes. As we observe, approxi-
mately constant-rate slow slip takes place between about 44.5 km 
to 45 km along the fault (Fig. 5b, top panel), due to the rela-
tive mechanical weakness of this fault segment (see Supplemental 
Materials for how fault strength is determined). This slow slip is 
arrested at about 46 km along the fault, at the leading flank of 
a mechanically strong geometrical asperity. This serves as a but-
tress to the slow slip, resulting in the accumulation of stress along 
the leading flank of the asperity. Concurrently, stress is reduced 
along the trailing flank of the asperity. This defines a small stress 
shadow resulting from relative orientation of the trailing flank with 
the continuous tectonic loading stress. The future nucleation point 
is embedded within the stress reduction zone trailing the asperity 
(Fig. 5a). Apparently, the local reduction in stress facilitates lateral 
translation of the hanging wall over the footwall and fault dilation 
until the grain bridge collapses, resulting in earthquake slip.
5

The occurrence of dynamic perturbations accelerates the slow-
slip modulated stress transfer process described above. The creep-
ing zone responds to dynamic waves with relatively little resis-
tance, allowing rapid stress transfer to the buttressing asperity, 
shifting the stress conditions at the nucleation point closer to fail-
ure (�σ , Fig. 4). Immediately after the perturbation, slip in the 
creeping zones stalls while it catches up in the surrounding zones 
(annotated in Fig. 4 and Fig. 5b). As the system catches up, the 
slip velocity in the creeping zone increases from its stalled rate 
to a rate slightly less than that of the reference. Over time, the 
reference and perturbed simulations proceed toward failure at con-
trasting rates, gradually reducing the difference in nucleation zone 
stress state (�σ ). This process is nearly identical for all perturbed 
simulations, however the failure threshold is reached at different 
stages of the �σ reduction process, depending on when during 
the interseismic period the system was perturbed. This causes the 
nonlinear dependence between timing of perturbation and clock 
advance. This observation is consistent with results from spring 
slider models governed by rate and state constitutive laws [e.g. 



D. Blank, J. Morgan and Y. Caniven Earth and Planetary Science Letters 554 (2021) 116695

Fig. 5. Fault zone stress evolution and fault slip. (a) Irregular fault geometry creates low relief zones and high relief asperities. Slow slip in the low relief zone is accompanied 
by gradual stress decrease. Stress rise takes place on the leading flank of the high relief asperity, which is accompanied by stress reduction in a stress shadow along the 
trailing flank. The future nucleation point of the earthquake lies in the stress shadow, and experiences stress decrease prior to failure. (b) Pre-earthquake cumulative fault 
slip profiles for the reference and perturbed simulation B, C, and D between loading increment 0.34 and 0.87. Colored lines represent 0.05 loading increments. Displacement 
along the entire fault is increased due to perturbation and is highest along the slow slip patch. Slip rates following the perturbation induced initial increase, stall for ∼.05-.10 
loading increments before resuming at a reduced rate.
Gomberg et al., 1997]. In our model, however, the dependence is 
explained by variable slip rates (and thus stress transfer) following 
the dynamic perturbation. As a simple test of perturbation mag-
nitude dependence on �σ (and related clock advance), we ran a 
simulation with a smaller particle impactor. We observed a sim-
ilar process with a smaller amount of stress reduction and clock 
advance (Supplementary Material S4).

Interestingly, the sequence described above defines a compre-
hensive model that can explain a wide range of triggering phe-
nomena. For example, if the perturbing wave is introduced while 
the nucleation point is far from its failure threshold, the divergent 
stress states, defined by �σ , could converge prior to nucleation, 
resulting in negligible clock advance, i.e., no apparent triggering 
(Simulation A). At the other extreme, (e.g. instantaneous trigger-
ing; Hill and Prejean, 2015; Peng and Gomberg, 2010; Parsons and 
Velasco, 2011; Parsons et al., 2012), if the perturbing wave is in-
troduced when the nucleation point is close to failure, the induced 
rapid stress drop could trigger the earthquake almost instantly 
6

(Simulation E). Thus, these two end member behaviors bracket a 
continuum of behaviors that would produce delayed dynamic trig-
gering of earthquakes. Spanning the continuum is an infinite range 
of potential clock advances made possible by the combination of a 
wide range of dynamic strain magnitudes (Fig. S4), and geometrical 
asperity stress conditions. The relatively uncommon occurrence of 
delayed triggering in nature may be due to the low likelihood that 
a dynamic perturbation will bring an asperity stress close to, but 
not at, its failure threshold. The aforementioned delayed triggering 
examples could fall along this continuum, with the Puebla/Chiapas 
event pair toward (but not at) the “instantaneous triggering” end-
member and the Landers/Hector Mine event pair toward the “no 
apparent triggering” endmember.

A key underlying element of our proposed delayed trigger-
ing mechanism is local fault strength heterogeneity, which in our 
model is achieved through geometrical, and corresponding me-
chanical, segmentation of the fault. Geometrical asperities along 
the discrete fault surface respond to far field loading, causing some 
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segments to creep aseismically while others are locked. Because 
the weaker fault segment accumulates permanent strain in re-
sponse to dynamic perturbation, and because slip in this weak 
zone is linked to the failure process in the adjacent locked zone, 
the path to failure is hastened. According to this hypothesis, a uni-
formly strong fault is unlikely to undergo significant precursory 
inelastic strain in response to a dynamic wave. Thus, once the 
transient perturbation has passed, the state of the fault would be 
unchanged, and failure would occur as usual, with no “memory” of 
the perturbation. In contrast, a fault that is uniformly weak would 
have no asperity to host stick slip behavior. Thus, the juxtaposition 
of weak slow slip zones and locked stick slip zones may be re-
quired for delayed triggering to occur. In nature, this segmentation 
could stem not only from geometrical, but frictional or rheological 
heterogeneity as well.

The insights gained from our suite of simulations underscore 
the significance of slow slip as a potential precursor for large 
earthquakes and confirm that it can be enhanced or triggered by 
propagating seismic waves [Pollitz et al., 2014; Shelly et al., 2011]. 
If true, our model has implications for seismic hazard assessment. 
Fault segments that exhibit enhanced signals of slow slip (e.g. in-
creased tremor, geodetic displacement rates) in response to the 
seismic waves of a distant event might indicate high risk zones 
for future earthquakes. However, knowledge of the stress state 
and failure threshold at the site of the potential asperity remains 
required to predict the triggered seismicity in time. These quan-
tities might be impossible to constrain in nature. As such, even 
if dynamically triggered or enhanced slow slip is identified, there 
is no guarantee that an associated earthquake is impending. This 
speaks to the broader question that exists in the earthquake com-
munity today: Is the size, location, and timing of an earthquake 
predetermined? In our deterministic model, by definition, they are. 
Nonetheless, emergent fault slip processes and their responses to 
perturbations are so complex that prediction is difficult even in our 
fully constrained 2D granular model. This problem of complexity 
is compounded in the real world, making precise predictions ex-
ceptionally difficult. Machine learning approaches might be well 
suited to identify how far an asperity is from failure in our model 
[Rouet-Leduc et al., 2017; Corbi et al., 2019, 2020]. This question 
is beyond the scope of the present study but can be addressed in 
future work.

Regardless of the predictability of triggered seismicity, our nu-
merical results provide a unique window into the physical mech-
anism that controls delayed dynamic triggering. The results un-
derscore the importance of along-fault heterogeneity and slow slip 
in the delayed triggering process. This is an element that should 
be considered in future earthquake models. Our results also sug-
gest that delayed dynamic triggering is a common phenomenon, 
although only triggered event pairs with short delay periods are 
identifiable in nature.

5. Conclusions

The results of our suite of simulations are analogous to the phe-
nomenon of delayed dynamic triggering observed in nature. The 
determinism of the model, along with access to detailed stress 
and displacement data, allows us to identify a causal connection 
between a perturbation and a triggered event. In our model, the 
passage of seismic waves causes a rapid advancement of prolonged 
precursory slow slip, which brings the eventual nucleation point 
near its failure threshold. This is consistent with the hypothesis 
of slow slip as a mechanism for delayed triggering [Shelly et al., 
2011]. However, in our model, slow slip is enhanced rather than 
triggered by dynamic stress changes. Furthermore, this mechanism 
requires a segmented fault that is capable of hosting both slow and 
fast slip and depends upon the interactions between them. Finally, 
7

the delay between perturbing wave and triggered event is depen-
dent not only on the magnitude of perturbation, but also the state 
of the triggered asperity. If true, this simple model can account for 
the wide range of delay times observed in nature and has relevant 
implications for seismic hazard assessment.
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