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Abstract

Data from the Idealized Planar-Array experiment for Quantifying Spatial heterogeneity are
used to perform a control volume analysis (400 x 400 x 2 m?) on the total derivative of the
temperature tendency equation. Analysis of the heat-flux imbalance, which is defined as the
ratio of the sum of advective, dispersive, and turbulence-flux terms to the turbulence-flux term,
are presented. Results are divided amongst free-convective and forced-convective days, as
well as high-wind-speed and quiescent nocturnal periods. Findings show that the median flux
imbalance is greater on forced-convective days (a 168% turbulence-flux overestimation, or
relative importance of the advection to dispersive flux to the turbulence flux) when compared
to free-convective periods (79% turbulence-flux overestimation). During nocturnal periods,
a median turbulence-flux underestimation of 146% exists for quiescent nights and a 43%
underestimation of the flux for high-wind-speed nights. These results support the existing
literature, suggesting that mean air-temperature heterogeneities lead to strong bulk advection
and dispersive fluxes. A discussion of the impact of the flux imbalance on the surface energy
balance and numerical-weather-prediction modelling is presented.

Keywords Idealized Planar-Array experiment for Quantifying Spatial heterogeneity -
Surface energy balance - Surface fluxes

1 Introduction

Several hypotheses have been proposed to explain the apparent non-closure of the surface

energy balance (SEB) (Culf et al. 2004; Foken 2008; Mauder et al. 2020). Some of these
include the use of inappropriate (too short) time averaging (Finnigan et al. 2003), instrumenta-
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tion limitations (i.e. transducer shadowing, Horst et al. 2015), underestimation of the ground
storage (Peters-Lidard et al. 1998; Kukharets and Tsvang 1999; Kukharets et al. 2000; Culf
et al. 2004; Higgins 2012), the effect of spatial variability (De Roo and Mauder 2018), and a
lack of consideration of advective fluxes (Paw et al. 2000; Oncley et al. 2007; Garcia-Santos
et al. 2019). Numerically, high-resolution simulations without land-surface models approach
this topic by generating a new understanding of the transport terms of heat. For example, in the
flux-imbalance work of Kanda et al. (2004), idealized and realistic three-dimensional infor-
mation describing the atmospheric-boundary-layer flow field was generated using large-eddy
simulations (LES) (Kanda et al. 2004). From this dataset, the standard covariance terms were
computed assuming the existence of a single measuring point in the middle of the domain
(as a proxy for a traditional eddy-covariance tower). These terms were then compared to
the alternative spatially complete information from the simulations. From these results, the
authors derived an imbalance term, which was then hypothesized to explain the non-closure
of the SEB. One of the main limitations of their work is that they enforced conservation
of mass within their limited domain, which results in a domain-averaged vertical velocity
component equal to zero, hence artificially reducing the contribution of the bulk advec-
tion terms to the imbalance analysis. Moreover, their work only considered the vertical flux
contribution, imposing spatial homogeneity, an assumption which fails under most realistic
conditions. This work was later revisited by Zhou et al. (2018a), who performed a similar
imbalance analysis over an idealized set of temperature patches using the Weather Research
and Forecasting (WRF) model over a diurnal cycle. Results showed that daytime surface
heating increased the flux imbalance and confirmed the results from Kanda et al. (2004)
that heterogeneous surfaces increase the flux imbalance when compared to the homogenous
cases.

In our study we revisit the imbalance analysis of Kanda et al. (2004) without the
assumptions on the contribution of horizontal transport terms (i.e., horizontal advection and
horizontal flux divergence). To accomplish this, data from the Idealized Planar-Array exper-
iment for Quantifying Spatial (IPAQS) heterogeneity campaign are used to compute the
volumetric heat transport at scales of 400 m, expanding upon the analysis of the differential
form of the tendency equation at 20-m scales used in Morrison et al. (2020). This control vol-
ume analysis provides a framework for understanding the contribution of mean fluxes induced
by spatial heterogeneity with the goal of further determining the conditions that lead to mean
advective and dispersive fluxes. The relevance of this analysis comes to light when consider-
ing the equivalent space—time decomposition approach used in numerical-weather-prediction
(NWP) models, which often neglect or model local advective or dispersive contributions to
the total flux (Margairaz et al. 2020b).

The paper is organized such that in Sect. 2 we provide a review of the time—space filtering
of the temperature tendency equation and present an imbalance analysis based on Kanda
et al. (2004). Thereafter, in Sect. 3, we provide an overview of the dataset used and methods
applied for post-processing the data. In Sect. 4, we present the contribution of the different
terms, whose implications are further discussed in Sect. 5. Finally, the conclusions and final
remarks are provided in Sect. 6.
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2 Theory

The evolution of temperature 7 in the atmosphere is a function of time and space, and it is
mathematically described by the instantaneous and local enthalpy equation as
DT

— =S Sinks, 1
D ources + Sinks (1)

where the nature of the Sources and Sinks may vary depending on local thermal forcings.
Hence, the experimental techniques used to provide an accurate measure of these terms
should in principle also cover both space and time degrees of freedom. However, in practice,
micrometeorological measurements typically rely on the ergodicity assumption, employing
tower-based systems that are based on fixed-point, time-varying quantities. Therefore, it is
useful to expand the left-hand side (1.h.s) of the enthalpy equation Eq. 1 to better reflect the
Eulerian nature of the measurements, thus separating the material derivative into a local time
variation term and an advective term,

DT aT

0
o wi, 2
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where u j is the velocity in the directions x j, and ¢ is time. Further, to better illustrate the nature
of the time-varying measurements, it is customary to separate the instantaneous signal into
a time-averaged or slow-evolving mean term, indicated here by an overbar, and a fluctuating
term or fast-evolving turbulence contribution, indicated here with a single prime. Note here
that the equations from this point are expressed in index notation, where the subscript j
takes on the values 1, 2, or 3, representing the three Cartesian coordinates. Thus, Reynolds
averaging is applied such that,

uj(xj',t):uj(Xj)-Fu/j(xj',t), 3)
T(xj,t)=T(xj)—|—T’(xj,t). 4)

Normally, either due to technical limitations, or for simplicity, the mean flow is assumed to be
steady, horizontally homogeneous, and absent of local subsidence, hence allowing for single
point-based eddy-covariance measurements. This leads to the elimination of the time-varying
and bulk-advection terms on the right-hand side (r.h.s.) of Eq. 2, leaving only the fluctuating
terms. Nonetheless, if one is to only consider the assumption of a local steady state and keep
the divergence term for the sake of completeness or discussion, then the r.h.s. of Eq. 2 can
be rewritten as

i(wT):i[ﬁ-T—l—ﬁ] (5)

ax j J dx j J J '
In Eq. 5, the cross terms (products of mean terms and fluctuating terms) have been dropped
assuming a clear scale separation between the mean term and the turbulence fluctuation
(Mason 1995). To compare results from fixed-point and time-dependent measurements (e.g.,
eddy-covariance methods) with those of spatial- and time-dependent measurements (e.g.,
unmanned aerial vehicles, plane-based measurements, etc.) or numerical simulations, it is
instructive to consider the integration of a set of point measurements over a controlled region
of study, or a control volume (Kanda et al. 2004; Pardyjak et al. 2018; Desai et al. 2018;
Margairaz et al. 2020a). In this case, the contribution from the advective term in Eq. 5 can

be written as 4 "
/ = (w;7) dV=/ @ T T av. ©)
cv 8)6]' cvV ax]' J
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Here the subscript CV has been used to refer to the integral over the control volume V. The
mean flux term on the r.h.s. of Eq. 6 may be written as follows using the product rule

9 T oy
/ —(u,T)dv:/ uj—dv+/ T ay. )
cVv 3)6/' cvV 8x_,- cv 8xj

In this expression, the second term on the r.h.s. should be identically zero in an incompressible
fluid due to conservation of mass. However, when this term is measured experimentally,
errors in measurement and finite-difference approximations often lead to a non-closure of
conservation of mass for an incompressible fluid, which prevents the assumption that the
second term on the r.h.s. of Eq. 7 is equal to zero (see Appendix 1). Thus, to obtain an accurate
estimation of the total advective flux in the control volume of interest, one should either
compute |, cv Uj % dv or [, cv % (WT) - 73"7; dV . Furthermore, we can approximate
the second term on the r.h.s. of Eq. 7 as follows

/ Taﬂd\/mﬁ/ %dV:TT;f jh;dA, )
cv  0xj cv 0x; cs

where Ty is a control-volume-averaged temperature. Here, the divergence theorem has been
used to transform the volume integral into a surface integral (where the CS subscript indicates
a control surface of area A), and 71 is the outward-pointing normal vector of each surface of
the control volume. As a result, Eq. 6 can now be rewritten as

N Y ST (R P S P B 01
uj V= u;T +u'T'|dV T dv
cv 3Xj ij cVv a.Xj J cvV 8)Cj
%/ [LTJ-T-l—u’jT/]ﬁj dA—TT;/ unjdA
CS CcS
:/ [LTJ-(T—TV)JFM;.T']ﬁj dA. ©)
CcS

Once again, the divergence theorem has been employed, as well as the approximation pre-
sented in Eq. 8. It is of relevance to recognize that the correction term corresponds well with
the traditional reference temperature introduced in an ad hoc manner to ensure the physical
interpretation of the mean or advective flux (Swinbank 1951; Webb et al. 1980; Mauder
et al. 2020). This approximation ([ ¢[u;Tv1AjdA = Ty [.gujnjdA) is further analyzed
in Appendix 1.

Next, while the L.h.s. of Eq. 9 provides a measure of the net sensible heat entering the
study region, the r.h.s. can be approximated by assuming uniform transport across each face,
and transforming the surface integral into a summation,

f [u*j(T—TT,)]nj dA:Z[(@(T—TV)H(M;T’)]A@. (10)
cs Cs

For the experimental measurements to also be easily interpreted through the perspective
of numerical simulations, it is useful at this point to further consider the decomposition of
the temporal mean variables into a spatial average and the corresponding spatial fluctuation
(Raupach and Shaw 1982). For example, the corresponding temperature field can be decom-
posed as T(x;) = (T) + T, where the angled brackets denote the spatial average and the
double prime indicates a spatial fluctuation from that spatial mean, or dispersive term. Fur-
thermore, the spatial average of the covariance between the mean spatially fluctuating mean
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velocity and temperature field is defined as the dispersive flux. By including this dispersive
contribution, Eq. 10 can be finally rewritten as

/csTj(T_TV) AjdA = ; [(Tj)<<7> —E) +<u7“7”>+<ﬁ>]A A A

Here, the terms on the r.h.s. are the bulk advection over the control volume, the dispersive
flux, and the volumetric turbulence flux. The dispersive flux quantifies the correlation between
spatial fluctuations in the temporal-mean field, where the fluctuations are respectively com-
puted at each surface of the control volume. One of the advantages of this decomposition is
that it allows for a direct comparison with the terms in the temperature tendency equation
used in standard NWP models (Margairaz et al. 2020b). Specifically, it is straightforward to
recognize how the bulk advection term corresponds to the advection term resolved in NWP
models. The turbulence flux corresponds to the volumetric subgrid-scale flux, traditionally
parametrized with more or less sophisticated methods (Mellor and Yamada 1982). Lastly, the
dispersive term is normally neglected or inadvertently disregarded. For this correspondence
to be exact, the region of integration should match the grid size in NWP models.

Inspired by the definition of the energy imbalance in Kanda et al. (2004) and Steinfeld
et al. (2007) as a means to provide an accurate quantification of the contribution of the bulk
advection and dispersive fluxes in the energy transport over a region of interest, we present
a modified form of the energy imbalance, which we call the flux imbalance. This extended
imbalance accounts for the contribution of both the bulk and dispersive advection, with
respect to the well-characterized turbulence flux. This modified imbalance fits more compli-
cated scenarios (i.e., atmospheric stabilities) that are observed in the field, thus providing a
more robust understanding of these terms. Specifically, the imbalance I (normalized by the
turbulence flux) may be written using the r.h.s. of Eq. 11 as

T [ (<7>—W)+<W”Tﬂ>+<ﬁ>]“f, (12)

>cs <u’j T’)A it

_ Yes [<»T,-> ((ﬂ‘ﬁ)*(r"ﬁ”) ] s (13)

2cs <”; T/>A Aj

Herein, we use the experimental dataset from the IPAQS heterogeneity project to evaluate
all the terms in Egs. 11 and 12 to determine the potential contribution of spatially dependent,
long-lasting (persistent in time) fluctuations on the mean flow. These are thought to be partially
responsible for the imbalance of the SEB (Zhou et al. 2018b, 2019; Mauder et al. 2020) and
are also usually neglected in NWP models (Margairaz et al. 2020b).

3 Methods

3.1 Experimental Overview

The IPAQS heterogeneity experiment was conducted from 16 June 2019 to 15 July 2019.
Field measurements took place at the Surface Layer Turbulence Environmental Science
Test (SLTEST) facility at the U.S. Army Dugway Proving Ground, approximately 137 km
south-west of Salt Lake City, Utah (40°8°5.9” N, 113°27°7.8” W). The SLTEST facility is
characterized by a wide basin stretching &~ 65 km east—west, with a long north—south fetch
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(~ 130 km), flat, with a topographical variation of less than 1 m km~!, and a uniform surface
roughness of zg = 0.11x 1073 m (Malek 2003; Hang et al. 2018; Jensen et al. 2016).

The TPAQS heterogeneity field experiment was a large field deployment containing a
wide array of sensors. For brevity, only the subset of instrumentation used for the following
analysis is described. For further details on the entire experimental layout please refer to
Morrison et al. (2020). Figure la provides a schematic of a subset of the deployment used
here for the analysis, where its defining characteristic is its spatial array of sensors. The
distributed set-up was chosen to cover an area equivalent to that of a high-resolution NWP
model (i.e. ~1 km?). To ensure the minimal spatio—temporal error in the deployment, all
instruments were surveyed within +0.5 m spatial accuracy (Leica Total Station, Norcross,
Georgia, U.S.), as well as time synchronized to sub 1-ms temporal accuracy through the use
of a global positioning system (GPS16-HVS, Garmin, Olathe, Kansas, U.S.). Furthermore,
it should be noted that all reported heights are above ground level (a.g.l.).

Seven portable weather instrumentation data systems (PWIDS) (black circles in Fig. 1)
were deployed to monitor high-frequency fluctuations of temperature and velocity com-
ponents over an area of 400 x 400 m?, with 200-m spacing. Each station included a
three-dimensional sonic anemometer (8100 R. M. Young, Traverse City, Michigan, U.S.)
and a fine-wire thermocouple to measure the 2-m temperature and the three components of
the turbulent flow at 20 Hz. Two 10-m towers provided vertical-profile measurements across
the grid (diamonds in Fig. 1). Each 10-m tower was equipped with three three-dimensional
sonic anemometers (CSAT3, Campbell Scientific, Logan, Utah, U.S.) at 2 m, 5 m, and 8
m, orientated at 240°, which was approximately perpendicular to the anticipated mean wind
directions (*330° and 150°) (Jeglum 2016). One of the 10-m towers served also served as
the SEB station and included the following additional instrumentation: infrared gas analyzers
(IRGA EC150, Campbell Scientific, Logan, Utah, U.S.) at2 m and 8 m to capture fast response
moisture measurements, and three net radiometers (CNR4, Kipp & Zonen, the Netherlands)
at 0.5 m, 2 m, and 8 m to measure the four components of the net radiation. Surrounding
the 10-m tower there was four 2-m towers equipped with CSAT3 sonic anemometers. The
towers to the south and east were also equipped with IRGA EC150s, while the 2-m tower to
the west included an array of soil-temperature sensors (depths: 1, 2, 5, 10, 15, 25, 70 cm),
and two averaging self-calibrating heat-flux plates (HFPO1, Hukseflux, the Netherlands) at
a depth of 5 cm and spaced 1.5 m apart.

In addition to the turbulence measurements, four low-cost energy measurement (LEM)
stations (purple triangles) were deployed every 200 m, offset by the turbulence masts by
100 m. The LEM stations captured slow-response (0.1 Hz) wind speed, air temperature
and humidity at a height of 2 m, and surface temperature, as well as soil temperature at
two depths (5 cm, and 20 cm). To capture the spatial distribution of the surface temperature
measurements, 13 iButtons (iButtonLink, LLC, Whitewater, Wisconsin, U.S.) were deployed
at the surface level next to each station capturing the temperature and humidity every 5 min.
Collocation with the surface temperature measurements of the LEM stations ensured accurate
measurements of surface temperature for extrapolation to all sites. For the remainder of the
work presented herein, we only use the wind speed and temperature measurements from the
meteorological towers and iButtons within the red dashed square denoting the perimeter of
the top of the control volume in Fig. 1a, b.
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|. PWID stations A LEMS station € 10-m tower ’ SEB station I

(@) (b)

400m§. o ‘

Fig. 1 The a experimental layout from the IPAQS19 field experiment used here for this analysis, and b a
perspective-view schematic of the control volume used for the analysis. Note that the red dashed line in a is
the above view of the control volume represented in b, and the arrows denote the surface normal vector

3.2 Data Treatment

Data were treated with the Utah Turbulence in Environmental Studies Process and Analysis
code, developed at The University of Utah (Jensen et al. 2016) from 1-15 July 2019. All data
were subject to basic quality control (applying sonic flags and physical limits), as well as a
stationarity test (Foken and Wichura 1996). For this analysis, we did not apply a global planar
fit to correct for the vertical velocity component due to limited data and poor fits at particular
stations. A further discussion of the impact of the vertical velocity component is presented in
Appendix 2. A multi-resolution decomposition analysis revealed that all scales of motion tend
to be accounted for in 1000 s periods (Vickers and Mahrt 2003); therefore, a linear detrend
was applied on the 30-min averaging periods to extract turbulent fluctuations. The data were
then rotated into the standard meteorological coordinate system, such that southerly winds
correspond to a positive v-velocity component, and westerly winds correspond to a positive
u-velocity component. Data were then separated based on completeness, 30-min mean wind
speed (U), and stability (¢ = z/L). Here, z indicates the measurement height above the
ground (2 m) and L is the Obukhov length (L = —Eu*//cgw/%), where u, is the friction
velocity, 6, is the virtual potential temperature, « is the von Karman constant (= 0.4), g is the
acceleration due to gravity (= 9.8 m s~2), and w’ 0] is the vertical kinematic heat flux. Data
were isolated as unstable periods (¢ < —0.1, with a minimum ¢ = —142 observed), stable
periods (¢ > 0.1, with a maximum ¢ = 11.9 observed), free-convective periods (0 < U < 4
m s~ 1), and forced-convective periods (4 m s7! < U <8ms™"). Note that the wind speeds
and atmospheric stabilities represent the mean values across the towers used in the control
volume analysis at 2 m. This separation was done in order to compare our data with previous
LES studies, which only model a range of convective regimes. Moreover, the data segregation
used here is consistent with the works of Margairaz et al. (2020a) and Morrison et al. (2020),
who showed through LES and experimental studies that unresolved local advection may be
stronger on highly convective days due to mean air-temperature differences arising from local
surface temperature heterogenities. A summary of the characteristics from the days can be
observed in Table 1.

After the data were separated, the terms on the r.h.s. of Eq. 11 (volumetric integral of the
total flux over the control volume) were computed. To ensure reliability of the iButton surface-
temperature measurements as well as the fine-wire thermocouples, collocation corrections
were performed. iButton data were compared with LEM station surface-temperature sensors,
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Table 1 The 30-min mean wind speed (U) and stability (¢ = z/L) for the convective and non-convective
days isolated for the analysis

Selected day characteristics

Period Free-convective cases Forced-convective cases
U(msfl) ¢ ﬁ(msfl) ¢

Day (1000-1600 LT) 2.16 —15.79 5.61 —1.27

Night (0000-0500 LT) 2.31 2.40 5.02 0.90

Note that the times here are in LT (local time = UTC — 6 h)

which were corrected for emissivity (e= 0.95). The sensors’ magnitude were found to be
similar within an acceptable range with one another (mean R? = 0.98 across all stations).
Meanwhile, the fine-wire thermocouples were corrected with a second-order polynomial fit
with the temperature data from the PB2 station (see Appendix 1 from Morrison et al. 2020
for more details). This tower was chosen due to its proximity to the centre of the control
volume and the completeness of its dataset. The 30-min-averaged temperatures were then
fit to a logarithmic profile at each station in the analysis. The reference temperature (7))
was calculated from the volumetric average of these values. For the turbulence terms across
the vertical faces (52, S3, S4, and S5), a constant-flux layer was assumed in the vertical
direction. The profiles from each tower were then used to calculate mean values across the
2-m high faces for the terms in Eq. 11 or in Fig. 1b.

4 Results

Data from the IPAQS heterogeneity campaign were treated based on the methods presented
in Sect. 3 and used to compute the total derivative terms [r.h.s. Eq. 11] developed in Sect. 2.
Probability density functions (p.d.f.s) of the advection, dispersive, and turbulence terms are
built using data from the free- and forced-convective days and presented in Figs. 2 and 3,
respectively. Within both figures, the data are further subdivided into unstable (¢ < —0.1)
and nocturnal periods (¢ > 0.1). Note that negative values along the abscissa are indicative
of control volume warming rates, while positive values indicate cooling rates. Initial findings
show that, for the control volume selected, advection plays a large role in the energy transport
and its relative importance (imbalance) may be a function of the mean wind speed.

Here, we use the following standard statistical variables: median (ft), mean (1), standard
deviation (u2), skewness (3), and kurtosis (u4). During daytime periods (Figs. 2a and 3a),
the results show that positive turbulence fluxes dominate the budget, with energy going to the
surroundings resulting in a decreasing temperature of the control volume on free-convective
days (median of fi = 2.49 K min~!), followed by mean advection and dispersive fluxes. For
forced-convective cases, advection of heat from the surroundings into the control volume
leads to the largest heating rate (i = —1.99 K min~!), followed by the turbulence and
dispersive fluxes. Broad p.d.f.s describe the observed turbulence fluxes (j14 = 1.86 K min~!
for free-convective, and g = 2.37K min~! for forced-convective periods). However, a more
persistent and stronger turbulent flux is observed during free-convective periods (ft =2.49 K
min~!) when compared to the forced-convective cases, which have a smaller median value
(ft = 1.27 K min~ ). Despite this, a larger positive skewness (i3 = 0.67 K min~!) during
the forced-convective cases is observed, indicating that while on average turbulence fluxes
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(a) Free-Convective Cases
Unstable (¢ < —0.1)
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Fig. 2 Normalized p.d.f.s with a kernel fit of the 30-min-averaged bulk advection, dispersive advection, and
turbulence terms [from the r.h.s. of Eq. 11] for the free-convective cases in K min~!. The blue, red, and
grey shading indicate the bulk advection, the dispersive flux, and the turbulence contributions, respectively.
The solid vertical lines represent the median (/1) for each term, whose numeric value is displayed to the left
following the colour coding of the p.d.f.s. a The unstable free-convective periods, and b the calm stable
periods from the free-convective days

are less than those observed during free-convective periods, turbulence values of similar, and
sometimes greater magnitude, can be observed. This may be the result of intermittency of
the turbulence signal during these periods. For the median bulk advection, the values remain
primarily negative (it = —1.47 K min~! for free-convective cases and ji = —1.99 K min~! for
forced-convective cases), suggesting that the turbulence and advection modes of transport are
working against one another to heat and cool the control volume, respectively. It should be
noted that compared to free-convective periods, the forced-convective periods have a larger
spread of advective observations (uy = 1.55 K min~! for free-convective cases, and 1, =
2.94 K min~! for forced-convective cases). Hence, while the median advection is slightly
larger for forced-convective cases, the spread of observed values is much larger. These results
are further substantiated through the ratio of the median advection to the median total flux,
—47% for free-convective cases and 114% for forced cases. Here, the sign is dominated by
the sign of the advection term (negative) to the sign of the total derivative (positive for free-
convective periods and negative for forced-convective periods). Lastly, the mean dispersive
terms contribute the least to the heat-transport budget compared to advection and turbulence
flux with median heating rates of i = —0.05 K min~! for both the free-convective and
forced-convection cases.

During nocturnal periods (Figs. 2b and 3b), the peaks of the p.d.f.s overlap one another,
making it difficult at first to discern which transport mode is most relevant. However, in both
cases, long negative tails in the advective transport suggest that large intermittent advective
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(a) Forced-Convective Cases
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Fig. 3 Normalized p.d.f.s with a kernel fit of the 30-min-averaged bulk and dispersive advection, and the
turbulence-flux terms for the forced-convective cases in K min~!. The blue, red, and grey shading indicate the
bulk advection, the dispersive advection, and the turbulence-flux contributions, respectfully. Again, the solid
vertical lines represent the median (/1) for each term, whose numeric value is displayed to the left following
the colour coding of the p.d.f.s. a The unstable forced-convective periods, and b the stable periods from the
forced-convective days

heating of the control volume may occur at night (skewness, 13 = —1.70 K min~! for forced-
convective periods and p13 = —1.49 K min~! for the free-convective cases). Once again, the
large negative tail in the advection for the high-wind-speed nocturnal periods produces the
largest advection rate observed for this period. While these large periods of heating are not
persistent, they appear to be characteristic of high-wind-speed periods. Medians of the terms at
night show that for both cases the mean advection is responsible for the majority of the energy
transport into the control volume, leading to the largest heating rates. For nocturnal periods
on the forced-convective days, advection is responsible for —0.12 K min~! (83% of the total
median flux), while during the calmer nocturnal periods this value drops to —0.15 K min~!
(86% of the total median flux). Note here the large variance of the advection, which indicates
that the advection may heat or cool during nocturnal periods at large rates. This is why, while
the median values over the length of the experiment are small, the percent contribution to
the total flux on average may be large. Meanwhile, the turbulence flux remains a smaller
percent contribution of the total flux during forced and free-convective cases (33% of the
total median flux for forced-convective case and 15% of the total median flux). This is likely
due to the collapse of turbulence during nocturnal periods and the development of a low-level
jet forming from the playa breeze at the SLTEST facility (Fernando et al. 2015). On nights
when the playa breeze is absent, calm conditions are observed and turbulent heating of the
control volume is almost equally as large in magnitude to the advective heating rates (—0.11
K min~! or 15% of the median total heating). Lastly, the median dispersive contribution
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remains fairly equal in magnitude in either case, but countering the advective and turbulent
heating through dispersive cooling rates (0.04 K min~! for calm nights or —2% of the median
total flux and 0.04 K min~"! for high-wind speed nights or —4% of the median total flux). A
summary of the main p.d.f. statistics is presented in Table 2.

Given the horizontal scale of the analysis conducted here (400 m), it is important to
understand that advective terms may be interpreted as dispersive contributions as the scale of
the control volume increases (i.e., NWP grid cell O ~1 km). To gain a better understanding
of this potential dispersive contribution, the imbalance [Eq. 12], or the ratio of the total flux
normalized by the turbulence flux is presented in Fig. 4 and rewritten for simplicity as

A+D+T A+D
- T T
In Eq. 14, A is the advection term, D is the dispersive term, and 7T is the turbulence term.
Here, an imbalance of less than unity indicates that the sum of advective and dispersive
fluxes are of opposite sign to the turbulence. We call this a flux-estimation situation because
A+ D+ T < T, and, if one used a single eddy-covariance station, the total flux would
be overestimated by a factor of (A + D)/T. By normalizing with the turbulence flux, any
deviations from a value of unity constitute a flux imbalance. Further, following the same
logic, values greater than unity indicate that there is a flux underestimation when compared
to turbulence fluxes measured with a single eddy-covariance station.

First, we examine the free-convective daytime case (Fig. 4a), where advection and turbu-
lence fluxes are working to heat and cool the control volume, respectively (as shown in the
p-d.f.s in Fig. 2a). In this case, the median imbalance of 0.21 indicates a 79% overestimation
of the flux. For the forced-convective daytime case (Fig. 4b), we observe advective transport
counteracting the turbulence fluxes, resulting in a median flux imbalance of —0.68 or a 168%
overestimation of the flux.

During nocturnal periods, the turbulence flux diminishes and the bulk advective flux
becomes the dominate transport term. At the SLTEST facility, during some nocturnal periods,
a strong playa breeze from the south can form, leading to strong winds near the surface
(Fernando et al. 2015). As a result, we observe large contributions from advection. On nights
where this playa breeze is weak or absent, local surface advection and dispersive contributions
become relatively important modes of heat transport and can drive a large flux imbalance.
In both cases, the median imbalance is greater than unity for nocturnal periods, indicating
an underestimation of the flux, and where turbulence and advection are heating the control
volume. During forced-convective nights, this underestimation is found to be 43% as a result
of the strong playa breeze. While during the free-convective case, we observe the largest
median flux imbalance, with a turbulence underestimation of 146%. It should also be noted
that due to the collapse of turbulence, the denominator of the imbalance can approach zero
leading to large outliers.

To further understand the threshold between the free and forced-convective days and their
role in the imbalance, the results are further divided by mean wind speed measured by the 2-m
sonic anemometer at the SEB tower (Fig. 5). A box and whisker plot presents the median,
and the 25%, and 75% percentiles of the imbalance for wind speed binning, starting at
0—1ms~! and increasing to 6 — 10 m s~!. During the unstable periods, the extrema of the
imbalance values reach a local minimum for the 0 — 1 m s~! periods and I — 0 as the wind
speeds approach the 3 —4 m s~ bin. The majority of the box and whisker plots during these
periods remains negative, suggesting that only consideration of the turbulence flux would be
an overestimation of the flux. The medians and variance appear to increase steadily to a global
minimum as higher wind speeds are reached. This result suggests that even during low-wind-

I +1. (14)
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Fig. 4 Normalized p.d.f.s with a kernel fit for the flux imbalance for all cases. Here red shading denotes the
daytime periods, while blue the nocturnal. The vertical black solid line denotes zero, while the black dashed
lines denote —1 and 1. Insets in the figures present the box and whisker plot for each case to present outlying
data, which are prevalent in the nocturnal case when turbulence approaches zero. a The free-convective cases
and the respective calm nocturnal periods and b the forced-convective periods and their respective high-wind
speed nocturnal periods

speed cases, the relative strength of the advection and dispersive fluxes driven by mean flow
perturbations can be as large as during the high-wind-speed counter periods. Meanwhile,
during stable periods, the largest imbalances and range of imbalances are observed in the
0-1ms~ ! and the 1 —2 m s~! bins. Similar to the behaviour observed in the unstable
cases, the imbalance decreases to a local minimum for the 3 —4 m s~! cases and steadily
increases for higher wind speeds. This result demonstrates the importance of advection and
dispersive fluxes at low wind speeds (0 — 1 m s~!) for both stable and unstable cases, whose
relative importance appears to steadily decrease until the 3 — 4 m s~! regime for unstable
cases and the 4 — 5 m s~ ! regime for stable cases, then increase for higher wind speed cases.
This result may reflect mean temperature field structural differences, such as convective cell-
type structures during low wind speed unstable cases, transforming to elongated roll type
structures for higher wind speed cases.

5 Discussion
Results presented herein show a large flux imbalance occurring over a near-conical desert

playa with significant surface thermal heterogenities. Four characteristic classes are exam-
ined, each demonstrating the importance of spatially distributed measurements for accurate
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Fig. 5 A box and whisker plot of the flux imbalance binned by mean wind speed for a unstable periods
(¢ < —0.1) and b stable periods (¢ > 0.1). The Lh.s. of the box represents the 25% percentile and the r.h.s.
of the box is the 75% percentile, respectively. Meanwhile, the vertical red line inside the box is the median,
the and the error bars indicate the extent of the most extreme data points not considered outliers

assessment of advective and dispersive fluxes. In agreement with previous literature, which
solely focuses on the flux imbalance for the vertical component of transport for convective
periods, we find large flux imbalances under convective regimes. In particular, during strong
daytime free-convective periods, we observe a flux overestimation of 79%, meanwhile dur-
ing the forced-convective regime we observe a flux overestimation of 168%. This large flux
imbalance observed on free-convective days is likely caused by quasi-stationary secondary
circulations driven by the surface thermal heterogeneities inducing persistent mean air tem-
perature gradients. These mean air-temperature gradients, which promote advection, work
with turbulence fluxes to increase heat transport into the control volume. This differs from
the forced-convective periods, where strong advective transport is likely shear dominated
from larger-scale forcing, which act with turbulence heating to heat the control volume.
During stable periods, we find an increasingly important flux imbalance with the collapse
of turbulence and strong winds. For those periods, traditional single-tower flux measurements
underestimate the total energy flux by 43% on average, while for quiescent nights this value
increases to 146%. The physical explanation behind the nocturnal-period imbalance can be
understood by investigating the dominate transport terms in each case. During strong-wind
nights, we observe a complete collapse of turbulence and very weak dispersive contributions.
The dominant advective force is most likely arising from a strong southerly playa breeze,
which is driven through the large thermal gradients between the Great Salt Lake to the
north and the warmer surrounding areas to the south. Surrounding terrain features provide
a convergence of wind through the SLTEST site, strengthening this playa breeze. With this
larger scale thermal gradient, complementary terrain, and small surface roughness across the
desert basin, low-level jets can form and lead to large values of the advection term, such as the
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ones observed here. In comparison, on quiescent evenings, surface thermal perturbations can
penetrate the air aloft more effectively, and by comparison to turbulence, advective transport
is relatively more important. Interestingly, we observe that the dispersive contribution is
working to cool the control volume, while advection and turbulence fluxes are working to
heat it. This may be partially a result of the precise location of our control volume, since
the impact of the surface thermal effects are highly localized during weak-wind nocturnal
periods. During stable periods, while the median turbulence-flux term can be of the order of
the advection term, the median percent contribution is much less. This is due in part to that
intermittency of the turbulence and the large negative values which can be observed from
the advection. We suggest that future work should include an expanded analysis covering
different control volumes, which could provide further insight into the reason behind these
competing forms of heat transport over a seemly flat surface.

The large bias of single-tower measurements has implications for the SEB closure, even
for data collected over this seemingly ideal location. Within the SEB community, persistent
flow heterogeneities have often been identified as culprits for the SEB residual (Mauder
et al. 2020). These flow perturbations, which appear to be more relevant during low-wind-
speed periods (Margairaz et al. 2020a), could be resolved as advection or dispersive fluxes
depending on the scales of the observations. From the presented results it is clear that a three-
dimensional SEB is required to capture these transport terms. Moreover, results may become
more robust by improving accuracy and measurement resolution, with emphasis on the latter.
Results presented here are computed with a control volume of the scales of 400 x 400 x 2
m? with towers spaced evenly every 200 m over the control volume. Future field experiments,
particularly those utilizing optical fibre air-temperature measurements, may provide the next
step in understanding and measuring the three-dimensional surface energy balance at scales of
O 1—100 m (Thomas et al. 2011; Zeeman et al. 2014). However, in order to fully complement
these forthcoming approaches to the scales of NWP models, spatially distributed sensors
over a larger experimental domain may be required. Experiments such as the Chequamegon
Heterogeneous Ecosystem Energy-balance Study Enabled by a High-density Extensive Array
of Detectors (CHEESEHEAD) (Butterworth et al. 2020, 2021), which captured data over
O 10 km scales with a large array of towers over a forested canopy, may be the step forward
in understanding this issue at larger scales. Lastly, expansion of similar three-dimensional
analysis over a variety of surfaces may shed light on energy-balance residuals over vegetated
surfaces or within vegetated canopies, where energy storage and moisture fluxes may be
more relevant (Oncley et al. 2007).

The large flux imbalance is also important in the context of NWP models. Here, the exper-
imental control-volume domain size used in this analysis and how it relates to the inherent
space filtering arising in NWP models is an important consideration for sub-grid scale mod-
elling. Currently, NWP simulations model the turbulence flux over individual grid cells at
scales of O 1 km with a variety of methods to estimate the impact of surface heterogeneities
on the flow (Bou-Zeid et al. 2020). Based on the spatial decomposition scheme from Raupach
and Shaw (1982), the scales at which the spatial averaging is computed are inherently defining
the scale at which we capture dispersive or advective fluxes. These long-lasting flow pertur-
bations leading to advective and dispersive fluxes are neither resolved by the bulk advection
in the model or through classical turbulence closure schemes, which assume isotropic turbu-
lence (Stoll et al. 2020). In order to capture the unresolved advection in numerical models, the
models must aim to parametrize the dispersive advection term. This is extremely important
in the context of mesoscale weather forecasting tools, such as the WRF model, which solves
for the bulk advection term on the order of 1-5 km and models the turbulent heat exchange
over that grid cell. From numerical experiments, it has been shown that several variables

@ Springer



T. Morrison et al.

(i.e., friction velocity and surface temperature heterogeneity strength) may be relevant when
understanding the impact of the surface heterogeneity and the flux imbalance, requiring fur-
ther experimental validation of these approaches (De Roo and Mauder 2018, Margairaz et al.
2020a, Margairaz et al. 2020b). Between the demonstrated large flux imbalance observed
here and the promising numerical studies driving our understanding behind surface hetero-
geneity, it is import that future experimental studies increasingly examine these processes as
a function of variable surface forcings.

6 Conclusions

Herein, a control volume analysis of the substantial derivative of the temperature tendency
equation at scales © 100 m over the SLTEST facility was performed with the IPAQS het-
erogeneity campaign dataset. The analysis was divided amongst four stability cases. Results
demonstrate the importance of capturing locally driven mean advective and dispersive contri-
butions in relation to the turbulent flux through quantification of the flux imbalance [Eq. 12].
For unstable free-convective periods, a median imbalance of 79% (flux overestimation) was
observed, while for forced-convective periods the median imbalance rose to 168% (flux
overestimation). Further analysis shows that the imbalance may be a function of wind speed
and provides evidence that during strongly convection periods, persistent air-temperature
differences may be as prevalent in the surface layer compared to the mean air-temperature
differences observed during shear driven stabilities. Meanwhile, during high-wind-speed noc-
turnal periods, a median imbalance of 43% was observed, which rose to 146% for quiescent
nights. By contrast to the daytime convective periods, nocturnal periods with the weakest
winds produced the largest imbalance. This imbalance was primarily driven by persistent
air-temperature differences driving strong local advection. Meanwhile during strong forced-
convective nocturnal periods, the imbalance was most likely attributed to the development
of a low-level jet related to a playa breeze.

These large observed imbalances also provide evidence to support a future study of the
three-dimensional SEB. Due to the mean advective and dispersive fluxes’ relevance, it may be
important under certain conditions for the SEB closure, and future SEB experiments should
consider measuring, at minimum, the horizontal advection, even over seemly homogeneous
terrain. Lastly, it is important to note the relevance of this imbalance analysis in the context
of numerical simulations, which utilize the Reynolds-averaged Navier—Stokes equations for
mesoscale weather forecasting. The bulk advective and dispersive fluxes computed at scales of
O 100 m are otherwise absent terms in subgrid-scale models and present critical observations
that should be considered in future developments of these models. In order to continue this
work and to improve NWP model accuracy, further experimental studies with high-resolution
data at multiple scales are required for a parametrization of these terms.
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Appendix 1: Validation of the Temperature Reference

Throughout boundary-layer literature, experimental estimates of heat or moisture advection
often include a scalar reference term to maintain representative measurements. However, the
scalar reference term is often loosely defined and changes based on the user’s perspective
(Swinbank 1951; Webb et al. 1980; Mauder et al. 2020). Moreover, the reference term is
generally added in an ad hoc fashion without mathematical support. In Eq. 9, a mathematical
derivation of the scalar reference correction is presented for temperature. The derivation
assumes that the product of the temperature and the divergence of the velocity field can
be separated to apply the divergence theorem. With this assumption, it is then possible to
rewrite the advection component of the flux as u jT —u jTV. Which states that estimated
scalar advection is corrected for by the volumetric average of the scalar by the velocity field,
or in other words, the scalar advection is corrected for the inability to properly conserve mass
with coarse field measurements. This explanation is the likely reason why the strong form of
the scalar advection (9, ;u jT) is absent from the experimental atmospheric boundary-layer
literature.

To validate the use of the scalar reference value when computing advection, data from
TPAQS were used to evaluate the following balance

dT = =
/ ﬁj—dV:/ [ﬁjrv]ﬁjdA—Tv/ ujhjdA. (15)
cv dxj cS CcS

Specifically, we compare the computed total advection minus the correction term with the
weak form of the volume integral of the flux. The same control volume described in the
analysis is also used here (400 x 400 x 2 m?). In order to obtain these terms, several
assumptions were made to handle the coarse grid over the control volume. As described in
the main document of the paper, the horizontal velocities and temperatures were fit with a
logarithmic profile. Due to the coarseness of the grid, the integrand was assumed constant
across the face of the surface with a value of the spatial average. Additionally, due to lack of
understanding of the vertical functional form of w near the surface, a linear fit with a no-slip
condition was applied.

The terms in Eq. 15 were computed for 11 days using 30-min averages and are presented
in Fig. 6. The median relative difference between the Lh.s. and r.h.s. of Eq. 15 over the
11 days analyzed was 19%, with the largest observed errors occurring during from 4 July
2019 to 6 July 2019, during a power outage which removed two towers from the control
volume. During the power outage, the median relative error was 94%, while removal of this
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Fig.6 Validation of the scalar reference value for experimental computation of the advection term. Data were
averaged every 30 min over 11 days. The black solid line presents the volume integral of the strong form of
the advection with the scalar reference term subtracted, while the red dashed line presents the volume integral
of the weak form of the flux. Note the increase in relative error between the methods from the evening on 3
July 2019 to 6 July 2019 arising from a power outage leading to a decrease in tower density
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period reduces the median relative error to 14%. A sensitivity analysis designed to determine
the number of towers needed to fully capture the complete advection indicates that as the
number of towers inside the control volume decreases, the relative error increases. Moreover,
the relative error is also a function of the location of the towers removed, indicating a spatial
sensitivity to tower placement as well number of towers. This result indicates that the number
of towers necessary to capture the entire flux is likely a function of the surface conditions
(heterogeneity), density of towers, and control volume size and requires further study to
parametrize the required number of towers to properly capture the complete flux from the
surface. Furthermore, while this analysis is a first with regard to the scalar reference values
used to compute the experimental advection, further insight from numerical studies would
provide valuable information in understanding the impact of the reference temperature.

Appendix 2: Global Planar Fit with an Array of High-Density Towers

Due to the aspect ratio and limited complete dataset, caution was taken when treating the
variables needed for the analysis. Of particular interest was the vertical velocity component
w, since the area of the top of the control volume was 50 times larger than the sum of the
horizontal faces. Most often, a global planar fit over the available data is performed (Wilczak
et al. 2001) to correct for any biases in the deployment of the instruments. Figure 7 presents
the kernel-fit p.d.f.s of both the raw and global planar fit vertical velocity components. While
the statistics for some stations appear to remain similar (i.e., PA3), in some cases the spread
of the p.d.f.s widen significantly, contaminating the signal (i.e., PC4).

The relative error of the global planar fit was tested further as a function of wind angle,
however the amount of available data was at the threshold of the 15-day minimum for a
reliable fit to be applied. Despite this, since our stations were deployed over an idealized
surface with extreme care, for the analysis the raw vertical velocity signal provided a fair
compromise. In more complex experiments with an array of flux towers, this analysis begs the
question if the local global planar fit is the correct methodology for planar array experiments.
While many experiments have studied the observed velocities between a variety of sonics

PA3 PA4
0.05 0.05
0 0
-0.5 0 0.5 -0.5 0 0.5
PB2 PB3
0.05+ 1 0.05+ A
0 0
-0.5 0 0.5 -0.5 0 0.5
PC3 PC4
0.05 1 0.05 1 0.05 A
0 0
-0.5 0 0.5 -0.5 0 0.5 -0.5 0 0.5
w(mst) w(ms') w(ms')

Fig.7 Kernel fit p.d.f.s of the raw measured vertical velocity component (blue) and the global planar fit (red).
Each subplot represents the station used in the control volume analysis. The vertical solid line represents the
median, while the dashed line represents the mean
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(Mauder and Zeeman 2018) and relative errors (Horst et al. 2015) further studies into the
treatment of coordinate system should take place. For example, studies examining the impact
of no global planar fit, a local global planar fit (time, w = 0), and a two-dimensional global
planar fit (space-time, (w) = 0) would be insightful as horizontal-array experiments become
common place.
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