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A B S T R A C T   

In this study, the effect of internal penny-shaped pores on the strength and ductility of additively manufactured 
Ti-6Al-4V under uniaxial tension and notched tension loading was investigated. The behaviors of fully dense 
samples were compared to those of samples containing pores whose diameters ranged from 150 µm to 3000 µm 
within 6 mm diameter gauge regions. For uniaxial tension specimens, loss of strength occurred for samples 
containing pores larger than 870 µm (2.1% of the cross-sectional area), while ductility decreased for pores larger 
than 150 µm (0.07% of the cross-sectional area). The notched tension specimens – also with 6 mm diameter 
gauge regions and subject to greater stress triaxialities than uniaxial tension – were more severely affected by the 
pores; pores larger than 150 µm resulted in a reduction of strength, while all pore sizes significantly reduced 
ductility. Dense finite element simulations showed that plastic strain to failure was dependent on stress triaxiality 
in samples containing pores with a diameter of 540 µm (0.8% of the cross-sectional area) and smaller, while 
samples with larger pores failed with negligible plastic strain regardless of stress triaxiality. X-ray computed 
tomography showed negligible volumetric growth of pores for samples loaded to 75% of their displacement to 
failure.   

1. Introduction 

Because of its balance of strength, ductility, fatigue properties, and 
fracture toughness, Ti-6Al-4V is widely used for aerospace and 
biomedical applications [1]. However, conventional processing methods 
restrict the geometries that may be produced in Ti-6Al-4V, and as a 
means to reduce the restrictions on shape, significant research has been 
devoted to optimizing additive manufacturing (AM) processing of this 
alloy [2]. The focus of the present study is on laser powder bed fusion 
(L-PBF) AM of Ti-6Al-4V. 

The L-PBF AM procedure introduces microstructural features absent 
in conventionally processed Ti-6Al-4V [2,3]. The fine, nonequilibrium 
morphology of AM microstructures results in higher strength and 
reduced ductility compared to conventionally processed Ti-6Al-4V [4]. 
One of the most significant factors affecting tensile properties in metals 
fabricated by AM is the presence of internal pores [5]. Different pore 
morphologies are characteristic of different processing parameter re
gimes, and may be generally classified as gas pores, keyhole pores, or 
lack-of-fusion (LOF) pores [6–8]. LOF defects result due to insufficient 
power density or inadequate melt pool overlap [9], and are 

characterized by their large size and sharp crack-like morphology, 
which introduce severe stress concentration factors that are detrimental 
to mechanical properties [9,10]. 

Meng et al. [11] analyzed the effect of built-in spherical pores in 
L-PBF Ti-6Al-4V for uniaxial tension specimens with 6.0 mm diameter 
gauge regions. It was found that spherical pores with diameters 500 µm 
(0.7% of the cross-sectional area) and smaller did not affect strength, but 
that ductility was reduced with pores 1000 µm in diameter (2.8% of the 
cross-sectional area). Wilson-Heid et al. [12] analyzed the impact of 
penny-shaped pores in austenitic stainless steel 316L (SS316L) uniaxial 
tension specimens with 6.0 mm diameter gauge regions and showed that 
ductility was more sensitive to internal pore diameter than ultimate 
tensile strength (UTS). Pores 600 µm (1.0% of the cross-sectional area) 
and larger reduced ductility while UTS was only affected by pores 2400 
µm (16.0% of the cross-sectional area) and larger. In materials with low 
strain hardening – such as Ti-6Al-4V and SS316L – ductility is more 
severely affected than UTS because at large plastic strains, the flow 
stress is nearly independent of strain [13]. At large strains, strength is 
insensitive to premature fracture; only pores large enough to induce 
fracture prior to the exhaustion of strain hardening reduce UTS. 
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In addition to microstructure and porosity, fracture behavior is also 
influenced by stress state [14]. A frequently used scalar metric to 
describe the stress state is the stress triaxiality, which is a measure of the 
ratio of hydrostatic to deviatoric stress, i.e., the ratio between the mean 
normal stress (σm) and the von Mises stress (σvm): 

η =
σm

σvm
(1) 

In ductile materials, increased triaxiality reduces ductility as nega
tive pressure drives, or accelerates, crack and pore growth. In conven
tionally processed Ti-6Al-4V, high triaxialities are associated with brittle 
cleavage fracture while low triaxialities are associated with ductile void 
nucleation and growth [15]. Notched tension (NT) specimens, which 
have bidirectional curvature resulting in a gradually reduced cross 
section at the center of the specimen (see Fig. A1), allow for the targeted 
probing of the effect of increased stress triaxiality on mechanical prop
erties. During tensile loading, the curvature induces hydrostatic stress, 
for which the approximate stress triaxiality is obtained with the Bridg
man formula [16]: 

η ≈
1
3

+ ln
(

1 +
a

2R

)
(2)  

where a is the radius of minimum cross-section and R is the notch radius. 
This study sought to experimentally determine the impact of internal 

defect size and stress triaxiality on the mechanical behavior of L-PBF Ti- 
6Al-4V. A single penny-shaped pore was intentionally incorporated at 
each of the otherwise fully dense specimens’ centers to model LOF de
fects. The samples were fabricated in uniaxial tension (UT) and three NT 

geometries and designed to probe a range of stress triaxialities from 
~0.3–1.0. Through mechanical testing, the relative critical pore sizes 
were identified for which loss in strength and ductility occurred. Finite 
element simulations of dense specimens provided information about the 
strain and stress state and, coupled with experimental results, identified 
the impact of defect size on the equivalent plastic strain to failure for a 
range of stress triaxiality values. A secondary objective was to identify 
the volumetric change of the pores after loading samples to 75% of their 
displacement to failure. X-ray computed tomography (XCT) was used to 
image samples before and after deformation, showing that with this 
amount of applied macroscale deformation, the pores had little to no 
increase in volume regardless of initial pore size or stress triaxiality. This 
study provides insight to aid establishment of acceptance criteria for 
evaluation of structural AM components under static loading [17], 
whereby if no pore exceeding a relative critical size – determined as a 
function of expected stress state at that location – is detected, a 
component could pass acceptance criteria and find use in load-bearing 
applications. 

2. Experimental methods 

2.1. Sample fabrication 

Samples were fabricated with a 3D Systems ProX DMP 320L-PBF 
machine with a mixture of Grade 5 recycled powder and virgin pow
der. The powder diameters ranged from 15 µm to 45 µm with the 
composition given in Table 1 [18]. The following processing parameters 
were selected to produce dense specimens: laser scan speed of 

Table 1 
Minimum and maximum permissible composition of Ti-6Al-4V powder in wt%.   

Ti Al V Fe O C N H Y 

Min Bal. 5.50 3.50 – – – – – – 
Max Bal. 6.75 4.50 0.30 0.20 0.08 0.05 0.015 0.005  

Fig. 1. Sample geometries for (a) uniaxial tension, (b) R3 notched tension, (c) R5 notched tension, and (d) R12 notched tension. Intentional pores at centers are 
pictured for reference. Crosshairs show where virtual extensometer endpoints were located. All dimensions are in mm. 
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1300 mm/s, laser power of 250 W, and layer height of 60 µm. After 
fabrication, the samples were heat treated by Solar Atmospheres at 
650 ◦C for 3 h and then cooled in an argon environment. Before testing, 
the densities of the samples were evaluated using Archimedes mea
surements using an Ohaus Explorer Pro 613 balance. 

2.2. Sample design 

Uniaxial tension (UT) samples were designed in compliance with the 
ASTM E8 standard [19]. Notched tension bars with notch radii of 3 mm 
(R3NT), 5 mm (R5NT), and 12 mm (R12NT) were also fabricated. All 
samples were individually fabricated as 68 mm tall cylinders, with di
ameters of 10.0 mm and 12.5 mm for the uniaxial tension and notched 
tension specimens, respectively. In a secondary process step, gauge re
gions were machined to designed testing dimensions with a computer 
numerical control (CNC) lathe. For all geometries (shown in Fig. 1), the 
minimum cross-sectional diameter was 6.0 mm. 

In the computer-aided design (CAD) models, a penny-shaped pore 
was intentionally designed at the center of each specimen. During 
fabrication, the laser executed two concentric passes around the inten
tional pores, resulting in the lack of fusion within the designated porous 
volume. Although loose powder was present within these intentional 
pores, the loose powder did not influence the mechanical behavior. For 
both uniaxial and notched geometries, pores were built with designed 
diameters of 300 µm, 450 µm, 600 µm, 900 µm, 1200 µm, 1800 µm, and 
2400 µm. For UT specimens only, samples containing 3000 µm pores 
were built. Fully dense specimens without any intentional pores were 
also fabricated. Three specimens with each pore size and geometry were 
fabricated and tested to determine variability, with the exception of the 
fully dense UT sample and the two pore-height study samples (see last 
paragraph of this section), for which two samples were tested. 

Initially, the pore geometry was designed to be perfectly cylindrical 

(Fig. 2a). However, due to the overhang of the cylinder’s upper face, 
dross formation led to fusing between the upper and lower surfaces of 
the cylinder, resulting in pore closure. To reduce pore closure effects, a 
conical feature was appended to the top surface of the cylinder (Fig. 2b). 
The cone was designed to slope upwards at a 24◦ angle, and the upper 
10% of the cone’s height was flattened to prevent the formation of a 
sharp, singular point (e.g., for the cone with a 0.134 mm height pre
sented in Fig. 2b, the topmost 10% - 0.014 mm – was flattened). 
Representative X-ray CT images of the effect of a conical feature, 

Fig. 2. Dimensions of 600 µm pore (a) without conical feature and (b) with conical feature. X-ray CT reconstruction of 600 µm pore (c) without conical feature and 
(d) with conical feature to prevent pore collapse due to dross formation. Grayscale cross-sections of pore (e) without conical feature and (f) with conical feature. All 
dimensions are in mm. 

Table 2 
Designed versus measured pore diameter, where the diameters were measured 
using XCT of witness samples.  

Designed 
diameter 
[µm] 

Measured 
diameter 

[µm] 

Relative 
difference 

in 
diameter 

[-] 

Designed 
fraction of 

cross- 
section 

[%] 

Measured 
fraction of 

cross- 
section[%] 

Relative 
difference 
in fraction 
of cross- 

section[-] 

300 153 ± 26 -49% 0.25% 0.07% ±

0.02% 
-74% 

450 374 ± 11 -17% 0.56% 0.39% ±

0.02% 
-31% 

600 536 ± 21 -11% 1.0% 0.8% ±

0.1% 
-20% 

900 874 ± 20 -3% 2.3% 2.1% ±

0.1% 
-6% 

1200 1193 ± 15 -1% 4.0% 4.0% ±

0.1% 
-1% 

1800 1807 ± 36 0% 9.0% 9.1% ±

0.4% 
1% 

2400 2391 ± 22 0% 16.0% 15.9% ±

0.3% 
-1% 

3000 2992 ± 16 0% 25.0% 24.9% ±

0.3% 
-1%  
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showing 600 µm diameter pores, are presented in Fig. 2c-f. By reducing 
stochastic pore closure effects, consistent, repeatable pore geometries 
were fabricated. 

Two witness samples, which each contained one of each size inten
tional pore were imaged with XCT (see Section 2.5). A total of 180 Feret 
diameter measurements were taken 1◦ apart for each pore size. Uncer
tainty was calculated from both the distribution of ferret diameters for 
an individual specimen and variability in measured diameter between 
the two witness samples. The measured pore diameters are compared to 
the designed pore diameters in Table 2. For pores intended to be 
1200 µm and larger, the measured pore diameters were within 1% of the 
designed diameter. With decreasing pore size, the measured pore di
ameters were undersized. In the remainder of the paper, pores indented 
to be 300, 450, 600 and 900 µm in diameter shall be referred to as 150, 
370, 540, and 870 µm pores, respectively. 

For penny-shaped pores, the pore height was an unconstrained 
design parameter. To verify that the pore height did not play a critical 
role in mechanical behavior, a parametric study was performed, with 
pore diameter held constant at 540 µm: two specimens with 180 µm tall 
(3 layers), three specimens with 240 µm tall (4 layers), and two speci
mens with 300 µm tall (5 layers) intentional pores were fabricated. 
There was no significant impact of pore height on strength or ductility, 
and the remainder of the samples were all designed to have pore heights 
of 240 µm (4 layers); further details are presented in Table 6. 

2.3. Mechanical testing 

Mechanical testing was performed using an MTS Criterion Model 45 
load frame with a 150 kN load cell. Tensile tests were performed to 
failure using a crosshead displacement rate of 0.007 mm/s. The gauge 
lengths varied for different sample geometries and resulted in different 
strain rates, but all were on the order of 10−4/s. Of the three samples 
manufactured with each geometry and pore size, two were mono
tonically loaded until failure, and the third was loaded until approxi
mately 75% displacement to failure, and then unloaded at a crosshead 
displacement rate of 0.020 mm/s. A select number of samples were 
scanned with XCT both as-received and after unloading; details are 
discussed in Section 2.5. 

Force data were obtained directly from the MTS Criterion Model 45 
Universal Test System, while displacement data were obtained by 

stereographic digital image correlation (DIC). DIC parameters are pre
sented in Table 3. Displacements were measured with virtual exten
someters, with lengths of 24.00 mm, 7.98 mm, 11.37 mm, and 
18.42 mm for the UT, R3NT, R5NT, and R12NT specimens, respectively 
(Fig. 1). 

The notched tension specimens experienced little plastic deforma
tion, and therefore the elastic deformation contributed a significant 
proportion of the total deformation to failure. Due to the small total 
strain/deformation, data in the elastic regime were obtained by 
compliance calculations, while displacement data in the plastic regime 
were obtained with DIC. 

2.4. Finite element modeling 

Finite element models were created to model the fully dense UT, 
R3NT, R5NT, and R12NT specimens using ABAQUS 2018 [21]. All 
simulations were performed on dense models, regardless of whether 
they were being used to simulate tests with or without pores; after 
fabrication of engineering components, in cases where flaws are known 
to be present, nondestructive evaluation may establish an upper limit for 
flaw size but the size and location of defects are often not known. 
Therefore, the models did not explicitly incorporate pores but instead 
considered fully dense specimens. The experimentally determined effect 
of porosity on displacement to behavior was correlated to the compu
tationally determined strain and stress state. The fully dense finite 
element simulations were terminated at these displacements to failure. 
This method allows a direct comparison of specimens with pores to fully 
dense parts and, by assuming a preexisting defect pore size, identifies the 
limitations in the material response. Detailed information on the finite 
element models is presented in Appendix A. 

The material model was adopted from ref. [22]. The model used the 
Hill48 yield criterion, an associated flow rule, and an isotropic Swift 
hardening law, which is given as: 

∆σy =

{
nA(εo + εp)

n−1 for εp ≤ 0.038,

K∆εp for εp > 0.038

}

(3)  

where the flow stress σy is a function of the equivalent plastic strain εp 
and the experimentally determined coefficients n, A, εo, and K. The 
calibrated parameters for L-PBF Ti-6Al-4V are given in Table 4. 

Table 3 
Parameters used in DIC data collection and analysis.  

Hardware Software 

Camera Point Grey GRAS-50S5M-C DIC software Correlated solutions VIC-3D 9[20] 

Lens Fujinon HF75SA-1 Subset Size 29 px (0.71 mm) 
Focal Length 75 mm Step Size 7 px (0.17 mm) 
Image Scale 41 px/mm Subset Shape Function Affine 
Image Resolution 2048 px × 2448 px Quantity of Interest Displacement 
Field of View 50 mm × 60 mm Correlation Criterion Normalized Squared Differences 
Stand-off Distance 570 mm Subset Weights Gaussian 
Stereo Angle 20◦ Strain Formulation Lagrangian 
Acquisition Rate 1 Hz   
Patterning Technique White basecoat, black spray paint   
Pattern Feature Size ~0.1 mm    

Table 4 
Material model parameters used in finite element models.   

Hill 48 parameters Swift law parameters 

Elastic modulus[GPa] Poisson’s ratio[-] F[-] G[-] H[-] L[-] M[-] N[-] A[MPa] n[-] εo[-] K[MPa] 

114 0.3 0.465 0.535 0.465 1.450 1.500 1.450 1349 0.042 0.002 950  
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Fracture was assumed to initiate from each model’s centermost 
element. A mesh convergence study was performed on all sample ge
ometries with central element edge lengths of 0.160 mm, 0.080 mm, 
0.040 mm, and 0.020 mm. The evolution of Hill 48 equivalent plastic 
strain and stress triaxiality were compared amongst the different 
models. For all model geometries, the representative element’s response 

was deemed converged with a 0.040 mm edge length, as further 
reduction in element size did not affect stress triaxiality and equivalent 
plastic strain by more than 1%. Therefore, the 0.040 mm mesh was used 
for all further analysis. 

2.5. X-ray computed tomography 

XCT was performed using a General Electric v=tome|x L300 nano/ 
microCT machine with a voltage of 170 kV and current of 55 mA. Each 
sample was placed 35 mm from the source, and the detector was located 
700 mm from the sample, which was shielded with a 0.5 mm copper 
sheet. The detector’s pixel pitch was 200 µm. Each sample was rotated at 
0.4◦ increments, and 900 images were taken with an exposure time of 
1000 ms for each image. The projected images were reconstructed using 
phoenix datos | x 2.0 CT software, with voxel edge lengths of 10.0 µm. 

Pore segmentation and analysis were performed with Avizo 2020.2 
(Thermo Fisher Scientific). The threshold for pore identification was 

Table 5 
Archimedes Density measurements and calculated porosity assuming a density of 4.42 g/cm3 for Ti-6Al-4V.   

UT R3NT R5NT R12NT 

Density [g/cm3] 4.411 ± 0.005 4.419 ± 0.001 4.419 ± 0.002 4.419 ± 0.001 
Density [%] 99.79 ± 0.11% 99.98 ± 0.02% 99.98 ± 0.03% 99.97 ± 0.03% 
Dense Volume [mm3] 1869 2942 2863 2737  

Table 6 
Pore height versus UTS and strain to failure for the parametric study on impact 
of pore height on mechanical behavior.  

Layers Height UTS Strain to fracture 

[-] [µm] [MPa] [-] 

3 180 1206 ± 12 0.074 ± 0.006 
4 240 1210 ± 6 0.078 ± 0.008 
5 300 1205 ± 4 0.086 ± 0.003  

Fig. 3. Experimental and dense finite element simulation force-displacement curves, (a) uniaxial tension, (b) R3NT, (c) R5NT, and (d) R12NT (color online). For 
clarity, the abscissa scales are not consistent between plots. In the legend, measured pore diameters are shown, with designed pore diameters in brackets. 
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three times the voxel size [23], and therefore pores required edge 
lengths exceeding 30 µm to be deemed detectable. 

XCT scans were performed for UT specimens with pores (150 µm, 
370 µm, 540 µm, 870 µm, 1200 µm, and 1800 µm pore diameters) as 
well as NT specimens (dense and those containing 150 µm, 540 µm, and 
1200 µm pores). Scans were performed both before initial loading and 
after deforming up to approximately 75% of the displacement to failure 
to determine the effect of applied deformation on pore growth. 

3. Experimental results and discussion 

3.1. Archimedes density 

Archimedes density measurements revealed that all samples were at 
least 99.8% dense, as shown in Table 5, assuming a density of Grade 5 
Ti-6Al-4V of 4.42 g/cm3 [24]. The variability for notched tension 
specimens was smaller than for UT specimens because they were 
approximately 50% larger in sample volume and therefore less sensitive 
to measurement uncertainty. 

The effect of the intentional pore’s size on Archimedes density was 
negligible. A fully dense UT bar’s volume was 1869 mm3 (Table 5). The 
largest intentional pore – the 3000 µm pore – had a designed volume of 
3.3 mm3. Thus, the theoretical effect of the largest pore would be a 0.2% 
change in density – 0.008 g/cm3 – which was comparable to one stan
dard standard error of the mean of three density measurements. The 
Archimedes density measurement was not precise enough to isolate the 

presence of the intentional pores over statistical noise. 
The Archimedes density measurements were validated by compari

son to XCT data of fully dense material. For a 1.5 mm tall section of 
nominally dense material from each specimen geometry, XCT mea
surements indicated a porosity ranging from 0.0003 ± 0.0002% to 
0.0019 ± 0.0011%, where nearly 100% density was consistent with the 
Archimedes measurements. 

3.2. Mechanical testing results 

The strength and ductility values from the pore height parametric 
study are presented in Table 6. The UTS for all tests were within 1% of 
one another. The strain at fracture had larger variability, but there was 
no statistically significant difference between means (p-value of 0.13 
between 3-layer and 5-layer samples). It was concluded that the pore 
height parameter did not impact the tensile response within the ranges 
studied. 

Representative force versus displacement curves are presented in  
Fig. 3, along with the superimposed dense finite element simulation 
results. Loads and displacements, rather than engineering stresses and 
strains, are presented because in NT samples the cross-section varies and 
therefore neither stress nor strain is homogenous across the entire 
sample gauge region. With the exception of the fully dense specimens 
and a single UT sample with a 370 µm pore (0.4% cross-sectional area), 
all samples fractured at the pore. Increased stress triaxiality corre
sponded with increased maximum load and decreased ductility, which is 

Fig. 4. (a) Peak force as a function of pore diameter, and (b) displacement to failure as a function of pore diameter. For clarity, the displacement data are presented 
with two ordinate scales; the left applies to UT specimens, while the right applies to R3NT, R5NT, and R12NT specimens. Data are presented for the measured pore 
diameters, with designed pore diameters in brackets. 
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consistent with conventionally processed metals [15,24]. For a given 
geometry, consistent overlap of force-displacement curves for the 
different pore sizes was observed, the only difference that increased pore 
size induced fracture sooner. Additionally, there was good agreement 
between experimental results and dense simulation data. 

The effect of pore diameter on peak load and displacement to failure 
is presented in Fig. 4. For UT samples, strength was tolerant of defects 
870 µm (2.1% cross-sectional area) or smaller. For NT specimens, from 
the introduction of a 150 µm pore (0.07% cross-sectional area) to the 
largest pore (3000 µm pore, 25% cross-sectional area), the maximum 
load-carrying capability continually decreased with increasing pore size. 

The impact of pore size on displacement to failure was more severe 

than its effect on peak load. For UT specimens, beyond a pore size of 
150 µm (0.07% cross-sectional area), the displacement to failure pre
cipitously dropped, with a decrease in 61% of the ductility compared to 
the sample containing a 870 µm pore. NT specimens were even more 
significantly impacted by the presence of an internal pore; compared to 
the fully dense specimens, the specimens with a 150 µm pore lost 40% of 
their ductility. 

To investigate the effect of pore size on peak load, experimental data 
were compared with a model that assumes peak load is proportional to 
the minimum dense cross-sectional area. In the limiting case of zero 
dense cross-sectional area, the specimen’s load carrying capacity be
comes zero; with increasing cross-sectional area, the load-bearing 

Fig. 5. (a) Peak force and (b) displacement to failure as functions of remaining dense cross-sectional area. For clarity, the displacement data are presented with two 
ordinate scales; the left applies to UT specimens, while the right applies to R3NT, R5NT, and R12NT specimens. Dashed lines emanating from origin represent 
proportionality. Data are presented for the measured pore diameters, with designed pore diameters in brackets. 

Fig. 6. Mean stress triaxiality versus equivalent plastic strain in L-PBF (a) Ti-6Al-4V (this study) and (b) 316L (from ref. [25]), and (c) triaxiality sensitivity for both 
Ti-6Al-4V and SS316L. For clarity, the triaxiality sensitivities for Ti-6Al-4V and SS316L are presented on two different ordinate scales. Data are presented for the 
measured pore diameters, with designed pore diameters in brackets. 
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capability is assumed to linearly increase: 

Fpeak = q ×
Aremaining cross−section

Adense cross−section
(4)  

where q is an undetermined coefficient. A similar relation between 
ductility and dense cross-sectional area was formulated. 

In Fig. 5, the peak force and elongation to failure are measured 
against the remaining cross-sectional area. Lines emanating from origin 
represent the proportional behavior assumed in Eq. (4). When experi
mentally obtained data lie parallel to the proportionality lines, loss in 
strength or ductility may be ascribed to a failure mechanism that is 
governed by a loss in cross-sectional area. When the experimentally 
obtained data deviate from the proportionality lines, nonlinear effects 
are implied. 

In Fig. 5a, for both UT and NT samples with less than 96% dense 
cross-sectional area (1200 µm pore), the peak force was proportional to 
dense cross-sectional area, meaning strength was limited by the lack of 
cross-sectional area. With cross-sectional density increasing over 96%, 
the UT samples experienced no further increase in strength due to the 
onset of plastic deformation. Nonlinearity in NT samples was the 
opposite: compared to a dense sample, the presence of a small pore in a 
NT sample disproportionally reduced the load carrying capability 
compared to the loss in cross-sectional area. 

Similar conclusions may be drawn from the ductility measurements 
in Fig. 5b, where the elongation to failure is compared against the 
remaining cross-sectional area. For UT geometries, the elongation to 
failure was proportional until 91% (1800 µm pore), while for NT ge
ometries, the elongation to failure was proportional until 96% (1200 µm 
pore). Above the proportionality cutoffs, the loss in ductility was more 
rapid than the loss in cross-sectional area. 

3.3. Effect of stress triaxiality and pore size on equivalent plastic strain to 
failure 

Finite element analysis was performed by simulating the tensile 
deformation of dense samples to the experimental elongation to failure 
for samples with pores. The evolution of equivalent plastic strain and 

stress triaxiality were extracted from the centermost element. To ac
count for non-proportional loading, the mean stress triaxiality, ηmean, 
with respect to plastic strain, εp, is considered, where: 

ηmean =
1

εp,fracture

∫ εp,fracture

0
ηdεp (5) 

The interaction between pore size, mean stress triaxiality, and 
equivalent plastic strain to failure is given in Fig. 6a. For Ti-6Al-4V, with 
pores 540 µm (0.8% of cross-sectional area) and smaller, the ductility 
was strongly dependent on stress triaxiality. 

For the R3NT, R5NT, and R12NT specimens, the equivalent plastic 
strain to failure from dense specimens to specimens with a 370 µm pore 
decreased between 78% (R12NT) and 88% (R3NT). For the case of UT, 
the equivalent plastic strain to failure only decreased 24% for the same 
size pore relative to dense specimens. The large difference in ductility 
suggests that stress triaxiality values above 0.4 amplify the effect of 
internal pores on failure. 

The impact of stress triaxiality on plastic strain to failure for a given 
pore size was quantified by fitting least-squares linear regressions 
through data points of the same pore size across all specimen geometries 
(Fig. 6a). The negative of the slope represents the mean change in plastic 
strain to failure with respect to the change in stress triaxiality for a given 
pore diameter. This metric is called the triaxiality sensitivity in the 
remainder of this section, and is presented in Fig. 6c as a function of pore 
size. The triaxially sensitivity was positive because increased stress 
triaxiality reduced the strain to failure. 

For Ti-6Al-4V, for pore diameters of 870 µm (2.1% cross-sectional 
area) and larger, the triaxiality sensitivity was 0.07 or less, and there 
was only a slight dependance of equivalent plastic strain on triaxiality; 
for all triaxialities, fracture occurred at nearly the onset of plastic strain. 
For pore sizes 540 µm (0.8% cross-sectional area) and smaller, the stress 
triaxiality played a key role in ductility, with the magnitude of triaxiality 
sensitivity at least 0.25. 

The effect of stress triaxiality on equivalent plastic strain in L-PBF Ti- 
6Al-4V is compared to that of SS316L [25] (Fig. 6b). SS316L is a 
significantly more ductile material, as the tensile ductility in L-PBF 
SS316L is 64% [12] compared to 13% in the L-PBF Ti-6Al-4V reported 

Fig. 7. Pore volumes before and after load-unload cycle, for initial pore sizes of (a) 150 µm, (b) 540 µm, and (c) 1200 µm. Horizontal bars delineate the contribution 
of each individual pore. 
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here. Pores were more impactful in the less ductile Ti-6Al-4V: for the 
R3NT geometries, the introduction of a 150µm diameter pore reduced 
plastic strain by 75%, 70%, and 59% in Ti-6Al-4V for the R3NT, R5NT, 
and R12NT geometries, respectively. Correspondingly in SS316L, the 
equivalent plastic strain to failure only decreased by 29%, 16%, and 
16% for a similarly sized pore and the same test geometries. However, 
SS316L was affected more by triaxiality, where the magnitude of 
triaxiality sensitivity for pores 600 µm and smaller exceeded 1.3, 
compared to 0.25 for Ti-6Al-4V (Fig. 6c). 

3.4. Characterization of pores with XCT 

The total pore volumes measured with XCT are presented in Fig. 7 
both before tensile testing and after loading to 75% of the elongation to 
failure. Error bars were calculated by multiplying the measured surface 
area with a voxel uncertainty factor. Ref. [26] states that the voxel un
certainty factor can be as low as 0.1 voxels for optimal thresholding 
methods, but a comparison of independent measurements made by three 
analysts in the present study identified the repeatability to be 0.56 
voxels. The horizontal bars delineate the volumetric contribution from 
individual pores; for the 150 µm pore samples, in addition to the 
intentional pore, many small unintentional pores contributed significant 
volume. For samples containing large pores, such as the 1200 µm pore 
samples, only the intentional pore contributed significant volume. 

For all pores analyzed with XCT, there was nearly zero volumetric 
growth regardless of pore size or stress triaxiality with the exception of 
the UT, 600 µm pore sample. Unlike the observation of significant 
volumetric expansion for pores in L-PBF SS316L after loading and prior 
to fracture as reported in ref. [25], the dominant failure mechanism in 
Ti-6Al-4V is not attributable to the intentional pore’s volumetric 
expansion. 

4. Summary and conclusions 

The effects of pore size and stress triaxiality on the strength and 
ductility of L-PBF Ti-6Al-4 V were investigated by embedding penny- 
shaped pores into UT and NT mechanical test specimens. This study’s 
primary conclusions are:  

• In UT specimens, pores smaller than 870 µm (2.1% of the cross- 
sectional area) did not affect the ultimate tensile strength, whereas 
for NT specimens, ultimate tensile strength monotonically decreased 
with the presence of the pore and increasing pore size.  

• Once the pore diameter exceeded 870 µm (2.1% of the cross- 
sectional area), the strength scaled proportionally with cross- 
sectional area for both UT and NT specimens.  

• Elongation to failure was more sensitive to porosity than strength. 
Once the pore diameter exceeded 150 µm (0.07% of the cross- 
sectional area) for UT specimens, significant reduction in ductility 
occurred. NT specimens were more sensitive to porosity, with a loss 
of 40% of ductility for specimens containing 150 µm pores compared 
to fully dense specimens.  

• For pore sizes larger than 540 µm (0.8% of the cross-sectional area), 
the plastic strain to failure was small and largely unaffected by stress 
triaxiality, while for smaller pores the strain to failure was highly 
dependent on stress triaxiality. NT samples were more severely 
affected by pores than UT samples, with a reduction of 78–88% strain 
to failure due to a 150 µm pore (0.07% of the cross-sectional area), 
compared to 24% reduction for UT samples.  

• XCT measurements before and after loading to 75% of the elongation 
to failure did not identify volumetric pore growth with this amount 
of loading. 
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Appendix A 

Detailed discussion of the finite element models is presented below. 
Isometric views of all model geometries are shown in Fig. A1. The 
models were comprised entirely of C3D8R linear hexahedral reduced 
integration elements. 

For all geometries, the boundary conditions included a vertical 
constraint on the lower surface and an enforced vertical displacement of 
the upper surface. Only half of each specimen was modeled to reduce 
computation times, and a symmetry condition was applied to the lateral 
face. 

To further reduce computational time, the meshes were each divided 
into three separate regions with differing mesh densities. Each region 
was joined to neighbors with tie constraints. Farthest away from the 
model’s center, a coarse mesh was composed of elements with typical 
edge lengths of 0.30 mm. In the gauge regions, the mesh was refined so 
the typical element edge length was 0.10 mm. Finally, a mesh refine
ment study was performed on the centermost region, and concluded that 
convergence resulted from elements with a typical edge length of 
0.04 mm. 

Similar to digital image correlation, displacements were recorded by 
measuring the evolution of distance between two surface nodes. The 
initial distance between the two nodes were located 24.00 mm, 
7.98 mm, 11.37 mm, and 18.42 mm apart for the UT, R3NT, R5NT, and 
R12NT models, respectively. The gauge dimensions were identical to 
those used in DIC (Fig. 1). 

The strain and stress state were extracted from the centroid of the 
centermost element (Fig. A1i). 
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