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Abstract

Aqueous solutions of alkyl/alkaline metal and halide ions play a crucial functional

role in biological systems such as proteins, membranes, and nucleic acids, and for

interfacial chemistry in geomedia and in the atmosphere. We present the MB-UCB

many-body force field for monovalent and divalent ions that includes polarization,

charge penetration to describe the short-range permanent electrostatics accurately,

as well as a model for charge transfer to better describe the quantum mechanical

potential energy surface and its components obtained from the absolutely localized

molecular orbitals energy decomposition (ALMO-EDA) analysis. We find that the

MB-UCB force field is in very good agreement with a validation suite of ion-ion and

ion-water cluster data, exhibiting overall better cancellation of errors among energy
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components, unlike the case for other many-body potentials that do not utilize an

EDA scheme. However limitations in the functional form for the many-body energy

components limit achievable accuracy through complete cancellation of error.

1 Introduction

Molecular dynamics (MD) simulations are widely used to study physical and chemical prop-

erties of biological systems like metalloenzymes as well as for non-biological systems such as

metal organic frameworks and zeolites, and various interfacial chemistries such as clays and

clouds. The predictive power of MD simulations depends on how accurately it describes the

underlying potential energy surface associated with the system, especially for condensed-

phase properties for which an accurate description of intermolecular interactions is crucial.

The most commonly used force fields (FFs) such as AMBER,1,2 CHARMM,3 GROMOS,4,5

and OPLS6,7 use fixed point charges and pairwise additive terms to describe the intermolec-

ular interactions. However, due to explicit electronic response effects such as many-body

polarization, charge penetration, charge transfer, and higher order dispersion and Pauli re-

pulsion, the pairwise additivity assumption can breakdown in asymmetric environments.8–11

Therefore, accurate descriptions of intermolecular potentials require both better functional

forms and correct partitioning of the energy among the molecular interactions (permanent

electrostatics, polarization, charge transfer, dispersion, etc.).

There has been increasing efforts among research groups to improve the underlying

physics of force fields, leading with many-body polarization introduced by means of differing

functional forms such as the Drude model, charge fluctuation, or point induced dipoles.10,12

Several complete polarizable force fields have been developed such as the CHARMM Drude

model13,14 and AMOEBA point dipole models,15–17 whereas other advanced force fields in-

clude additional terms beyond polarization, such as a charge transfer model used in SIBFA

(Sum of Interactions Between Fragments Ab initio computed)18 and Gaussian smeared

charges such as GEM (Gaussian Electrostatic Model).19,20 Although these many-body mod-
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els often perform well with much greater transferability compared to fixed charge force

fields, they can still exhibit surprising failures in some contexts, such as that reported in

the SAMPL community evaluations for guest-host interactions using advanced models.21,22

This we hypothesize arises from the fact that their force field parameters are developed with

respect to the total ab initio energy and forces and/or experimental properties, and thus

must rely on the cancellation of errors of the individual intermolecular terms that contribute

unequally in the overlapping region of molecule-molecule interactions. But with guidance

from only total energies and forces or averaged properties, and without the breakdown into

the energy components of electrostatics, polarization, charge transfer, exchange-repulsion

and dispersion, these terms may be out of balance.

What has transpired recently is the recognition that energy decomposition analysis

(EDAs) techniques such as Symmetry-Adapted Perturbation Theory (SAPT) and variational

absolutely localized-molecular-orbitals (ALMO-EDA), can offer a strategy for separating in-

termolecular energy terms into chemically sensible energy components.23–25 Although the

EDAs too are model chemistries, i.e. the QM energy is not uniquely decomposable, they can

aid in the development of physically motivated many-body force fields which will include a

balanced breakdown among short-ranged charge transfer, intermediate range polarization,

and long-ranged permanant electrostatics. In fact our MB-UCB force field for water was

developed based on the principles of the many-body expansion for permanent electrostatics

and polarization and with guidance from the ALMO-EDA method for charge transfer, and

yielding water properties in excellent agreement with experiment.26,27

Here we extend that success to the development of the MB-UCB force field for alkyl/alkaline

metals (Mn+ = Li+, Na+, K+, Cs+, Mg2+, and Ca2+) and halide (X−= Cl−, Br− and I−) ions

that again benefits from the many-body expansion and direct guidance from the ALMO-EDA

approach. We have used 2-body and 3-body ion-water systems evaluated with ALMO-EDA

to help parameterize all piecewise terms of MB-UCB without changing the original MB-UCB

water model. We show that better control in the cancellation of smaller errors of an EDA
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guided approach is superior to unguided force field developments that rely on cancellation

of large magnitude errors or missing molecular interactions. Even so, the limitations in the

many-body functional form for charge transfer and the damping functions for polarization,

and the inflexibility of the 14-7 van der Waals function, do limit the goal of perfect error

cancellation. But in the end the validation suite of ion-ion, solvent separated ion pairs,

and a companion paper that shows that MB-UCB performs well for all condensed phase

ion properties, indicates that the MB-UCB model is a significant improvement over existing

polarizable force fields.

2 THEORY

Permanent Electrostatics. The permanent electrostatics for the MB-UCB force field is

modeled using atom centered point multipoles, and the electrostatic interactions between

the atoms is expressed as

Eelec =
∑
i<j

MT
i TijMj (1)

where MT
i = [qi, µix, µiy, µiz, Qixx, Qixy, Qixz, Qiyy, Qiyz] is the multipole vector and Tij is

the multipole interaction tensor that consists of appropriate derivatives of 1/rij according to

the multipole expansion. Multipole expansions of the permanent electrostatics is intended

to describe the anisotropic electrostatic potential more accurately. However, in the very

short-range, when two atomic electron clouds overlap, the electrostatic multipole expansion

breaks down due to missing charge penetration effects. Charge penetration in force fields is

modeled based on a strategy of separating the atomic charge into a core nuclear charge and

smeared electron cloud charge. In fact many advanced force fields have begun to adopt some

variation of the CP models.8,18,20,28–35 proposed by either Slipchenko and co-workers28,31 or

Piquemal et al.18

The main difference between these two type of CP models is the use of different damping
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functions to approximate the value of the overlap integral. While the recent AMOEBA+

model36 adopts the functional form of Slipchenko et al.28, we have instead used the Piquemal

model for the MB-UCB force fields to account for the charge penetration effect, but only

applying it to monopole-monopole (q − q) interactions37. Therefore, the modified charge-

charge electrostatic interactions between two atoms A and B with atomic charges qA and qB

are expressed as

Eq−q
elec =

ZAZB

r
− ZA (ZB − qB)

r
fdamp −

ZB (ZA − qA)

r
fdamp

+
(ZA − qA) (ZB − qB)

r
f overlap
damp

(2)

The first term in Equation 2 is for the core–core interaction, where Z is the effective core

charge (and equal to the number of valence electrons). The second and third terms describe

the interaction between the core monopole charge q and electron clouds of the other atoms,

and the fourth term accounts for the electron–electron interactions, where Z–q describes the

magnitude of the negatively charged electron cloud. The two damping functions, fdamp =

(1− exp(−αr)) and f overlap
damp = (1–exp(−βAr))(1–exp(−βBr)), require two parameters, α and

β, to control the damping of core–electron and electron–electron interactions, respectively,

in order for the charge penetration effects to vanish rapidly and to recover the classical

Coulombic multipolar interactions at longer distances.

Polarization Energy. Many-body polarization is explicitly incorporated in the MB-

UCB model by induced dipoles at each polarizable site located on all atomic centers.15 The

induced dipoles (µind) at a polarizable site i with atomic polarizability αi is expressed as

µind
i = αi

[∑
j

TijMj −
∑
j ̸=i

Td−d
ij µind

j

]
(3)

where, Mj and Tij are polytensor permanent multipoles and the multipole-multipole inter-

action matrix, respectively, and T d−d
ij are the dipole-dipole interaction tensor. The first term

in parentheses on the right hand side of the Equation 3 is the electric field Ei from the
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the permanent multipoles and the second term is the electric field from the mutual induced

dipoles from all other sites. Reorganizing Equation 3 we arrive at the following expression

µind
i = αi

[
Ei −

∑
j ̸=i

Td−d
ij µind

j

]

⇒ α−1
i µind

i +
∑
j ̸=i

Td−d
ij µind

j = Ei

(4)

or more generally Equation 4 can be represented in matrix form



α−1
1 T d−d

12 · · · T d−d
1N

T d−d
12 α−1

2 · · · T d−d
2N

...
...

. . .
...

T d−d
1N T d−d

2N · · · α−1
N





µ1

µ2

...

µN


=



E1

E2

...

EN


(5)

In Equation 5, the diagonal blocks are the inverse of the atomic polarizability, while the off-

diagonal blocks Td−d are the Thole damped38 Cartesian interaction tensors between induced

dipoles of two polarizable sites i and j. The first order Thole damped Td−d can be expressed

as

Tij,γ = −
[
1− exp

(
−au3

)] rij,γ
r3ij

, γ = x, y, z (6)

where u = rij/ (αiαj)
1/6. Unlike other polarizable force fields such as AMOEBA and

AMOEBA+ that use rotationally invariant isotropic atomic polarizabilities 36,39,40, MB-UCB

uses a rank two tensor anisotropic atomic polarizablity.

α−1
i =


αi,xx αi,xy αi,xz

αi,yx αi,yy αi,yz

αi,zx αi,zy αi,zz


−1

(7)

Finally, the polarization energy can expressed in terms of induced dipoles as
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Epol = −1

2

∑
i

µind
i Ei (8)

and the induced dipoles at each multipole site are obtained by solving Equation 5 self-

consistently by using conjugate gradient method41. More advanced algorithms exist such as

the iEL/0-SCF approach for efficient computation of induced dipoles,42,43 but were not used

here.

Charge Transfer Energy. MB-UCB introduced a new charge transfer model to fill the

gap between ALMO-EDA energy components and force fields. MB-UCB uses an empirical

many-body function similar to the polarization energy induced multipoles to incorporate the

many-body charge transfer energy.44

ECT−ind = −1

2

∑
i

µct−ind
i Ect

i

µct−ind
i = αct

i

[∑
j

Tct
ijMj −

∑
j ̸=i

T
ct[d−d]
ij µct−ind

j

] (9)

where αct
i controls the charge transfer energy between two multipole sites through a response

to the permanent electrostatics, and the multipole interaction matrix (T ct) elements are

damped with an exponential damping function.

Tct
ζ = −

[
1− d exp

(
−bu3

)] rζ
r3ij

, ζ = x, y, z u =
rij(

αct
i α

ct
j

)1/6 (10)

The three parameters αct, b and d are responsible for the fast exponential decay of the

charge transfer energy, which should be more short-ranged than polarization. However,

unlike the Deng et al. model44, which only considered the direct charge transfer between the

atomic sites. We consider both direct and mutual CT terms that recovers a larger amount

of the many-body character of the charge transfer, albeit with the understanding that no

explicit charge flow is operative. For AMOEBA+ the calculated induced dipole polarization

energy is subtracted from the SAPT induction energy to obtain the CT energy, since the
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version of SAPT used for AMOEBA+ development does not separate charge transfer from

polarization.36 This may result in over or under subtraction of charge transfer depending on

the amount of polarization.

van der Waals Interactions. The remaining energy terms are Pauli repulsion and

dispersion, and are modeled in MB-UCB as a van der Waals interaction using a buffered

14-7 pairwise-additive function proposed by Halgren45

EvdW =
∑
i<j

ϵij

(
1 + δ

σij + δ

)7 (
1 + γ

σ7
ij + γ

− 2

)
(11)

where, ϵ defines the energy scale, and σ = R0/r is the distance between two atoms, where

R0 is the distance corresponding to the minimum energy. Like AMOEBA,16 we set the two

constants δ and γ to 0.12 and 0.07, respectively.

2.1 METHODS

Using a many-body ansatz and without changing the original MB-UCB water parameters, 27

we follow an ALMO-EDA-guided strategy for developing the MB-UCB force fields for ions. In

the first step a systematic set of ion-water dimer and trimer complexes were generated along

intermolecular distances and angles, d and θ, and ALMO-EDA calculations were performed

for water-ion dimers and trimers containing monovalent and divalent ions complexed with

one or two water molecules. The equilibrium optimized geometries (always defined as d = 0

on the distance axis in figures below) is chosen as the reference geometry. All of the ALMO-

EDA calculations were performed at the level of ωB97X-V/def2-QZVPPD.

For the two-body systems, the directions of distance scans are the M-O separation in the

H2OMn+ systems (Figure 1 a) and X−H for the X−−H2O systems (Figure 1 b). The angle

scan of the water-ion dimers are performed along the water bisector axis (Figure 1 c). For

the trimer systems, (H2O)2M
n+, distance scans are performed along the M-O distances by

displacing two water molecules simultaneously from the metal center (Figure 1 d). For the

8



distance scans for the H2O(Mn+)2 systems, the starting structure placed the two metal ions

at the equilibrium distance of the corresponding H2OMn+ dimer systems. For the distance

scan in the (H2O)2X
− systems, one of the anions is displaced from the centroid of the triangle

formed by the three heavy atoms (Figure 1 g). For the H2O(X−)2 system, the distance scan

is along the X − H and two ions X−1 are displaced simultaneously. Furthermore, all of the

three-body distance scans are performed at four different water-ion-water or ion-water-ion

angles depending on the system (see Figure 1 d, e, f, g, i).

Figure 1: Illustrations of the distance scans and angle scans performed for two-body and
three-body systems. (a, c)H2OMn+ distance and angle scan, (b, c)H2OX

− distance and angle
scan, (d, g)(H2O)2M

n+/X− distance scan at four different fixed angles, (e, f)H2O(Mn+)2
distance and angle scan,(h, i)H2O(X−)2 distance and angle scan.

For the ion electrostatics we only use monopoles, with integral charge of +1 for monova-

lent cations, +2 for divalent cations, and -1 for halide ions. Charge penetration parameters

for the metal ions are obtained by fitting them to the two body and three body ion-water

ALMO-EDA electrostatics. However, for anions, the CP damping parameters for α and β
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are used directly from the literature for haloalkanes18 and by simply changing the valence

Z for halide ions, and was found to be sufficient to describe the water-ion electrostatics.

For polarization, atomic polarizabilities for ions are directly taken from the AMOEBA force

field,15 but the Thole damping parameters are optimized to reproduce the two-body and

three-body ion-water ALMO-EDA polarization energy. The charge transfer parameters are

obtained by fitting with respect to the ALMO-EDA charge transfer energy for the configu-

rations consisting of dimers and trimers. Finally, vdW parameters for ions are optimized to

reproduce the total ab initio ion-water intermolecular energy.

3 RESULTS

3.1 Parameterization strategy using 2-body and 3-body energies

We directly use the intermolecular energy breakdown of the two-body and three-body water-

ion systems obtained from ALMO-EDA to guide parameterization of individual energy

components of MB-UCB, and compare the total MB-UCB energy to the ωB97X-V/def2-

QZVPPD DFT benchmark. Transferability of the MB-UCB force field for cations and anions

in more complicated environments is assessed later in the validation of water-ion systems

not in the training set.

The leading order term in the many-body expansion is the 2-body energies. Figure 2

shows the intermolecular 2-body total energy and energy components for the Na+ and Cl−

ions interacting with a single water molecule. For both Na+ and Cl− ions, errors in the

total interaction energy are less than 1 kcal/mol compared to the ab initio benchmark near

equilibrium (Figure 2 a,b). The ALMO-EDA energy decompositions give some insight into

the leading 2-body result for the MB-UCB force field. For both cations and anions, the

maximum contribution to the total interaction energy is from the permanent electrostatics,

and MB-UCB reproduces the same ALMO-EDA component throughout the distance scan

except in the highly compressed region (Figure 2 c,d). The inclusion of charge penetration
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Figure 2: Total energy and energy decomposition at the 2-body level for (H2O)2Na
+ (left) and

(H2O)2Cl
− (right). Distance scan for ALMO-EDA (dash) and MB-UCB (solid): (a,b) total

interaction energy; (c,d) permanent electrostatics (red), polarization (green), and charge
transfer (inset, blue); (e,f) van der Waals energy. Equilibrium distances are represented by
dotted lines.
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in the MB-UCB model helps to reproduce the short-ranged electrostatics for MB-UCB when

it is compared with the electrostatics from the AMOEBA force field, although more recent

incarnations such as AMOEBA+ have also shown the benefits of charge penetration.8 Similar

to permanent electrostatics, the error in the polarization energy near equilibrium is also very

small compared to the ALMO-EDA for both Na+ and Cl− ions (Figure 2 c,d), although it

is overdamped for Cl− in the compressed region. When comparing the ALMO-EDA and

MB-UCB charge transfer models, it is evident that the differences around the equilibrium

geometries are very small for the Cl− ion, and within 0.5 kcal/mol for the Na+ ion with some

overdamping observed at short-ranged (Figure 2 c,d inset). Even so, the contribution of the

CT energy towards the total interaction energy is smaller compared to the other energy

components. We therefore rely on cancellation of error through the van der Waals term

(Figure 2 e,f), which appears to be an adequate strategy to compensate for Na+ −H2O, but

the underdamping errors in the polarization that occur mostly in the compressed region for

Cl− are too large to benefit completely with this strategy.

Figure 3: Total interaction energy of the 2-body level angular scans for (a) (H2O)Na+ and
(b) (H2O)Cl− (right). Scan of the angle formed by Na-O and O-Cl bond and water bisector
axis. See Figure 2 for further details.

The van der Waals compensation can be further evaluated with a stress test of angular
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scans as given in Figure 3. We wish to emphasize that the angular scans corresponding

to regions that are away from equilibrium geometries (i.e. corresponding to angle values

< 90◦ for cations and > 130◦ for anions) are high in energy and hence will almost never be

sampled in a simulation near room temperature. Even so all energy components reasonably

track the trends of the ALMO-EDA results for all energy components, and the resulting

total energy error is less than 1 kcal/mol for Na+ and Cl− throughout the angular scan

with this strategy. The energy decompositions for the angular scans in terms of permanent

electrostatics, polarization, charge transfer, and van der Waals interactions are given in the

Supplementary Information Figure S1.
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Figure 4: Total energy at the 2-body level for (H2O)Li+ and (H2O)K+ (left) and (H2O)Br−

and (H2O)I−(right). See Figure 2 for further details.

Identical conclusions are reached in regards the MB-UCB force field performance on all

the monovalent ions and their interactions with water when compared to the DFT bench-

mark. Figure 4 shows the distance scans for the total energy of interaction between water

and the Li+, K+, Br− and I− ions. The energy decompositions in terms of permanent

electrostatics, polarization, charge transfer, and van der Waals interactions for the distance

and angle scans are given in the Supplementary Information Figures S2-S5, and show again

the same trends with the ALMO-EDA decompositions as found for Na+ and Cl−. We see
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that the errors in the CT model are largest for cations while polarization errors are largest

for anions due to the damping function, and that angular scans using MB-UCB track the

ALMO-EDA for both monovalent anions and cations. Figure S6 also reports the energy

and energy decompositions for distance and angle scans of Cs+ with no loss of generality in

conclusions in regards the 2-body monovalent ion results.

The next term in the many-body expansion is the 3-body energies. First we consider

the three-body (H2O)2Na
+ and (H2O)2Cl

− at an equilibrium angle of 90◦ for the cation and

70◦ for the anion that are thoroughly analyzed in Figure 5. The total interaction energy

at the 3-body level for both ions reproduce the DFT benchmark with very small errors of

less than 1 kcal/mol near equilibrium and in the asymptotic region, with most errors arising

in the compressed region (Figure 5 a,b). Comparing individual energy components, the

permanent electrostatic and polarization interactions are in near perfect agreement between

MB-UCB and ALMO-EDA for both the Na+ and Cl− ions (Figure 5 c,d), but with expected

deviations in the polarization energy at short-range due to the damping function as already

seen in the 2-body systems. The CT for Na+ show noticeable errors at both the compressed

and asymptotic regions (Figure 5 c,d insets), but these are compensated for through the

vdW energy component (Figure 5e). Again the overdamped polarization for Cl− ion is not

perfectly compensated for as seen in Figure 5f, although the total interaction errors near the

basin remain small, i.e. < 1 kcal/mol. Similar trends, energy accuracies, and conclusions

are reached for (H2O)2Na
+ and (H2O)2Cl

− as the scan angle decreases (and the energies are

highly repulsive) or increases (when the energies are stabilizing) as shown in Figures S7-S9.
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Figure 5: Total interaction energy and energy decomposition at the 3-body level for
(H2O)2Na

+ (left) and (H2O)2Cl
− (right). Scan is along the O-Na-O distance and H-Cl-

H distances at a 3-body angle of 90◦ for Na+ and 70◦ for Cl−. See Figure 2 for further
details.
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Again, similar conclusions are reached in regards the other monovalent ions and their

3-body interactions when compared to the DFT benchmark. Figure 6 shows the distance

scans for the total energy of interaction between water and the Li+, K+, Br− and I− ions with

two waters at their equilibrium angles. The energy decompositions in terms of permanent

electrostatics, polarization, charge transfer, and van der Waals interactions for the distance.

Figure 6: Total energy at the 3-body level for (H2O)2Li
+ and (H2O)2K

+ (left) and (H2O)2Br
−

and (H2O2)I
−(right). Scan is along the O-cation distance and H-anion distances at a 3-body

angle of 90 degree for cations and 70 degree for anions. See Figure 2 for further details
.

and angle scans for 3-body interactions for these ions as well as Cs+, are given in the

Supplementary Information Figure S10-S19. They show the same trends with the ALMO-

17



EDA decompositions as found for (H2O)2Na
+ and (H2O)2Cl

−.

The final results for this section concern the ability of the MB-UCB model to reproduce

the ALMO-EDA results for the more difficult case of the divalent cations, and illustrated here

for Ca2+ and Mg2+. Figure 7 shows that the 2-body total interaction energy of the divalent

cations with water as a function of distance or angle (Figure S20) exhibit larger errors relative

to the monovalent ions by ∼2.5-3.0 kcal/mol. Indeed the divalent ions have proven much

more difficult at short-range, with interaction strengths approaching that of covalent bonding

and the classical description breaks down. Although the CT model remains a problem,

overall error cancellation has been reasonably successful in the case of divalent ions, and this

is further supported in the 3-body interactions for (H2O)2Ca
2+ and (H2O)2Mg2+ that are

in excellent agreement with the DFT benchmark as shown in Figure S21-S24. We return to

these systems when we consider validation involving ion clusters for both monovalent and

divalent systems in the next section.

3.2 Validation of MB-UCB for more complex clusters

As a first validation of the MB-UCB ion force field, we consider larger water-ion clusters.

For each monovalent and divalent ion we selected 100 random structures of the ions with 6-8

first shell neighbouring water molecules, extracted from the MD simulations of 1 ns using

the the AMOEBA force field and the geometries are extracted every 10 ps. Based on the

experimental first shell coordination number for each ion, the closest 6-8 water molecules to

the ions are chosen to obtain the final configurations for validation. For each configuration we

calculated the total interaction energy and contributions of the different energy components

for both the MB-UCB and the AMOEBA polarizable force fields and compared to ALMO-

EDA.
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Figure 7: Total interaction energy and energy decomposition at the 2-body level for
(H2O)Ca2+ (left) and for (H2O)Mg2+ (right). Distance scan (top) and angle scan (bot-
tom). See Figure 2 for further details.
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Table 1 shows the mean signed error (MSE) to test for overbinding or underbinding,

and root mean square error (RMSE) to assess larger energy differences, for MB-UCB and

AMOEBA against the DFT benchmark. Overall MB-UCB performs significantly better

than AMOEBA for all ions, and with fewer egregious outliers, with the exception of the Cl−

water-ion clusters although error remains reasonably small (∼ 1 kcal/mol) on an absolute

scale. From Table 1 it is seen that for all the ions AMOEBA systematically underbinds in

the total interaction energy.

Table 1: Mean signed errors and root mean squared errors in the total energy of MB-UCB
force field and AMOEBA force field with DFT for systems containing 6-8 first shell water
molecules along with different ions.

Ions Mean signed error (MSE) (kcal/mol) Root mean square error (RMSE) (kcal/mol)
MB-UCB AMOEBA MB-UCB AMOEBA

Li+ -2.26 -4.94 3.44 5.17
Na+ -0.08 -1.92 1.52 2.19
K+ -0.27 -0.42 1.29 1.01
Cs+ -0.02 -6.45 2.54 6.58
Mg2+ -0.12 -12.11 2.83 12.26
Ca2+ -0.53 -3.42 2.27 3.73
Cl− -0.73 -0.08 1.64 1.25
Br− -1.04 -1.69 1.75 2.22
I− -4.79 -2.30 6.32 2.52

Figure 8 uses the Na+ and Cl− water-ion clusters to show the origin of errors through

visual inspection of the correlation between the DFT benchmark for the total interaction

energy and ALMO-EDA decompositions compared to MB-UCB and the AMOEBA polar-

izable force fields. While MB-UCB correlates very well with the ALMO-EDA electrostatic

components due to good reproduction of the leading order 2- and 3-body terms, AMOEBA

shows substantial deviation from the ALMO-EDA result due to lack of charge penetration

(Figure 8 c,d), resulting in errors that are as large as 20 kcal/mol in the electrostatic inter-

actions. It is important to note that AMOEBA+ has corrected that problem by introducing

charge penetration for the permanent electrostatics,8 and is now becoming a largely solved

problem. For the polarization energy component of (H2O)6Na
+ interactions (Figure 8e),

both MB-UCB and AMOEBA agree very well with ALMO-EDA, however for the Cl− ion

AMOEBA substantially overestimates the polarization energy whereas MB-UCB not only
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Figure 8: Correlation with DFT total energy and ALMO-EDA energy components obtained
for (H2O)6Na

+ (left) and (H2O)6Cl
− (right) from AMOEBA (blue) and MB-UCB (green).

(a,b) total interaction energy correlation with DFT; CT for MB-UCB is provided in the
inset. Correlation with ALMO-EDA for (c,d) permanent electrostatics; (e,f) polarization
energy; (g,h) vdW energy.
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correlates well but also is in good quantitative agreement with the ALMO-EDA polar-

ization. Finally, AMOEBA compensate for very large error through the van der Waals

interaction, but the error compensation is seen to be much smaller for MB-UCB. Nearly

identical outcomes are reached for the other monovalent alkali cations and halogens as seen

in Figures S25-S27.

Figure 9: Correlation with DFT and ALMO-EDA for total energy and energy compo-
nents obtained from AMOEBA and MB-UCB at the 8-body level for 100 MD extracted
(H2O)7Ca

2+ configurations. (a) total interaction energy correlation with DFT for AMOEBA
(blue) and MB-UCB (green); CT for MB-UCB is provided in the inset. (b) permanent
electrostatic energy correlation with ALMO-EDA; (c) polarization energy correlation with
ALMO-EDA; (d) van der Waals energy correlation with ALMO-EDA.
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Figure 9 shows the correlation of total interaction energy along with the different energy

components obtained from the AMOEBA and MB-UCB force fields with DFT/ALMO-EDA

for the first hydration layer near the divalent Ca2+ ion. Considering the individual energy

components of the (H2O)7Ca
2+ cluster, AMOEBA substantially underestimates the perma-

nent electrostatics by as much as 50 kcal/mol (while also overestimating the polarization

energy), and requiring massive underestimation of Pauli+dispersion energies by nearly 50

kcal/mol to compensate for these errors and the missing CT energy. MB-UCB slightly

overbinds for both the permanent electrostatics and polarization energy with respect to the

ALMO-EDA result, and while the charge transfer component has excellent correlation with

the corresponding ALMO-EDA energy, the spread of the energy distribution is due to the

associated limitations of the MB-UCB CT functional form. Hence the van der Waals energy

shows a relatively small compensation effect for MB-UCB as seen in Figure 9 to yield to-

tal energies that are an overall improvement with respect to AMOEBA. Even so, the error

compensation is not as precise for the (H2O)7Mg2+ cluster as seen in Figure S28, although

it greatly improves the MSE and RMSE with respect to AMOEBA as seen in Table 1.

An additional set of validations were performed for ion-ion and ion-water-ion interactions,

as they were never considered in the MB-UCB force field parameterization. Figure 10 shows

the interaction between two ions, Na+ and Cl−, as a function of their separation and it is

clear that not only the total interaction energy agrees well with the DFT benchmark, but

also show good correlations with the various ALMO-EDA decompositions such as electro-

statics, polarization and vdW. Although the CT component is not as well reproduced by the

MB-UCB force field, the CT contribution is very small and of relative insignificance when

compared to the magnitude of the total interaction energy.

Finally we consider the solvent separated ion pair, in particular the Na+-H2O-Cl− system,

where both Na+ and Cl− are placed along the water bisector axis and the Na+ ion is directed

towards the water O atom and the Cl− towards the two water H atoms. Distance scans are

performed along the water bisector axis and where both Na+ and Cl− ions are moved from
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Figure 10: Correlation of MB-UCB (green) and AMOEBA (blue) for Na+Cl− along the Na-
Cl distance compared with DFT for total energy and ALMO-EDA energy components.(a)
total interaction energy; (b) permanent electrostatic and polarization energy correlation with
ALMO-EDA; (c) charge transfer energy correlation with ALMO-EDA for MB-UCB; (d) van
der Waals energy correlation with ALMO-EDA.

the water oxygen simultaneously. Figure 11 shows the comparison of the total interaction

energy and energy contributions obtained from ALMO-EDA, MB-UCB and AMOEBA. We

find that MB-UCB better reproduces the total interaction energy at the equilibrium distance,

with better agreement with the EDA energy components. In this most extreme example,

AMOEBA exhibits poor cancellation of errors among energy components, resulting in an

overstabilizing error of ∼5 kcal/mol and shift in the equilibrium position.

Figure 11: Correlation of MB-UCB (green) and AMOEBA (blue) for Na+-H2O-Cl− com-
pared with DFT for total energy and ALMO-EDA energy components. Scan is along the
ratio of the Na-O and O-Cl distances: r = dNaO

dClO
. (a) total interaction energy; (b) permanent

electrostatic and polarization energy; (c) charge transfer energy; (d) van der Waals energy
correlation.

Table 2 reports the final parameters for the MB-UCB model for all ions investigated in

this work, and water parameters are reported in our previous work. 27

Table 2: Many-body MB-UCB force field parameters for various ions.

Ions
Pol term CP term CT term vdw term

α (Å3) a Z α (Å−1) β (Å−1) αct (Å3) b d r0 (Å) ϵ (kcal/mol)

Li+ 0.2800 0.04553 2 3.95703 3.73790 0.99555 0.91364 1.00000 0.5059 0.0083
Na+ 0.1200 0.07963 8 3.17000 3.23700 0.96417 0.01064 1.00000 2.7354 0.1407
K+ 0.7800 0.39000 8 3.62583 3.01059 0.98635 0.00505 1.00000 3.7050 0.6005
Cs+ 2.2600 0.39000 8 5.20000 2.68500 1.02035 0.93844 1.00000 4.4621 0.6240
Ca2+ 0.5500 0.15850 8 3.93953 3.11579 0.02570 0.00846 1.00000 4.1826 0.1177
Mg2+ 0.0800 0.09520 8 2.79570 2.85620 0.00120 0.00120 1.00000 2.1513 0.1618
Cl− 4.0000 0.22700 8 3.00000 2.59400 0.01284 0.01168 1.00000 5.5070 0.0065
Br− 5.6500 0.21074 8 2.70000 2.33600 0.00586 0.00702 1.00000 5.7154 0.0084
I− 7.2500 0.21647 8 2.40000 2.05900 0.01048 0.12704 1.00000 5.7181 0.0357
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4 CONCLUSIONS

In summary, the many-body MB-UCB force field for various simple cations and anions has

been developed using the 2-body and 3-body terms of the many-body expansion combined

with ALMO-EDA as a guide for parameterization to minimize the errors in the individual

physically relevant energy components. At the 2-body level the total interaction energy is

chemically accurate for equilibrium geometries and in the asymptotic regions, with the largest

errors of ∼1-2 kcal/mol observed in the overlapping region where configurations are more

improbable due to the dominant effect of Pauli-repulsion at short-range. We also showed

that the MB-UCB ion model is transferable and exhibits good accuracy for the ensemble of

configurations for the primary hydration shells of all ions that includes 6-8 water molecules,

and for ion pairing and ion-solvent separated states that will be important for concentrated

salt solutions.

It is clear that force fields fitted to total energies and forces, and/or condensed phase

data, can suffer from poor cancellation of errors as illustrated here for AMOEBA. New gen-

eration force fields such as MB-UCB and AMOEBA+ are now better grounded in physically

motivated energy decomposition approaches such as SAPT36 and variational EDAs,27 as

well as reliance on the many-body expansion to ensure better transferability.12 We attribute

the success of the MB-UCB model for ion-water systems in particular to a highly accurate

water model,26,27 and better electrostatic descriptions beyond polarization, such as charge

penetration as also shown by other groups,8,18,28 and introduction of a many-body charge

transfer component to model all the ALMO-EDA energy components independently.

Even so, there are limitations to the current chosen functional forms used by advanced

force fields. The empirical CT model used in MB-UCB is found to be only sufficient for the

halogen anions when reproducing the ALMO-EDA CT energy, degrading in performance for

monovalent and divalent cations. The damping function used for polarization is also prob-

lematic in the short-ranged that limits force field accuracy. We conclude that cancellation

of errors using the limited form of the van der Waals energy function, while successful in the
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equilibrium and asymptotic regions, is less successful so in the highly compressed regions

and alternative formulations for short-ranged repulsion with more flexible functional forms

would be desirable.46 This is also a problem due to the arbitrariness in the ”mixing rules”

which are only qualitatively correct at best as showed by us previously.47

These areas will be directions we will return to in future work for MB-UCB, that in

turn will better reduce the need to rely on cancellation of errors through the van der Waals

component to reproduce the total interaction energy. But regardless of ions and ion-water

cluster size, MB-UCB is found to more accurately reproduce the total interaction energy of

the DFT benchmark, and we expect it will perform well for the condensed phase properties

of aqueous ions, results that we will report in the near future.
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