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ABSTRACT

The Amazon Alexa voice assistant provides convenience through
automation and control of smart home appliances using voice com-
mands. Amazon allows third-party applications known as skills
to run on top of Alexa to further extend Alexa’s capability. How-
ever, as multiple skills can share the same invocation phrase and
request access to sensitive user data, growing security and privacy
concerns surround third-party skills. In this paper, we study the
availability and effectiveness of existing security indicators or a lack
thereof to help users properly comprehend the risk of interacting
with different types of skills. We conduct an interactive user study
(inviting active users of Amazon Alexa) where participants listen
to and interact with real-world skills using the official Alexa app.
We find that most participants fail to identify the skill developer
correctly (i.e., they assume Amazon also develops the third-party
skills) and cannot correctly determine which skills will be automat-
ically activated through the voice interface. We also propose and
evaluate a few voice-based skill type indicators, showcasing how
users would benefit from such voice-based indicators.

CCS CONCEPTS

« Security and privacy — Human and societal aspects of security
and privacy.
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1 INTRODUCTION

Voice-based user experience thrives on the ability that enables
users to interact with devices and services through voice instead
of keystrokes, clicks, or swipes. As a result, we have seen a rapid
growth of voice-based services such as Amazon Alexa and Google
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Home. Amazon Alexa is the market leader in this space as it is
compatible with over 7,400 smart home devices [3] — an important
feature that attracts third-party developers to develop applications
(a-k.a. Skills for the Alexa platform). These skills allow end-users
to interact with numerous online services and smart home devices
through Alexa-enabled devices, such as Amazon Echo or Echo Show.
Amazon’s Alexa ecosystem currently has over 100,000 skills, most
of which are from third parties [22]. For example, the ‘Restaurant
Finder’ skill [25] enables a user to search for restaurants based
on a zip code. However, third-party skills can also create privacy
concerns as developers can access sensitive user information. Ama-
zon has various policies in place to prevent and limit unauthorized
access to sensitive information while also vetting skills for inappro-
priate content before they are publicly available on the skill store;
yet, recent studies have found gaps in the vetting process and have
identified skills that are potentially non-compliant with various
policies set forth by Amazon [38, 39, 52, 63]. Others have performed
dynamic analysis of skill interaction to identify policy-violating
skills [43, 62]. Researchers have also analyzed skills’ privacy poli-
cies to identify those that do not fully disclose all types of sensitive
data accessed [52, 53, 63]. Furthermore, researchers have started
studying the privacy perceptions, concerns, and privacy-seeking
behaviors [31, 32, 35, 50] associated with using voice assistants.

However, little research has evaluated the effectiveness of user-
facing security indicators or interventions currently available on
voice-based platforms like Alexa. Such security indicators include
helping consumers distinguish which skills are third-party skills
and inform what type of data a given skill requests (e.g., through
the permission model). There has been a similar trend of research in
the domain of web browsers [33, 41] and mobile apps [36, 54] that
propose various visual cues (e.g., icons, color codes, or highlighted
text) to inform/warn users of different security and privacy risks.
However, the voice interface presents a unique set of challenges
as there is typically no visual interface to display visual cues other
than pushing information to the companion app, which would
obstruct the seamless experience and under-utilize the convenience
of a voice interface.

In this paper, we analyze users’ perception of how skills are se-
lected by Alexa and whether users can distinguish third-party skills
from native skills. As any skill that matches the invocation phrase
is automatically enabled (unless the skill requires special permis-
sions) on Alexa, users can unknowingly enable the wrong skill
and be exposed to malicious skills collecting sensitive data. Thus,
studying the efficacy of existing security and privacy indicators
or lack thereof is critical for the ecosystem to sustain. We conduct
an interactive user study to assess users’ knowledge about using
skills and explore what controls can be implemented to enhance
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transparency in the Alexa skill ecosystem. To accomplish this, we
study the following research questions: RQ1: Are users able to
distinguish between third-party and native skills? We ask par-
ticipants to visit the skill information page and also provide them
with audio samples from real-world skills to determine whether
participants can accurately distinguish skills that are native versus
third-party. RQ2: With Alexa’s auto-enable feature, can users
predict which skill will be activated when invoked? We ask par-
ticipants to use the Alexa app to search for skills and identify which
skill they think will be activated when verbally invoked. Upon ac-
tual invocation, we can determine the extent to which participants
can accurately predict which skills will be auto-enabled. RQ3: How
can Alexa better inform its users about the ownership of the
skills they interact with? We present participants with different
audio-based templates to better convey information about the type
of skill they are interacting with and ask them to rank them in
terms of their preference. We also analyze open text responses to
identify other forms of usable voice-based security indicators. In
summary, we make the following contributions:

e We design an interactive user study that involves both lis-
tening to audio excerpts from real-world skills as well as
invoking skills on the Alexa app. Furthermore, we recruit
participants from different online forums and groups spe-
cializing in Amazon Alexa.

® Our analysis reveals that users cannot effectively distinguish
third-party skills from native ones through the voice inter-
face. Furthermore, we show that users cannot identify which
skill will be activated when multiple similar skills exist.

e We prototype and evaluate a few voice-based interventions
to help users better distinguish third-party skills from native
skills.

The remainder of the paper is structured as following. Section 2
provides background information on the Alexa skills ecosystem.
Section 3 discusses related work in this field. Section 4 summarizes
our study design and analysis approach. Sections 5, 6, and 7 provide
the analysis of the user study data and answer to research ques-
tions 1, 2, and 3, respectively. Section 8 discusses our findings and
section 9 describes limitations of our study. Section 10 concludes
our research.

2 BACKGROUND

2.1 Publishing a Skill

There are currently over 100,000 skills in the Alexa skill store across
different countries [22]. A skill essentially adds new functionality
to Alexa that is not supported by native operations. A skill con-
sists of many different meta-data, such as a skill name, invocation
phrase, and invocation name (as shown in Figure 1). None of this
information is required to be unique, causing many skills to have
duplicate names and phrases. Invocation phrases are also used in
order to actually enable and activate the skill on the Alexa-enabled
device.

The majority of these skills are developed by third parties (re-
ferred to as “third-party skills”) rather than by Amazon (referred to
as “native skills”). In order to be published on the Amazon store,
third-party skills need to go through various verification and ap-
proval measures. For instance, Amazon requires that the skill meets
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Figure 1: The skill “Amazon: Call Santa” on the Amazon skill
store (labeled with red text).

the Alexa policy guidelines, provides security requirements for host-
ing the skill, and passes functional tests [13]. If these requirements,
among others, are met, then the skill may be published on the Ama-
zon store for users to view and enable on their Alexa devices. Once
a skill is approved, it is listed on the Amazon skill store. Users can
search for skills and view their information page, which includes
all information relevant to the skill (e.g., invocation phrase, skill
name, and developer name). See Figure 1 for an example of a native
skill on the Amazon store (meta-information is labeled in red).

2.2 Enabling a Skill

When a user utters the invocation phrase or utters a sentence con-
taining the invocation phrase, Alexa automatically opens the skill,
whether native or third-party. Alexa will prioritize native skills over
third-party skills. Alexa first checks whether the skill correspond-
ing to the invocation phrase is already enabled and, if so, reaches
out to the backend and responds with the output. However, if the
skill is not already enabled, Alexa verifies whether there is a native
skill available and, if so, utilizes that skill by default. If not, and if a
third-party matching skill is found, it is automatically enabled and
contacts the third-party backend for a response. Figure 2 highlights
the overall skill selection process. A major issue with this workflow
is whether a third-party skill is automatically enabled and used
without user awareness. As skill developers can alter their back-
end code (responsible for maintaining the dialogue with the user)
without requiring any new approval, there is the possibility to coax
users into sharing more sensitive information than required for the
functionality of the skill; this poses additional security and privacy
risks [52].

3 RELATED WORK
3.1 Skill-based Attacks

As third-party skills are becoming increasingly popular, several
studies have aimed to find vulnerabilities and exploits in Amazon
Alexa skills. In a comprehensive literature review, Jide et al. [40]
classified security and privacy vulnerabilities in Amazon Alexa
skills into weak authentication, weak authorization, profiling, and
adversarial Al They discussed many studies that demonstrate skill-
based attacks on smart voice assistants [34, 51, 65)] and present
countermeasures to some of the known skill-based attacks [37, 42,
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Figure 2: Alexa’s skill invocation and enabling process.

49]. Malicious skills may also collude to aggregate personal data
from multiple skills, as it is seen in smartphone apps [57], which
allows for more powerful inferences based on user profiling from
personal data.

Furthermore, skills can collect personal data, such as date of birth,
age, or blood type, during user interaction without requiring any
explicit permissions [59]. Third-party skills may also “request and
collect personal data including user passwords” and “eavesdrop on
users after they believe the smart speaker has stopped listening” [2].
These capabilities can enable malicious skills to be very intrusive,
especially when a user mistakenly considers the skill to be native
and fully trusts it.

With the ability to publish skills with similar or identical invo-
cation phrases, multiple studies have looked at the feasibility of
launching speech-based attacks. These attacks abuse existing weak-
nesses in the speech recognition system. For instance, prior studies
demonstrate that it is possible to carry out voice-squatting attacks
by leveraging the similarity between the invocation name of two
different skills [48]. For example, two skills with the invocation
names “Test Your Luck” and “Test Your Lock” will create confusion.
Zhang et al. [65] presented a new variation of skill-squatting attacks
where a paraphrased invocation name can hijack legitimate skills
(e.g., the invocation “capital one please” would be able to hijack
the voice command meant for the legitimate skill named “capital
one”). Additionally, Zhang et al. [66] have utilized a fuzzing tool to
systematically discover misinterpretation-prone voice commands
that can activate the wrong skill. Lastly, Mitev et al. [58] demon-
strate a security vulnerability in Alexa’s voice interface that allows
malicious attackers to redirect the user’s voice towards a malicious
skill, carrying out a form of the man-in-the-middle attack. The
feasibility of such attacks motivates the need to make users are
aware of which skills are activated when they interact with voice
assistants.

3.2 Skill Vetting

An Alexa skill needs to pass a vetting process before it is published
on the skill store; this ensures that it complies with Amazon’s poli-
cies and security requirements [8]. However, researchers show that
skills can bypass the skill vetting process and can pose security
and privacy risks to users [38, 45, 52, 64]. Lentzsch et al. [52] per-
formed a large-scale analysis of 90,194 unique skills in the skill store
and found that not only can a malicious user publish a skill under
any arbitrary developer/company name, but they can also make
backend code changes after approval to coax users into revealing
unwanted information. Cheng et al. [38] and Hu et al. [44] have
manually vetted skills to identify policy-violating skills in the cur-
rent store under different sensitive categories (e.g., kids’ category).
Furthermore, Guo et al. [43] have built an automated system named
“SkillExplorer” to interact with skills to analyze their dynamic be-
havior. They analyzed 28,904 skills from the Amazon market and
found that 1,141 skills requested users’ private information without
following developer specifications. They also discovered 68 skills
that eavesdrop on users’ private conversations, even after sending
the ’stop’ command. Similarly, Shezan et al. [62] built an automated
system to dynamically analyze health-related skills. Researchers
have also built tools to automatically analyze the privacy policies
of skills to identify skills that do not fully disclose different types of
sensitive data accessed [52, 53, 63]. These works demonstrate that
malicious skills can bypass the vetting process and that users need
to be more vigilant about what skills are actually enabled on their
devices through the voice interface.

3.3 Analyzing Users’ Perceptions

Researchers have also started looking at privacy perceptions, con-
cerns, and even privacy-seeking behaviors associated with using
voice assistants. Ammari et al. [35] studied how voice assistants
are used by users and identified the most common use cases —
streaming music, searching, and controlling smart home appliances.
Others have highlighted similar usage patterns [55, 60]. Koshy et al.
[47] compared the awareness and knowledge of personal assistants
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between pilot users (those who configure the device) and passenger
users (those who use the already-configured device); they found
that passenger users lack understanding about the functionality of
virtual assistants compared to pilot users. They also found that the
passenger/pilot relationship is very common in households, and
passenger users primarily obtain information about the devices
from pilot users. This might make them even more vulnerable to
skill-based attacks. Huang et al. [46] found that participants were
worried about their data, such as contact lists, being accessible by
other household members and visitors. They found that participants
were concerned by data collection by smart-speaker manufacturers
and did not trust the smart speaker manufacturers.

Lau et al. [50] analyzed the privacy-seeking behaviors that users
adopt when they interact with voice assistants and show that cur-
rent privacy controls (e.g., physically pressing the mute button)
are rarely used and do not align well with users’ needs. Abdi et
al. [31, 32] highlighted the privacy perceptions and norms sur-
rounding the use of smart home personal assistants. They elicited
participants’ mental model by asking questions about how partici-
pants think the voice assistant works. Then, participants were asked
specific questions regarding how and where they think the data is
stored, with whom it is shared, and if they think the device learns
about them. Abdi et al. found that participants were very concerned
about the security and privacy of their smart home devices and
believed that they were vulnerable to “hackers.” However, none of
the participants mentioned any threat based on third-party skills,
which suggests a gap in awareness for participants’ knowledge
about skill-based attacks.

Given that malicious skills can bypass the vetting process, it is
critical that platforms provide sufficient and usable indicators or
interventions to help users make informed decisions about enabling
third-party skills. Little research has been performed in this context
to understand users’ mental models and perceptions about how
Alexa’s skill ecosystem operates. Major et al. [56] compared Alexa
users and non-users and found that even Alexa owners are more
likely to presume skills are developed by Amazon. They performed
the first user study to determine how well participants can distin-
guish third-party skills from native skills by showing participants
videos of a simple interaction with different skills. They found that
participants do not understand that third parties often operate skills
and often confuse third-party skills with native Alexa functions.

3.4 Distinction from Prior Works

While existing studies have uncovered discrepancies in Alexa’s skill
vetting process, demonstrated attacks on voice assistants, and at-
tempted to understand users’ perception about how voice assistants
handle user data, there is a lack in understanding which security
and privacy indicators help users to better identify the skills they
intend to interact with. There is also a lack of evaluation about how
visual indicators present in a skill’s information page compare to
those present (or absent) in the voice interface.

As previously mentioned, Major et al. [56] first attempted to
uncover the level of awareness users have regarding third-party
skills and native functionalities; however, their study is based on
participants feedback on videos and audios of skill interactions, and
it did not involve interactions with the real-world voice assistant
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app to capture personal user experience. They also did not evaluate
custom variations in skill interactions to evaluate feasible privacy
indicators. We also believe existing works do not evaluate visual se-
curity indicators and how they are absent within the voice interface.
In this paper, we analyze a broader set of research questions through
a interactive user study that involves activating and interacting with
real-world skills using the official Alexa app. We focus not only on
the awareness to distinguish third-party skills from native skills but
also elicit and test potential voice-based indicators/interventions to
help users better distinguish different types of skills. For instance,
in our user study, we ask participants about what skill they think
will be activated once invoked by using the search and ranking
function provided by Alexa. Next, we ask them to actually utter the
invocation phrase and cross-check the actual activated skill with
their initial predictions. We also attempt to understand participants’
mental models by asking them about their level of confidence in
their decision. We further elicit open-ended responses to obtain
deeper insight into their thought process. Overall, we believe that
we make novel contributions in understanding users’ mental mod-
els regarding Alexa’s skill selection process and the efficacy or lack
thereof of existing security and privacy indicators.

4 DATA AND METHODOLOGY

We conduct an interactive user study to analyze the extent to which
participants can distinguish which skills are automatically activated
when a particular invocation phrase is uttered. Upon obtaining
responses from our participants, we perform statistical analysis
to find any statistically significant trends. We further explain the
study design in Section 4.1, the recruitment process in Section 4.2,
and the statistical analyses in Section 4.3.

4.1 User Study Design

Our user study was divided into multiple segments, each focusing
on eliciting participants’ mental models regarding one specific skill-
related task at hand. Following is a brief description of different
segments in chronological order. A link to the full version of the
user study is provided in Appendix A.

(1) General information about skills: We did not expect par-
ticipants to know about third-party skills and how they work,

even if they already use Alexa. Thus, we explained what

third-party skills are and the difference between third-party

and native skills before asking any question. The following

explanation was provided: "Amazon’s voice-based assistant,

Alexa, enables users to directly interact with various web

services through natural languages dialogues. It provides

developers with the option to create third-party applications

(known as Skills) to run on top of Alexa. These applications

ease users’ interaction with smart devices and bolster a num-
ber of additional services that native skills developed by

Amazon might not otherwise offer. For example, when you

say "Alexa, open Jeopardy,' Alexa starts the popular game

known as "Jeopardy!” — this is an example of a skill that

extends Alexa’s basic functionality””

Differentiating third-party skills using visual cues: This
task asked participants to distinguish third-party skills from

native skills by visiting the skill’s information page on the

—
5]
—
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Amarzon skill store. The purpose of this task was to contrast
the efficacy of visual cues with auditory cues currently avail-
able on the Alexa skill ecosystem. The participants were pro-
vided with the links for three skills — Restaurant Finder [25]
(third-party), MyFitnessPal Lite [24] (third-party), and Ama-
zon Storytime [9] (native). They were provided with three
options to select one from "Third-party,” "Native," and "Note
sure". A complete description of this task is provided in Task
1 of the survey available in Appendix A.

Differentiating third-party skills using auditory exam-
ples: In this task, we asked participants to listen to audi-
tory excerpts from real skills. Participants were presented
with three audio files containing interactions with three real-
world skills — Song Quiz [28] (third-party), Translated [29]
(third-party), and Call Santa [4] (native). Participants had to
identify which samples originated from a third-party skill
versus a native skill. Participants had three options to choose
from: ‘Native’, "Third party’, and 'Not sure’. A screenshot of
the task is shown in Figure 3.

Skill selection process: In this task, participants utilized
the official Amazon Alexa app to search for certain skill
invocation names. Participants were provided with the skill
name in text so that they could search the skill by entering
the skill in the search bar. Next, upon receiving the list of
skills ranked by Alexa, they were asked to predict which
skill would be activated if verbally invoked. Participants
were asked to enter the skill name and its developer name
for the skill they thought would be activated in the text
boxes provided. Participants were guided through the whole
process using example screenshots. Task 3 of the survey in
Appendix A shows the complete task description.
Interactive skill invocation: This task asked participants
to verbally invoke the same set of invocation phrases as pre-
viously searched (in the task for “Skill selection process”)
and report which skills are actually activated through the
app. This allowed participants to determine whether their
predictions (from the previous task) were correct. The partic-
ipants were thoroughly guided using screenshots about how
to invoke a skill and how to find the skills that Alexa enables.
Participants were provided with the invocation phrases and
text boxes to report each question’s skill name and corre-
sponding developer name. A complete description of this
task is shown in Task 4 of the survey available in Appendix
A.

(6) Alternative voice-based indicators: This task focused on

obtaining insights from participants regarding how they
think Alexa’s voice interface can be improved, allowing users
to better understand when they interact with third-party
skills. Participants were asked to brainstorm different ways
on how Alexa could do a better job in differentiating third-
party skills from native ones. We provided participants with
a free-text box to record their responses (a complete descrip-
tion is shown in Task 5 of the survey available in Appendix
A). The purpose of this task was to elicit alternative options
from participants to further explore the design of such voice-
based indicators as future work. This section also contained
one additional task where participants were presented with
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Amazon Alexa Survey Task 2:

**Description**: In this task you will listen to the attached audio clips generated from
different real-world skills and tell us if they are from a third-party skill or a native skill.

P 000/ DB e— )

O Third-party Skill
O Native Skill
) Mot sure

P 000/ D] — )

O Third-party Skill
() Native Skl

) Not sure

P 000/ 013  e— )

O Third-party Skill

(0 Native Skill

) Mot sure
Figure 3: Task 2: Participants listen to the given audio files
and answer accordingly.

three different audio templates for a given skill to assess
their usability as an indicator for distinguishing third-party
skills. We derived these templates through a separate small
pilot study of five participants.

We asked participants if any of the three variations helped
them better understand the origin of the skill compared to
the original version. Participants could select “Yes,” “No,” or
“Maybe” as shown in Figure 4. 49/52 participants answered
“Yes,” and 3/52 participants answered “Maybe” If the partici-
pants selected “Yes” or “Maybe,” we asked them to rank the
three templates in order of preference and provide reasons
for such choices. Figure 4 shows the task description and
Figure 5 shows the prompt where participants were asked
to rank our custom voice models.

4.2 Recruitment Process

We wanted to recruit participants who had either interacted with
the Alexa app or device in the past or actively used it on a regular
basis. Thus, after obtaining IRB approval from our institution, we
recruited participants via posts on groups and forums specialized
for Alexa users (e.g., “EchoTalk” forum [20], “Amazon Alexa Users”
Facebook group [7], and Reddit forums [5, 6, 21, 23, 27]) as well
as through newsletters and postings to campus mailing lists. In
total, we recruited 52 participants. As our study had many interac-
tive components, we wanted to ensure that participants could ask
questions in case they did not fully understand any of the tasks. To
accomplish this, we scheduled participants to join a virtual Zoom
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Amazon Alexa Survey Task 6:

**Description**: In this task you are given three different ways Amazon Alexa could
distinguish between a third-party skill and a native skill that have the potential to make a
user more aware of the type of skill being activated.

First listen to the current way Alexa activates a given skill (labeled as 'original')

Then listen to the three alternative audio clips.

Original Audio:

P OO0/ 0] — )

Alternative audio:

Audio 1:

P 000007 — )
Audio 2:

P 000008 ————— o)
Audio 3:

P U000 — ]

Do any of the alternative audio voice template make it easier to detect a third-party skill?

Yes
Maybe
No

[ONeNS]

Figure 4: Task 6: Participants are shown three alternate
audio responses that we created incorporating suggested
changes.

session where each participant was assigned an individual break-
out room. The research team members then helped answer any
questions participants might have (participants used the raise hand
button to request help from the research team members). How-
ever, to preserve participants’ privacy, no personal information was
recorded. On average, it took around 26 minutes for participants
to complete all tasks, and each participant was compensated $10
for their time. The whole data collection process lasted for about
three months (April 2021 to July 2021). Details on the participants’
demographics are shown in Table 1.

4.3 Analytic Methods

For basic summarization, we report the percentage of participants
for each unique response to the questions. To compare and contrast
alternative voice-based indicators, we conducted Chi-Square tests
with pairwise comparisons to test for statistical significance. We
consider a = .05 as an indicator of statistical significance. The null
hypothesis Hy represents no statistical difference or relationship
between the tested factors, whereas the alternate hypothesis H;
indicates a statistical difference between the factors. If the p— value
is less than .05, we reject the Hy; otherwise, we do not reject the
Hy. We mention p — value, y? statistic, and df (degree of freedom)
for each respective analysis. Bonferroni’s correction was applied to
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In the previcus question you indicated that the audio voice templates may make it easier
to detect third-party skills. Please rank the audio voice templates in terms of effectiveness
to better detect third-party skills with 1 being most effective and 3 being least effective.
You must select a different rank for each audio clip. Two different audio clips can't be
assigned the same rank.

Original Audio:

0:00

RAMK THE FOLLOWING:

Audio 1:

Audio 2:
0:00

Audio 3:

000

1 2 3
Audio Clip 1 ] O O
Audio Clip 2 Q O @]
Audio Clip 3 ] O O

Figure 5: Task 6 (continued): Participants rank three al-
ternate audio responses that we created incorporating sug-
gested changes.

all posthoc analyses to adjust for the risk of a Type I error [1]. We
performed Fisher’s exact tests to test for significance if conditions
for the Chi-Square test are not met, such as low sample size and
approximation [61]. To analyze free-text responses, two indepen-
dent researchers labeled the text responses. We then calculated
Cohen’s Kappa (k) to calculate similarities before resolving the con-
flicts between labels. Kappa scores are reported in their respective
sections.

Table 1: Demographics of our 52 participants.

Attribute | Value (count)
A 18-24 (38), 25-34 (7), 35-44 (2),
ge 45-54 (4), 55-64 (1), 65 or older (0)
Gender Male (17), Female (35), Prefer not to answer (0)

Employed Full-Time/Part-Time (12),

Employment Status | g, jent (38), Retired (1), Seeking Opportunities (1)

5 IDENTIFYING THIRD PARTY SKILLS

In this section, we address the research question RQ1: Are users
able todistinguish between third-party and native skills? This
section attempts to answer to what extent users are aware of third-
party skills running in Alexa. It also attempts to discover if Alexa
users are able to identify third-party skills through voice and visual
interfaces. In the following experiments, participants were asked
to identify whether a skill is native or third-party, first through
the visual web/app interface and then through the voice interface.
This allowed us to determine if Alexa’s audio and visual interfaces
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provide sufficient information to distinguish third-party skills from
native. We compared the presence and efficacy of security indicators
in the visual and voice interface.

5.1 Distinguishing Skill Type through the
Visual Interface

The Alexa skill store allows users to browse for skills and offers
a similar interface as Google Play Store or Apple App Store for
mobile apps. A user can search for skills and open any skill to obtain
additional information, such as invocation phrases, permissions,
and developer names. An example of a skill information page is
shown in Figure 1. We first test if the current skill information page
provides sufficient visual/textual indicators to help participants
distinguish third-party skills from native skills. For this purpose,
we asked participants to visit three web links in the skill store; two
third-party skills (MyFitnessPal Lite [24], and Restaurant Finder
[26]) and one native skill (Amazon Storytime [9]). Next, we ask
them to identify whether each skill was developed by Amazon or a
third-party vendor. There were 156 responses from 52 participants
(three per participant): 104 were for third-party skills and 52 for a
native skill.

5.1.1 Evaluating accuracy. When identifying the skill type through
the skill store, the majority of the participants correctly identified
the skill types. 80.76% (42/52) of participants correctly identified the
skill type for all three skills; we also found that participants were
very confident about their decisions. A heat map with accuracy and
confidence levels is shown in Figure 6. Furthermore, it is evident
that 59.25% (34/52) of the participants were extremely or fairly
confident while correctly identifying the skill type for the three
test skills.

86/104 (82.69%) of third-party skill tests were identified correctly
by the participants. 49/52 (94.23%) of the native skill tests were also
correctly identified. If we consider this experiment as classifying
third-party skills using visual cues, then the precision and recall are
96.63% and 82.69%, respectively. The confusion matrix is shown in
Figure 7b. This suggests that visual indicators were very effective
in the case of both native and third-party skill identification.

5.1.2 Correlating confidence levels with accuracy. We further tested
to determine if participants’ confidence levels are correlated with
their accuracy using Fisher’s exact test. We found a statistically
significant result (p = .0017), demonstrating that these two factors
are correlated. This matches with Figure 6, which depicts that more
confident participants were likely to identify the correct skill type
with higher accuracy for the three test skills. This signifies that
the skill information page enabled participants to distinguish third-
party skills from native skills. Given that the skill store hosts similar
metadata about skills like other app stores, it is not surprising that
participants correctly distinguished third-party skills from native
skills.

5.1.3 Reasoning behind levels of confidence. Participants were also
asked to articulate why they felt confident or not confident when
distinguishing skills through the skill store information page. Two
independent coders labeled the free-text responses; the inter-rater
reliability was x = .50, and discrepancies were resolved to finalize
the labels. We found that the most common reason was participants
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Figure 6: Distribution of correct answers in identifying skill
type through the skill information page in respective of the
self reported confidence levels.

could clearly see the “developer name” on the skill web page, as
stated by 73.08% (38/52) of participants. Other participants described
that they recognized the skill type due to its complexity (5.76%, 3/52),
branding (3.85%, 2/52), context clues (1.92%, 1/52), and because
they were already familiar with the skills (3.85%, 2/52). However,
11.54% (6/52) of the participants did not state a clear reason. This
suggests that the ‘developer name’ is the primary indicator that
allows participants to distinguish different types of skills.
Following are some responses from our participants.

P20: There was no specific distinction in the product infor-

mation section on whether a third party was used. I based

my answer off of ... how complex the skill was.

P35: The developer information at the top of the page states
clearly whose skill it is.

P48: It was easy to differentiate between the third-party skills
and the native skills based on the who made the skill. The
skill information page included the publisher/creator of the
skill.

5.2 Distinguishing Skill Type through the
Voice Interface

We asked participants to listen to pre-recorded audio samples from
three real-world skills; one native (Call Santa [4]) and two third-
party (Translated [29] and Song Quiz [28]). We then asked them to
identify whether it was a native or third-party skill. Participants
then noted their confidence levels for each recording. Again there
were a total of 156 responses: 104 were for third-parry skills and
52 for a native skill. The transcriptions of each audio recording are
presented below:

Audio Recording 1 - Command: Alexa, Call Santa

Response: [Music ... ] Check the halls with holiday cheer

hotline calls. If you like to call Santa and his friends ...
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Audio Recording 2 - Command: Alexa, Open Translated
Response: Okay, here is Translated. Welcome to the trans-
lated skill. For instructions say help.

Audio Recording 3 - Command: Alexa, Open Song Quiz
Response: Welcome to Song Quiz. How many people want
to play Song Quiz? You can say one to four.

5.2.1 Evaluating accuracy. Participants listened to the audio inter-
actions from three different Alexa skills and chose whether it was
a native or third-party skill. The audio interaction started from the
invocation phrase and the first response from the skill. Two out
of the three skills were developed by third parties. In this exper-
iment, we investigate the presence and efficacy (or lack thereof)
of security indicators that can help users distinguish third-party
skills from native skills from a user’s point of view. Currently, Alexa
does not enforce a defined set of indicators on the voice interface
of third-party or native skills that can be used to distinguish skill
types.

In the absence of any obvious auditory cue, one would pre-
sume participants would randomly guess and correctly identify the
skill-type 50% of the time. However, our experiments show that
participants perform worse than randomly guessing when identify-
ing third-party skills. Only 31.73% (33/104) of the time participants
identified the third-party skills correctly, which suggests that the
vast majority of the time, third-party skills lacked appropriate in-
dicators that could help participants distinguish third-party skills
from native skills. Moreover, participants underestimated the scope
of native skills as 84.61% (44/52) of the times native skills were
wrongly identified as third-party. If we consider this experiment as
classifying/identifying third-party skills using auditory cues, then
the precision and recall are 42.85% and 31.73%, respectively. Figure
7a highlights the confusion matrix. The low precision and recall
suggest that the boundary between native and third-party skills is
very blurred over the voice interface. It is important to note that
this is unlike the result for distinguishing skill type using visual
cues, where apparent indicators such as “developer name” helped
participants distinguish the skill type with high precision (96.63%)
and recall (82.69%).

We found that 44.23% (23/52) of participants responded incor-
rectly for all three skills, while only 36.53% (19/52) answered one
skill correctly. 15.38% (8/52) of participants answered two out of
three answers correctly, and only 3.84% (2/52) responded with all
correct answers. Thus, it is evident that the voice interface does not
provide sufficient auditory cues to allow participants to accurately
distinguish third-party skills from native skills. Since skills have
dynamic content and can obtain sensitive and personal information
from users, they ought to be informed about what types of skills
are being activated [52]. Moreover, since data used in third-party
skills are stored and handled by third-party servers, it is important
that users are aware when they interact with a third-party skill.

5.2.2 Correlating confidence levels with accuracy. We also asked
participants to rate their confidence levels about identifying the skill
on a scale of 1 to 4 (1 being not confident at all and 4 being extremely
confident). We found that most of the participants were “somewhat
confident” (59.61%, 31/52) and “not confident at all” (23.07%, 12/52).
Only 17.31% (9/52) of participants were “fairly confident” and none
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were “extremely confident” We compared the confidence levels with
the levels of accuracy and found that the majority of participants
were not only incorrect but also not confident about their responses.
This heatmap is depicted in Figure 8.

We also performed Fisher’s exact test to determine whether the
participants’ levels of accuracy varied by confidence levels. We
found that the participants’ accuracy was not statistically signif-
icantly different across the confidence levels (p = .4788). Thus,
a participant’s confidence levels did not correlate with correctly
identifying third-party skills. This demonstrates that Alexa does
not clearly convey whether users are interacting with a native or a

third-party skill.

5.2.3 Reasoning behind levels of confidence. Given that there are
no obvious and consistent indicators present on the voice inter-
face, we cannot pinpoint a ground-truth indicator that participants
could have used to identify/guess skill type. However, after partici-
pants marked their confidence levels for accurately distinguishing
third-party skills from native ones, they were asked for relevant
reasoning behind their confidence ratings. To analyze these free-
text responses, two independent researchers labeled the responses
based on their content and then compared both labels. We calcu-
lated the Cohen Kappa score to find the similarity in labeling and
found x = .730. The conflicting labels were resolved after a discus-
sion, which led to the final distribution of labels. We found that
the most common reason was that participants underestimated the
capability of native skills. 34.64% (18/52) of participants thought
that Alexa’s native skills could not perform complicated tasks, so it
must be a third-party skill. 32.69% (17/52) participants were falsely
confident that a change of voice means that a third-party skill was
activated, but native skills can also utilize different voices. Addi-
tionally, 7.69% (4/52) and 3.85% (2/52) of participants thought that
they were confident because of different wording within the audio
output and because they were already familiar with skills, respec-
tively. Yet, 21.15% (11/52) of participants did not provide any clear
reason because they were simply not sure.

Following are some responses from our participants about their
reasoning.

P13: The loudness of the voice makes it confusing. The louder

the voice, the more native it sounds to me at least.

P23: I picked based on if the voice changed from Alexa to
something else, but I have no idea whether that’s how it
works.

P39: I feel that Amazon only makes skills for basic things,
such as the weather and other simple programs. The ones in
the examples felt like they were more from other developers.

6 DIFFERENTIATING SIMILAR SKILLS

In this section, we seek an answer to the following research ques-
tion, RQ2: With Alexa’s auto-enable feature, can users predict
which skill will be activated when invoked? Skill invocation
names are not unique — there can be multiple skills with similar or
same invocation names. For instance, Lentzsch et al. found 9,948
skills that share the same invocation name with at least one other
skill in US skill store [52].
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Figure 7: Confusion matrices for voice and visual interfaces while distinguishing between native and third-party skills.
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Figure 8: Distribution of correct answers in identifying skill
type through the voice interface in respective of the self re-
ported confidence levels.

If duplicate invocation phrases exist between a native and a
third-party skill, Alexa will prioritize the native skill. However, if
no native skill exists, there is no publicly known algorithm that
determines which skill will be activated (Amazon uses an inter-
nal selection scheme). Nevertheless, the skill selection process is
consistent as the same skill is activated across multiple rounds of
activation [52]. Researchers, however, have performed different
blackbox tests to demystify the skill selection process. Zhang et
al. showed that if a skill's invocation name is contained in another
skill’s invocation name, Alexa prefers the longest match [65]. How-
ever, the system’s behavior is not known when two skills share the
same invocation name. Lentzsch et al. analyzed different potential
attributes such as "number of ratings," "average rating," and "age of
skill"; however, none of their results implied causation [52]. This
further emphasizes the need for auditory interventions to ensure
the desired skill is being activated.

The purpose of this experiment is to evaluate if the skill selec-
tion process aligns with users’ expectations. As Alexa by default
enables a matching skill (the details of the skill selection process is
unknown), it is unclear if the right/desired skill will be activated;
this might give rise to privacy concerns because users can enable
an unintended skill, leading to potential privacy leaks and conse-
quences.

6.1 Experimental Setup

In order to analyze whether participants can correctly identify what
skills they interact with, the user study includes an experiment with
the Amazon Alexa app. Participants were asked to download the
latest version of this app (either on Android or iOS phones) and
were instructed to log into their accounts. Once on the app’s home
page, participants could begin the experiment. Participants were
asked to report the previously enabled skills on their account (if
any). This is to avoid cases where participants might already have
some of the test skills enabled. We found no such cases in our
participant pool.

6.1.1 Participants’ predictions. The participants were asked to
search for three distinct invocation names — “daily horoscope,”
“baby names,” and “currency converter” — using the search feature
of the Alexa app under the “Skill & Games” section from the app
menu. The skill chosen for this experiment had at least three other al-
ternatives with the same skill name and invocation name. The three
skills used in this experiment and three alternatives that appeared
in the search results for each of the three skills are provided as fol-
lows: Daily Horoscope (by a.myers.inc [17], by marks_matters [18],
by GV Skills [19]), Baby Names (by stringfree [10], by Piperal Tech-
nology [11], by Hatem Elseidy [12]), and Currency Converter (by
implemica [14], by Sam Sepiol [15], by Logical Enigma [16]). More-
over, we found the search results (including the order) to be consis-
tent. We tested across multiple accounts and devices (five in total)
and found the same consistent search results throughout the data
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collection process. We, therefore, believe the participants all saw
the same search results.

Participants were prompted to search for a particular skill by
retyping the invocation name from the survey into the search bar
on their phones. Then, participants were asked to select one skill
(among all returned matching skills) that they thought would be
activated when verbally invoked. The participants then opened
the selected skill and entered the skill name and developer name
from the skill information page to the respective survey fields. This
process was repeated for all three skills. Participants were also
asked how confident they were that the skills they chose would be
the ones that will be activated when verbally invoked. Furthermore,
participants were asked what made them feel confident or not
confident about their decision.

6.1.2  Live skill invocation. After manual predictions, participants
were asked to verbally utter the skills’ invocation phrases to Alexa
and report which skills were actually activated. The participants
were provided instructions on how to invoke the skills using the
Alexa app. Once a skill was invoked, we prompted participants
to navigate to the “Your Skills” tab (in the “Skill & Games” menu
option) to report the name and developer of the skill that was
recently enabled (Task 6 of the survey provided in Appendix A
contains instructions provided to participants about how to identify
what skill was actually activated). This allowed us to compare
whether participants were accurate with their skill predictions.
Note that in all three cases, the actual skill that was activated also
appeared in the search result (i.e., it was one of the skills returned by
the search result). If participants observed any differences between
their predicted and activated skills, we also asked what steps could
be taken to resolve this discrepancy.

6.2 Analysis

We evaluated the extent to which participants were able to correctly
predict the right skill by comparing their predictions with the actual
enabled skills. We found that many participants predicted the wrong
skill.

6.2.1 Evaluating accuracy. 44.23% (23/52) of the participants wrongly
predicted all three skills, 36.54% (19/52) correctly guessed only one
out of three skills, 15.38% (8/52) predicted two out of three correctly,
and only 3.84% (2/52) guessed all three skills correctly. This demon-
strates that participants are likely unaware about what skill Alexa
is actually interacting with, potentially resulting in sharing their
personal information with an unknown entity, especially one that
may not be malicious in nature.

75% (39/52) of the participants reported that they found a dif-
ference in the skills that were actually activated from what they
thought would be activated. Only 13.46% (7/52) said that they did
not see any difference, and 11.54% (6/52) participants were not sure.

6.2.2 Correlating confidence levels with accuracy. We asked partici-
pants how confident they were about their answers on a four-point
scale (1 being not confident at all and 4 being extremely confident).
We found that only 3.84% (2/52) participants were “extremely confi-
dent” and 40.38% (21/52) were “fairly confident,” while the majority
of participants (55.78%, 29/52) were “somewhat confident” or “not
at all confident.” Figure 9 depicts the distribution of accuracy across

10

Aafaq Sabir, Evan Lafontaine, and Anupam Das

Skill invocation

0/3 correct 6 5 6 1 12
-10
1/3 correct 6 8 13 1 g
-6

2/3 correct 0 3 2 0
-4
3/3 correct 0 1 0 0 -2
-0

b= =R = a1

-8z £5 28 S5

5% 82§ BE

8 8 =
S 38 S 48

Figure 9: Distribution of correct answers in identifying
which skill will be activated in respective of the self reported
confidence levels.

different confidence levels. We see that most of the responses, re-
gardless of levels of confidence, were mostly incorrect. This points
towards participants’ lack of ability to correctly predict the skill to
be activated.

We conducted Fisher’s exact tests to evaluate the correlation
between correctness and confidence; the result is not significant
at p = .6900. Thus, no correlation was found between accuracy
and confidence, and as shown in Figure 9, that confidence level can
vary while still having mostly incorrect answers. This also points
to a flaw in Alexa’s voice interface where users cannot determine if
they are talking to and sharing data with the correct service. Thus,
more research is required in designing appropriate voice-based
interventions to create user awareness.

6.23 Reasoning behind levels of confidence. We asked participants
to describe why they were confident or not confident about their
predictions. Two independent researchers labeled the free-text re-
sponses and calculated the similarity in labels; Cohen’s Kappa was
found to be x = .547. The conflicting labels were then discussed
and resolved. We found that the skills’ “ranking” in the search
results was the most common element participants took into ac-
count. 21.15% (11/52) of the participants stated that they were con-
fident that skills that appeared on top of search results would be
invoked. Other participants looked at other pieces of skill infor-
mation: 15.38% (8/52) were confident because of the “invocation
phrase.” 9.62% (5/52) due to "Good reviews,” 7.69% (4/52) based on
“relevance,” and 3.84% (2/52) because they were already familiar
with skills. However, we also found that 38.46% (20/52) of the par-
ticipants did not understand why certain skills were selected. 3.84%
(2/52) of participants did not respond to this question.
Following are some responses from our participants.
P8: There were many options of practically the same skill so
it wasn’t super clear which one would default open first.

P27: These were the first ones pulled up when I searched in
the Alexa app, so they should be the first ones pulled by the

phrases.
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P44: T picked the first skill or the one with the best ratings.

7 IMPROVING ALEXA’S VOICE INTERFACE

One common underlying issue we found from our analysis in Sec-
tions 5 and 6 was that participants had little awareness regarding
the ownership of the skills they interacted with. In this section,
we seek answer to the research question, RQ3: How can Alexa
better inform its users about the ownership of the skills they
interact with?

7.1 Experimental Setup

We leverage participants’ fresh experience with Alexa skills to ob-
tain insights into how Alexa can better inform users about skills.
We asked participants to brainstorm different ways in which Alexa
could do a better job at distinguishing native and third-party skills.
Participants were provided with a free-text box to write their views.
After this question, we asked participants to rank three different
alternative audio templates in terms of effectively conveying own-
ership of a skill ("wikiHow” [30]). We also provide the default audio
response as a baseline so that participants can easily compare them
before ranking them from 1 (the best) to 3 (the worst).

Before launching the main user study, we conducted a short pilot
study with five participants to obtain some initial insights into their
suggestions for improved skill interactions. The pilot study had the
free-text question asking them to suggest changes in the interac-
tion model that would help them better identify the skill type. We
analyzed the free-text responses and picked the most suggested rec-
ommendations. Moreover, in the main study, we asked participants
to brainstorm ideas to improve privacy indicators before presenting
our suggested variations to avoid any priming effect. We, however,
found that participants’ most frequent suggestions were similar
to those in the pilot study. The three variations consisted of the
characteristics that participants from our pilot study had pointed
out. While various combinations of the three templates are pos-
sible, we only considered the three basic templates to limit the
amount of time participants would spend on the task (and thereby
reduce user fatigue). A full-fledged analysis of all possible auditory
interventions is left as future work.

The characteristics of the three voice templates are as follows:
i) A warning phrase saying “You are about to enable a third-party
skill” followed by the developer name “by wikiHow,” ii) Change
in voice tone only when the skill was invoked, and iii) A warning
phrase saying "You are about to enable a third-party skill" followed
by the developer name "by wikiHow" and the skill starts with a
different voice. The three audio templates are summarized below:

Model 1: Command: Alexa open wikiHow.
Response: You are about to enable a third-party skill devel-
oped by wikiHow.

Model 2: Command: Alexa open wikiHow.
Response: [In different voice] Okay. Here is wikiHow, Hi!
Ask me anything.

Model 3: Command: Alexa open wikiHow.

Response: [In different voice] You are about to enable a third-
party skill developed by wikiHow. Okay. Here is wikiHow,
Hi! Ask me anything.

11

CHI "22, April 29-May 5, 2022, New Orleans, LA, USA

Table 2: Ranking of alternative voice-based interventions.

Voice-based Intervention | Rank 1 | Rank 2 | Rank 3

Model 1 31 14 7
(Warning Phrase + Developer information)
Model 2 [ 12 3
(Change in voice only)
Model 3 15 26 11
(Warning + Change in voice + Developer
information)

We asked participants to rank these three choices. We found
that most participants liked the first option with a warning phrase
with the developer’s name. The second preference was given to
the third option with a warning phrase with the developer’s name
information and a change in voice tone. The least preferred option
was the second model, which only had a voice tone change. Table
2 shows a distribution of the ranking across the three options.

7.2 Ranking Explanations

We asked participants to explain their decision for ranking via a
free-text field (shown in Task 6 of the survey available in Appendix
A). We found that the majority of participants (59.62%, 31/52) liked
the warning phrase because it explicitly warns users about using
third-party skills. Participants also preferred including the devel-
oper’s name in the skill’s response to easily denote a third-party
skill. However, changing the voice tone was the least preferred
option for participants as it seemed like “overkill” and did not nat-
urally integrate well with Alexa. Thus, we find that including the
developer’s name and a warning phrase about using a third-party
skill best notified participants about using a third-party skill.
Following are some responses we obtained.

P34: The change in voice is a good clue, but also having it

specifically state that it is a skill developed by someone else

makes it very clear.

P44: Saying that it is third-party helps differentiate it.

P47: It was a bit weird when the voice changed, I would
rather it just said it was opening a 3rd party skill.

7.3 Analyzing Statistical Difference in
Rankings

To analyze if the different interventions differ significantly in rank-
ings, we ran Chi-Square tests with the significant boundary of
a = .05. To perform Chi-Square comparisons, we divided the votes
of all three variations into three groups of Rank 1, 2, and 3. Since
all participants ranked all variations and no two variations can be
ranked the same by a participant, we had 52 votes for each variation
(represented by rows in the contingency table 2), and similarly, we
had 52 votes in each rank group. This comparison helped us deter-
mine if any of the three variations are ranked somewhat similar by
participants (e.g., if two variations are ranked 1 by a similar number
of participants) or significantly different, which helped us deter-
mine the most popular choice. We found that all our voice-based
interventions were ranked significantly different from each other
where y2(df = 4,n = 156) = 49.6154 and p < 0.00001. We also
performed posthoc analysis and tested every pair of interventions;
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Table 3: Chi-Square tests for rank comparisons. df = 2 for
all tests. * represents significant p — value.

Rank Pairs x° statistic | p— value
Rank 1vs. Rank 2 | 11.3734 *0.010173
Rank 2 vs. Rank 3 | 18.9362 *0.000231
Rank 1 vs. Rank 3 | 35.3733 *<0.00003

we found that all pairs are significantly different from one another.
Table 3 shows the y? statistic and p — values for all possible pairs
of rankings. The significant statistical differences imply that the
user preferences were clear and distinct, and no two rankings were
similar. Thus, we can confidently say that providing a warning mes-
sage with the developer’s name was the most preferred voice-based
intervention for conveying ownership of skill.

7.4 Users’ Suggestions on Indicators

We asked participants to describe what changes in Alexa’s voice
interface would make it easier to help users differentiate third-party
skills. The participants responded using a free-text field. To analyze
the free-text responses, two independent researchers labeled the
responses based on the underlying theme, and then both labels
were compared. We calculated the Cohen Kappa score and found
it to be k = .503. We next resolved the differences through discus-
sion and calculated the final distribution of labels. We found the
most common response was that Alexa should say the “Developer
name” of the skill that it is invoking, such as “Opening <skill name>
by <developer name=" 25% (13/52) of the participants stated that
verbally saying the developer’s name would serve the purpose of
making people aware of the skill. 9.62% (5/52) participants stated
that using a different keyword for third-party skill would be helpful;
the same number of participants (9.62%, 5/52) advocated for using
a warning phrase and playing a different tone or flashing light on
the Alexa device when a third-party skill is invoked. Another 9.62%
(5/52) stated that a warning should be added before each third-
party invocation. 7.69% (4/52) of the participants said that Alexa
should ask for confirmation if the user wants to open a third-party
skill. 15.38% (8/52) participants were not very clear or certain about
the suggestions. Additionally, 23.07% (12/52) of the participants
discussed more unique options, such as stating Amazon’s name
before invoking native skills or providing a warning on only the
first invocation of the third-party skill.

We found some interesting insights from the free-text responses.
For example, some participants explicitly mentioned that a warn-
ing phrase should be added only when a skill is invoked/installed
for the first time, while others mentioned annoyance caused by it
(further discussed in the discussion section 8). However, partici-
pants suggested the use of developer names with every invocation
and did not mention any annoyance with such an approach. We,
therefore, suggest using an explicit warning phrase with the first in-
vocation/activation, while the developer name should be mentioned
with every invocation.

Following are some interesting responses from participants.
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P2: It could be as simple as “Opening x skill by so-and-so.”
But it might be easier long-term to verify that the user is
aware that they are adding a skill by a third-party when
they first “install” or “enable” the skill and not with every
invocation.

P7: She could say “okay- opening [skill name] by [developer
name]” so that it’s clear it’s opening a third-party software.

P21:1feel like Amazon Alexa could say something along the
lines of “I am fetching a skill from another source to share
with you. Would you like to continue using it?” Something
along those lines to differentiate would be good.

8 DISCUSSION

We conducted an interactive user study to analyze Amazon Alexa
users’ perceptions and awareness about third-party skills. OQur user
study focused on asking participants to identify whether skills were
developed by Amazon (native skills) or by a third-party (third-party
skills) both through the skill’s visual interface (e.g., skill store page)
and through the voice interface. We also evaluate how easy it is
to predict which skill Alexa will auto-enabled when an invocation
phrase is actually uttered. The purpose of these experiments was to
understand the gap that exists between a user’s mental model and
the actual working of the system. In this section, we discuss how
this gap can make users more vulnerable to skill-based attacks and
privacy risks. We also suggest recommendations based on feedback
obtained from our study and highlight their implications. Lastly,
we layout future directions in this space.

8.1 Potential Reasons for Incomplete Mental
Model

We found that the majority of participants successfully identified a
skill’s developer using information displayed on the skill’s informa-
tion page, as the ‘developer name’ was clearly displayed. However,
96.15% (50/52) of participants were unable to correctly identify at
least one skill with Alexa’s voice interface, citing many different
reasons for their confusion. This suggests that while there are suffi-
cient usable security/privacy indicators on the skill information page,
such indicators are lacking on the voice interface.

Furthermore, we asked participants to predict what skills would
be invoked for a given invocation name by utilizing the Amazon
Alexa app. We asked participants to search for a skill and then
invoke them through voice command to see if their expectations
matched with what Alexa actually did. This enabled us to help
participants better contextualize the gap in their mental model re-
garding how Alexa automatically enables skills. Many participants
predicted a skill based on its ranking in the search results and yet
found that Alexa’s chosen skill differed from their choices, creating
ambiguity in terms of what skill would automatically activate. Due
to the lack of transparency on how Amazon auto-enable skills with
similar invocation names, users can easily activate the wrong skill,
which can lead to unwanted information disclosure.

8.2 Implications of Incorrect Mental Model

As third-party skills are difficult to distinguish from native skills, an
attacker can exploit this discrepancy to make users think that they
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are interacting with a different skill and coax them into disclosing
personal information [59]. Similarly, a malicious third-party skill
can fake skill termination and continue to run and listen to a user’s
conversation stealthily, as shown by Braunlein et al. [2]. A malicious
skill can also use intents that are not evaluated during the skill
vetting process but later activated to obtain sensitive data from
users that are typically protected through permission APIs [52].
Given these privacy and security risks associated with Alexa skills,
it is essential to introduce security and privacy indicators on the
voice interface to help users become more aware of the applications
they are interacting with.

The lack of effective indicators on the voice interface is further
exacerbated when such devices are shared among multiple users, as
some users are more likely to be unaware of the third-party skills
enabled on the devices. Khoshy et al. [47] found that passenger
users (who do not configure device themselves) have less knowledge
about smart home devices’ functionalities compared to pilot users
(who configure the device for household use), which suggests that it
would be even harder for passenger users to distinguish third-party
skills from native skills. Their findings further motivate the need for
explicit privacy indicators in the Alexa skill ecosystem. Similarly,
Huang et al. [46] found that users were uncomfortable with shar-
ing certain information with household members even when such
information is readily available in the cloud. Although they did
not explicitly ask participants regarding third-party skills, instead,
voice assistants in general, they found participants did not even
trust the first-party manufacturers of the voice assistants, which
further raises concerns regarding third-party services enabled on

the devices.

8.3 Recommendations and Future Work

As existing works have shown that third-party skills can involve
numerous privacy and security risks [2, 52, 59], Alexa’s failure to
provide users with proper notification of third-party skills poses
potential risks to consumers. According to our results, the platform
currently lacks effective voice-based indicators/interventions to
inform users about third-party skills. Major et al. [56] made some
suggestions to incorporate privacy indicators for third-party skills.
However, they did not test any specific voice template in their
study. Our user study identified and tested three voice-based inter-
ventions that incorporate a warning message with the developer
name, changed the voice tone, or a combination of both. We found
that most participants preferred the simple warning message with
the developer name as a good indicator for interaction with third-
party skills. We, therefore, suggest explicitly including a warning
message about a third-party vendor in Alexa’s initial response to
activating a third-party skill. Upon analyzing free-text responses
from participants, we found that participants would be fine with
mentioning the developer name at the start of each session, while
the warning message regarding the activation of third-party skills
may be limited to only the first occurrence of such skills.

While the free-text suggestions made by our participants res-
onated with the most highly ranked interventions tested, there is
still room for studying other ways of introducing privacy interven-
tions and raising awareness; we leave such efforts as future work. In
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general, we believe that more work is needed to improve data trans-
parency in the Alexa skill ecosystem and understand the tradeoff
between transparency and usability. In this study, we only focused
on the effectiveness of different variations of voice-based interven-
tions for the Alexa interface, but a more thorough evaluation of
how such interventions affect a user’s seamless experience over
time requires further investigation. Furthermore, the frequency and
timing of such interventions for the voice interface are still open
research questions. Even in our study, some participants raised the
question of repetitive explanations as potentially a source of an-
noyance. More research is therefore required to develop models of
when and how frequently users would be receptive to interventions
on emerging voice interfaces. Such models can further foster the
design of customized interventions (in terms of both message and
frequency) when tested across populations of different cultures or
technical backgrounds.

9 LIMITATIONS

In order to maximize the quality of user responses, we attempted
to keep the average survey time between 20 and 30 minutes. This
allowed us to ask participants questions about only three skills, yet
including more diverse skills could provide additional insights. Sim-
ilarly, a larger pool of participants (currently 52) could be obtained;
however, a small sample size enabled us to obtain high-quality
responses by hosting live virtual sessions over Zoom with every
participant. However, our participant pool is skewed towards young
females. Most of them were university students, which might have
introduced unwanted bias in the result; nevertheless, we believe that
our findings still hold for a tech-savvy population. Some of the par-
ticipants for our study were recruited from Reddit forums for smart
home enthusiasts, which may not represent an average Alexa user;
however, it is notable that even tech-savvy participants had confu-
sion regarding skill identification which suggests our results are
lower-bound estimates of the skill identification problem. Although
our study assumes that participants may not have complete and
correct knowledge regarding third-party skills, some might have
formed their mental models from the initial explanations provided
at the beginning of the survey. Lastly, we evaluate the effective-
ness of our proposed voice-based interventions by playing audio
clips. A more realistic deployment could involve deploying our own
skills and asking participants to directly interact with such skills.
We leave a full-fledged study on the usability and effectiveness of
different voice-based interventions as future work.

10 CONCLUSION

Our user study concludes that the Alexa voice interface lacks proper
auditory interventions that are critical for minimizing the security
and privacy risks imposed by third-party applications running on
top of Alexa. We found that participants failed to differentiate
third-party skills from native skills through the voice interface;
however, participants could make such distinction through the
skill information pages (due to the presence of visual cues). We
also found a significant gap in participants’ mental model and how
Alexa selects and auto-enables skills. Lastly, we briefly explored
the design of plausible voice-based interventions and their efficacy
using prototype auditory templates. Based on popular choice by
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participants, we suggest that Alexa should utter a warning phrase
informing participants when they first activate a third-party skill,
while the developer name can be mentioned at the start of each
subsequent session. However, we believe this is only the first step
towards designing practical interventions for voice interfaces, and a
more thorough analysis of the usability and effectiveness of different
voice-based interventions is required.
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