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Abstract
The aversion of hydrophobic solutes for water drives diverse interactions
and assemblies across materials science, biology, and beyond. Here, we
review the theoretical, computational, and experimental developments that
underpin a contemporary understanding of hydrophobic effects.We discuss
how an understanding of density !uctuations in bulk water can shed light on
the fundamental differences in the hydration of molecular and macroscopic
solutes; these differences, in turn, explain why hydrophobic interactions be-
come stronger upon increasing temperature.We also illustrate the sensitive
dependence of surface hydrophobicity on the chemical and topographical
patterns the surface displays,whichmakes the use of approximate approaches
for estimating hydrophobicity particularly challenging. Importantly, the
hydrophobicity of complex surfaces, such as those of proteins, which display
nanoscale heterogeneity, can nevertheless be characterized using interfacial
water density !uctuations; such a characterization also informs protein
regions that mediate their interactions. Finally, we build upon an under-
standing of hydrophobic hydration and the ability to characterize hydropho-
bicity to inform the context-dependent thermodynamic forces that drive
hydrophobic interactions and the desolvation barriers that impede them.
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1. INTRODUCTION
Hydrophobic effects, which refer to the aversion of nonpolar solutes for water or the af"nity of
such solutes for one another in aqueous solutions, play an important role in diverse disciplines,
ranging from interfacial science and supramolecular chemistry to soft matter and biophysics (1–6).
For example, amphiphilic molecules or particles, which possess both nonpolar and polar regions,
can ameliorate unfavorable interactions between oil and water, thereby giving rise to detergency
and stabilizing emulsions (7, 8). Furthermore, given that half the naturally occurring amino acids
are nonpolar, the hydrophobic effect also drives numerous biomolecular interactions and assem-
blies (9–12). The central challenge in understanding hydrophobic hydration, characterizing hy-
drophobicity, and anticipating hydrophobic interactions lies in capturing how hydrophobic solutes
perturb water structure in their vicinity. Being a highly cohesive liquid, water tries to minimize
the disruption of its structure by collectively reorganizing its hydrogen bonding network (13);
however, the extent to which it succeeds can depend in nontrivial ways on solute properties, such
as its size, shape, curvature, and the arrangement of its chemical groups.

In this review, we discuss the fundamental insights that underpin a contemporary under-
standing of hydrophobic effects. Foremost among them is the dependence of hydrophobic
hydration on solute size. In particular, because water can hydrogen bond around subnanometer
hydrophobic solutes, but not around larger solutes, molecular and macroscopic solutes perturb
water structure differently (14). An understanding of density !uctuations in bulk water can shed
light on these differences, explaining how the hydration free energy of a small solute is dominated
by the entropic cost of constraining the hydrogen bond network of its hydration waters
and scales as solute volume, whereas the hydration free energy of a large solute is dominated by
the enthalpic cost of broken hydrogen bonds in its hydration shell and scales as its surface area
(13). Similarly, an understanding of water density !uctuations in the vicinity of a surface serves to
characterize its hydrophobicity. In particular, the free energetic cost of displacing interfacial waters
to create a cavity next to a surface provides a general, unambiguous measure of its hydrophobicity;
the easier it is to create an interfacial cavity, the more hydrophobic the surface (15–19). Such a
measure can also be used to estimate the hydrophobicity of complex surfaces, such as those of
proteins, which display chemical and topographical heterogeneity at the nanoscale. The use of
interfacial !uctuations to characterize the hydrophobicity of complex surfaces has highlighted
that hydrophobicity can be remarkably sensitive to curvature and chemical patterning (20–24),
and that approximate approaches for estimating hydrophobicity, based on surface area or ad-
ditivity, are doomed to fail for all but the simplest of systems (25–28). We then discuss how an
understanding of hydrophobic hydration and the ability to characterize hydrophobicity inform
the thermodynamic forces that drive hydrophobic interactions and assemblies (29, 30). We also
discuss how water density !uctuations in con"nement between hydrophobic solutes can in!uence
the kinetics and pathways of hydrophobic assembly (31–36).

Throughout, we draw on insights obtained from theoretical and computational studies and
make connections to experiments. As with any vibrant "eld, our understanding of hydrophobic
effects has been shaped by numerous dedicated researchers and countless insightful studies. Re-
grettably, we are unable to discuss many important "ndings here, including several that have in-
spired our work and shaped our outlook on the subject. Fortunately, we are able to point the
interested reader to a number of recent reviews, which focus on different aspects of hydrophobic
effects and serve as excellent complements to our discussion here (2–5, 37–40).

2. HYDRATION OF SMALL AND LARGE HYDROPHOBIC SOLUTES
When a hydrophobic solute is hydrated, i.e., transferred to water from vapor or oil (Figure 1a),
it disrupts the inherent structure of water (41, 42). Water molecules in the vicinity of the solute
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Figure 1
Hydrophobic hydration, density !uctuations in bulk water, and solute size–dependent crossover. (a) The hydration (i.e., dissolution in
water from vapor or oil) of a nonpolar solute (red sphere) disrupts water structure in ways that are remarkably similar to the creation of a
cavity by emptying a solute-sized volume, v, in bulk water. (b) The hydrogen bond network of water is strained but remains intact near
small solutes, such as methane (left); in contrast, water is unable to form four hydrogen bonds near extended hydrophobic solutes (right).
(c) The probability, Pv(N ), of observing N waters in small observation volumes, v, which contain only a few waters on average, is
Gaussian (dashed line) for all N (13, 45). (d ) For larger probe volumes, although Pv(N ) is Gaussian near the mean, low-N !uctuations are
enhanced (13, 16). (e) Schematic illustrating that the hydration free energy, Ghyd, of small spherical solutes scales with their volume,
whereas for large solutes,Ghyd is determined by interfacial physics and scales with solute area, A; the crossover between the two
regimes occurs at a solute size of roughly 1 nm (13, 14). Furthermore, small solute hydration is entropically unfavorable, so Ghyd
increases as temperature is increased from Tlow (blue) to Thigh (red ); in contrast, for large solutes,Ghyd decreases as temperature is
increased. ( f ) By using an AFM tip to pull on polymers, Li &Walker (48) forcibly hydrated hydrophobic monomers; the requisite force
informed the monomer hydration free energy. ( g) Hydration free energies,Ghyd, are shown as a function of temperature for two
monomer side chains. For the smaller monomer,Ghyd increases with T (top), whereas for the larger monomer, it decreases above 50°C
(bottom; 48). Panel b adapted with permission from Reference 14; copyright 2005 Springer Nature. Panel c adapted with permission
from Reference 45; copyright 1996 National Academy of Sciences and with permission from Reference 13; copyright 2012 Società
Italiana di Fisica. Panel d adapted with permission from Reference 16; copyright 2010 American Chemical Society and with permission
from Reference 13; copyright 2012 Società Italiana di Fisica. Panel e adapted with permission from Reference 14; copyright 2005
Springer Nature and with permission from Reference 13; copyright 2012 Società Italiana di Fisica. Panels f and g adapted with
permission from Reference 48; copyright 2011 National Academy of Sciences. Abbreviations: AFM, atomic force microscopy; PS,
polystyrene; PVBP, poly(4-vinylbiphenyl).
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try to minimize this disruption by collectively reorganizing their hydrogen bonding network;
however, the extent to which they succeed depends in interesting and nontrivial ways on the size
and shape of the hydrophobic solute. It is this collective reorganization of hydration waters, and its
complex dependence on solute properties, that confers hydrophobic effects with their many exotic
properties.

2.1. How Water Responds to Molecular and Macroscopic Hydrophobic Solutes
The manner in which molecular and macroscopic hydrophobic solutes perturb water structure
is fundamentally different (Figure 1b). Water molecules near a small nonpolar solute, such as
methane, are able to maintain all their hydrogen bonds. However, accommodating the solute
severely constrains the hydrogen bonding network of its hydration waters and results in a large
negative entropy of hydration (14). In contrast, the hydrationwaters of amacroscopic hydrophobic
solute, such as a colloidal particle, are simply incapable of participating in four hydrogen bonds like
those in bulk water; instead, they sacri"ce a hydrogen bond in the same way that water molecules
do at a water–vapor interface (43, 44). Given these fundamental differences in the hydration of
molecular andmacroscopic solutes, how do we characterize the extent to which diverse hydropho-
bic solutes perturb water structure in their vicinity? The answer to this question lies in an under-
standing of density !uctuations in bulk water; !uctuations provide a quantitative framework for
characterizing the disruption of water structure by hydrophobic solutes and for informing their
hydration free energies (45–47).

2.2. Water Density Fluctuations Inform Hydrophobic Hydration
Nonpolar solutes exclude water molecules from the regions they occupy and attract their hydra-
tion waters through dispersive interactions; however, the latter are relatively weak and do not
perturb water structure substantially (49). Consequently, hard solutes or cavities, which simply
exclude water molecules (Figure 1a), have been extensively studied as idealized hydrophobic
solutes (50–52). Importantly, because hydrating a hard solute or creating a cavity is equivalent
to emptying a solute-sized volume v, the hydration free energy of idealized solutes is given by
Gcav = −kBT lnPv(N → 0), where kB is Boltzmann’s constant, T is temperature, and Pv(N ) is the
probability of observing N waters in v (53, 54).

Using molecular simulations, Hummer et al. (45) showed that the statistics of water number
!uctuations, Pv(N ), in small observation volumes are Gaussian for all N; i.e.,

Pv (N ) ≈ 1√
2πσ 2

· exp
[

− (N − 〈Nv〉)2

2σ 2

]
, 1.

where 〈Nv〉 = ρv and σ 2 ≡ 〈δN 2
v 〉 are the mean and variance of Pv(N ), respectively, and ρ is the

density of bulk water (Figure 1c). Along with famed theoretical developments, such as the Percus–
Yevick theory of hard spheres and the Pratt–Chandler theory of hydrophobic hydration, the above
"nding is underpinned by the fact that in a dense !uid, small !uctuations in density obey Gaussian
statistics (55–57). Importantly, it led to a relationship between Gcav and the moments of Pv(N )
(45, 46):

Gcav ≈ kBT
[

ρ2v2

2σ 2 + 1
2
ln(2πσ 2)

]
≈ kBT

2
· ρ2v2

σ 2 . 2.

To a reasonable approximation, σ 2 = 〈δN 2
v 〉 ∝ 〈Nv〉 ∝ v. Thus, Gcav ∝ v2/σ 2 ∝ v; i.e., the free

energy for hydrating small hydrophobic solutes scales as solute volume, v. Equation 2 also pro-
vides a way to understand the temperature dependence of Gcav. Garde et al. (46) showed that σ 2
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depends weakly on T, so that Gcav ∼ Tρ2, which increases with T at ambient conditions. These
arguments provide a way to understand why the solubility of noble gases in water decreases with
increasing temperature. They also imply a negative entropy, Scav, for hydrating small hydropho-
bic solutes, which is consistent with the constrained hydrogen bonding network of their hydration
waters.

For large volumes in bulk water, Pv(N ) remains Gaussian near its mean, but the likelihood of
observing low-N !uctuations is enhanced signi"cantly (Figure 1d; 16, 47). The enhanced low-
N !uctuations are a consequence of the proximity of water at ambient conditions to liquid–vapor
coexistence, so that once a certain number of waters leave v, it becomes easier to further dewet the
volume by nucleating a vapor bubble (58, 59). The dewetting of large volumes is thus governed by
interfacial physics, and the free energetic cost of lowering N below a certain threshold is roughly
γA, where γ is the water–vapor surface tension and A is the surface area of the vapor bubble;
i.e., −lnPv(N ) ∝ γ (v − N/ρ)2/3, where (v − N/ρ) is the bubble volume. Consequently, for large
solutes, Gcav ∝ γ v2/3, and because γ decreases with increasing T, so does Gcav. In contrast with
small solutes, Scav is thus positive for large hydrophobic solutes (60).

2.3. Solute Size–Dependent Crossover in Hydrophobic Hydration Free Energies
Given the fundamental differences in the hydration of small and large hydrophobic solutes, at
what solute size does the crossover occur from molecular solutes, whose hydration free energies
scale with solute volume, to macroscopic solutes, whose hydration free energies scale with sur-
face area? Molecular simulations and theory have shown that the crossover occurs at a solute size
of roughly 1 nm (Figure 1e; 59–62). Interestingly, the building blocks of typical molecular as-
semblies, e.g., amino acid side chains, tend to be smaller than 1 nm, whereas the corresponding
assemblies, e.g., folded proteins, are usually larger than 1 nm. Thus, to capture the driving forces
for diverse self-assembly phenomena, e.g., micelle formation or protein folding, and to rational-
ize why those driving forces increase with temperature (Section 5.1), it is critical to understand
the physics of hydrophobic hydration as it crosses over from one regime to another and also
to be able to quantitatively characterize the corresponding free energies. To this end, the physics
of both Gaussian !uctuations and interface formation have been encoded in the Lum–Chandler–
Weeks theory of hydrophobicity (59) as well as in the theoretical contributions it has moti-
vated (63–66).

2.4. Experimental Evidence of Crossover in Hydrophobic Hydration
Theory and molecular simulations played an important role in elucidating the differences in the
hydration of small and large hydrophobic solutes; however, experimental veri"cation of these
ideas was complicated by the fact that small nonpolar solutes are only sparingly soluble in wa-
ter, and their solubility decreases precipitously as solute size increases. To address this challenge,
Davis et al. (67) studied the hydration shells of a family of linear alcohols, increasing in size from
methanol to heptanol, over a wide range of temperatures from 0–100°C. By using Raman scat-
tering measurements with multivariate curve resolution, the authors found that the hydration
shells of small alcohols displayed signatures of enhanced tetrahedral order, whereas the hydra-
tion shells of longer alcohols were relatively disordered, supporting the notion that the disrup-
tion of water structure near small and large hydrophobic solutes is fundamentally different. In
another creative study, Li & Walker (48) used single-molecule force spectroscopy to investigate
the hydration of several hydrophobic polymers with nanoscopic side chains of different sizes. Al-
though the hydrophobic polymers collapse and crash out of the aqueous solution, as expected, the
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authors forcibly hydrated their monomers by using an atomic force microscopy (AFM) tip to pull
on individual polymers (Figure 1f ). By measuring the force required to unravel the polymers,
the authors were then able to estimate the free energy of hydrating the monomers,Ghyd. For the
smallest monomer studied, Ghyd increased with temperature, whereas for the largest monomer,
Ghyd decreased above 50°C (Figure 1g). These "ndings provide strong experimental support for
the solute size–dependent crossover in the physics of hydrophobic hydration and con"rm that the
crossover length scale near ambient conditions is roughly 1 nm (68).

3. CHARACTERIZING HYDROPHOBICITY
A characterization of solute hydrophobicity, which quanti"es how strongly water structure is per-
turbed by the solute, can inform the strength of hydrophobic interactions (69); the more hy-
drophobic a solute, the more strongly it ought to bind other hydrophobic solutes. Below, we
"rst introduce canonical metrics of hydrophobicity before introducing modern measures that are
rooted in interfacial water density !uctuations; the latter can be used to estimate the hydrophobic-
ity of heterogeneous, amphiphilic solutes (Section 4) and inform their interactions and assemblies
(Section 5).

3.1. Molecular Versus Macroscopic Solutes
Because the manner in which small and large solutes perturb water is fundamentally different,
it stands to reason that their hydrophobicities should also be characterized differently. The hy-
drophobicity of molecular solutes is typically characterized using solubility from the gas phase
or partitioning from an oil phase, or equivalently, using the corresponding free energies, Ghyd or
Gtrans, respectively; the larger the value of Ghyd, the more hydrophobic the solute (Figure 2a; 70,
71). As discussed in Section 2.2,Ghyd is closely related to the corresponding cavity hydration free
energy,Gcav, which is informed by density !uctuations in bulk water. Indeed, by recognizing that
Pv(N ) in molecular volumes is Gaussian, and using it to estimate the Gcav of n-butane conform-
ers, Hummer et al. (45) were able to show that the more compact cis conformation is favored
over its trans conformation, in agreement with the corresponding estimates of Ghyd (72). Further-
more, trends in Ghyd can also shed light on the interactions and assemblies of molecular solutes,
as we discuss in Section 5.1. In contrast with small solutes, the hydrophobicity of large solutes
(or surfaces) is determined by interfacial physics. Below, we describe several different but related
ways of characterizing hydrophobicity using interfacial physics; in Sections 5.3 and 5.4, we then
illustrate how such characterizations inform the interactions between diverse extended solutes,
ranging from !at, homogeneous surfaces to the rugged, heterogeneous surfaces of proteins.

3.2. Water Droplet Contact Angles and Wetting Coef!cients
The hydrophobicity of a solid surface can be quanti"ed by bringing a water droplet into con-
tact with the surface and estimating the corresponding contact angle, θ (73). A water droplet
beads up to minimize contact with hydrophobic surfaces, whereas it spreads on hydrophilic
surfaces (Figure 2b). The contact angle is also related to the wetting coef"cient, k, which
quanti"es the relative preference of a surface for liquid water over water vapor. In particular,
k ! (γ SV − γ SL)/γ , where γ SV and γ SL represent solid–vapor and solid–liquid surface ten-
sions, respectively; interfacial physics stipulates that k must be equal to cos θ (74). Thus, the
hydrophobicity of !at, homogeneous surfaces can be quanti"ed using either θ or k. However,
such characterization cannot be performed for rugged, heterogeneous surfaces, such as those of
proteins, which nevertheless use hydrophobic regions to interact with their binding partners (75).
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Figure 2
Characterizing hydrophobicity, water density !uctuations near surfaces, and interfacial dewetting. (a) The hydrophobicity of molecular
hydrophobic solutes (red and purple spheres) is often characterized using their solubility in water or, equivalently, their hydration free
energy,Ghyd. (b) In contrast, the hydrophobicity of macroscopic surfaces is typically characterized using the water droplet contact angle,
θ ; water beads up on hydrophobic surfaces, but spreads on hydrophilic ones. (c) Surface hydrophobicity is also re!ected in the statistics
of water density !uctuations, Pv(N ), in thin interfacial observation volumes; a cuboidal v (orange) of width 0.3 nm and cross-sectional
area 3 × 3 nm2 is shown here adjacent to an OH-terminated SAM surface. (d ) Near the polar (OH-terminated) SAM surface, Pv(N ) is
roughly Gaussian for all N, whereas near the nonpolar (CH3-terminated) SAM surface, enhanced low-N !uctuations are observed,
re!ecting the relative ease with which the hydrophobic surface can be dewetted. (e, f ) The free energy required to create a cavity,Gcav,
next to a SAM surface varies linearly with cos θ and can be used to quantify surface hydrophobicity. ( g) In response to an unfavorable
potential, φNv , the average number of interfacial waters, 〈Nv〉φ decreases linearly near the polar surface, whereas 〈Nv〉φ decreases in a
sigmoidal manner near the nonpolar surface. (h) Correspondingly, the susceptibility, −"〈Nv〉φ/"φ, displays a marked peak near the
nonpolar SAM surface, suggesting that water near hydrophobic surfaces is situated at the edge of a collective dewetting transition and is
particularly susceptible to unfavorable perturbations. Panels d, g, and h adapted with permission from Reference 18; copyright 2012
American Chemical Society. Panel f adapted with permission from Reference 17; copyright 2011 National Academy of Sciences.
Abbreviation: SAM, self-assembled monolayer.

Once again, an understanding of water density !uctuations, this time in the vicinity of surfaces,
provides the insights needed to address this challenge.

3.3. Water Density Fluctuations at Extended Surfaces
To illustrate the relationship between surface hydrophobicity and interfacial water density
!uctuations, we compare and contrast the statistics of water number !uctuations, Pv(N ), in
thin interfacial volumes, v, adjacent to self-assembled monolayer (SAM) surfaces, terminated
with either methyl (-CH3) or hydroxyl (-OH) groups (Figure 2c; 18). Although the average
number of interfacial water molecules is similar in both cases, there are marked differences in
the two Pv(N ) curves at low N (Figure 2d). For the nonpolar CH3-terminated SAM surface, the
likelihood of low-N !uctuations is enhanced signi"cantly relative to the polar OH-terminated
SAM surface. Thus, the free energetic cost of displacing a suf"cient fraction of interfacial waters
is lower near a hydrophobic surface than a hydrophilic surface. In other words, the ease with
which surface–water interactions can be disrupted, by dewetting interfacial volumes, depends on
how weak those interactions were to begin with.
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3.4. Interfacial Cavity Hydration Free Energy as a Measure of Hydrophobicity
Because dewetting hydrophobic surfaces is easier than hydrophilic ones, the free energy required
to create a cavity near a surface, Gcav, can serve as a measure of surface hydrophobicity. Further-
more, Gcav can also be related to conventional measures of hydrophobicity, such as θ , using in-
terfacial physics. In particular, Gcav ≈ (γ + γ SV − γ SL)Ac, where Ac is the cross-sectional area of
v (Figure 2e); Young’s equation then suggests a linear relationship between Gcav and cos θ ; i.e.,
Gcav ≈ (1 + cos θ )γAc. Patel et al. (17) estimated Gcav for a family of SAM surfaces with differ-
ent end groups, which confer upon the surfaces a wide range of hydrophobicities, and found that
Gcav indeed varies linearly with cos θ (Figure 2f ). Thus, the hydrophobicity of !at surfaces can be
equivalently characterized using either θ or Gcav. Importantly, the connection between Gcav and
cos θ suggests that even when θ is ill de"ned, e.g., for complex surfaces such as those of proteins,
Gcav can nevertheless be used to characterize hydrophobicity (15, 17). In addition to enhanced in-
terfacial water density !uctuations, and the corresponding ease of cavity creation, the disruption
of water structure near hydrophobic surfaces is also re!ected in other interfacial properties, such
as isothermal compressibility, transverse density correlations, distribution of water dipole orien-
tations, interfacial diffusivity, orientational relaxation times, hydrodynamic slip, and Kapitza resis-
tance (15, 43, 76–80). Like Gcav, some of these quantities have also been employed as reporters of
surface hydrophobicity and used to interrogate surfaces with nanoscale complexity (20, 22, 81–86).

3.5. Response of Interfacial Waters to Unfavorable Perturbations
In addition to serving as descriptors of surface hydrophobicity, the rare low-N tails of inter-
facial water density !uctuations (Figure 2d) also dictate the response of interfacial waters to
unfavorable perturbations, e.g., interfacial dewetting facilitated by the approach of a binding
partner (Sections 6.3 and 6.4; 32, 33), the addition of a cosolvent (87), etc. In particular, consider
the contrasting response of water near hydrophobic and hydrophilic surfaces to an unfavorable
linear potential, φNv , where φ represents the potential strength and Nv is the number of waters
in the interfacial volume, v. As φ is increased, the average number of waters, 〈Nv〉φ , near the
OH-terminated SAM surface decreases gradually (linear response); in contrast, near the CH3-
terminated SAM surface, 〈Nv〉φ displays a sharp decrease (Figure 2g; 18, 88). Correspondingly,
the susceptibility, −"〈Nv〉φ/"φ, displays a peak near the hydrophobic surface (Figure 2h). Such
a peak in susceptibility is a well-known feature of phase transitions and is a direct consequence of
enhanced low-N !uctuations (18). Thus, low-N fat tails in the statistics,Pv(N ), of interfacial water
density !uctuations situate interfacial waters at the edge of a dewetting transition and render them
sensitive to unfavorable perturbations. Interestingly, the susceptibility of interfacial waters to
unfavorable perturbations also manifests itself in the remarkable sensitivity of Gcav to the charac-
teristics of a hydrophobic surface. Indeed, as we see in Section 4, small differences in surfaces cues,
such as curvature, substitution of individual chemical groups (e.g., mutations), or rearrangement
of moieties (patterning), can all substantially modulate Gcav and, thereby, surface hydrophobicity.
In contrast, hydrophilic surfaces tend to be relatively insensitive to subtle changes in surface
properties (22).

4. HETEROGENEOUS SOLUTES: HYDROPHOBICITY IN CONTEXT
The most interesting solutes that participate in hydrophobic interactions tend to be amphiphilic;
polar regions facilitate their hydration, whereas nonpolar regions facilitate their interactions.
The extent to which water structure is perturbed by such heterogeneous solutes depends on their
detailed chemical and topographical patterns in ways that can be both surprising and nonintuitive.

310 Rego • Patel

A
nn

u.
 R

ev
. C

on
de

ns
. M

at
te

r P
hy

s. 
20

22
.1

3:
30

3-
32

4.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

 A
cc

es
s p

ro
vi

de
d 

by
 U

ni
ve

rs
ity

 o
f P

en
ns

yl
va

ni
a 

on
 0

3/
13

/2
2.

 F
or

 p
er

so
na

l u
se

 o
nl

y.
 



4.1. Small Amphiphilic Solutes
The hydrophobicity of a small amphiphilic solute, as quanti"ed by Ghyd, depends not just on the
chemical groups present in the solute but also on their spatial positions with respect to one another.
For example, consider three different xylenol molecules, highlighted by Fennell & Dill (25), that
have the exact same number and types of chemical groups; the solutes differ only in the locations
of their methyl groups (Figure 3a). Both common intuition and more involved group additivity
approaches would predict that these three compounds have similar, if not identical, hydration free
energies. Instead, experiments show that 3,5-xylenol is more than twice as soluble in water as 2,6-
xylenol. This example highlights that the extent to which a solute perturbs water structure, and
therefore its hydrophobicity, can depend sensitively on the chemical and topographical cues that
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Figure 3 (Figure appears on preceding page)
Context-dependent hydrophobicity of heterogeneous solutes and surfaces. (a) The hydrophobicity of xylenol isomers, as quanti"ed by
their hydration free energies, depends on the arrangement of their chemical groups with respect to one another. (b) The hydrophobicity
of hemi-cylindrical surfaces, as quanti"ed by the free energetic cost of creating interfacial cavities,Gcav, depends on their curvature;
concave surfaces are more hydrophobic than convex ones. (c,d ) For a family of SAM patches containing four -OH groups (magenta)
separated by s # [0, 3] CH3 groups (cyan),Gcav varies nonmonotonically with s. (e) As water is displaced from the observation volume v

(white squares in panel c), wet (blue) and dry (red ) patches appear in v and are shown for select partially dewetted states (ρ is the
normalized water density in v). ( f ) The statistics of interfacial water density !uctuations, Pv(N ), near a hydrophobic patch (red ) on the
BphC enzyme (cyan, black) display low-N fat tails, whereas Pv(N ) near a hydrophilic protein patch (blue) is approximately Gaussian.
( g) Wang et al. (27) constructed mixed surfaces using hydrophilic (blue, A) and hydrophobic (red, B) regions of the melittin protein and
found that the mixed surfaces were substantially more hydrophilic than expected by additivity. (h) Ma et al. (93) demonstrated that the
attraction between a hydrophobic AFM tip and an amphiphilic SAM surface increased in strength when polar amine groups were
replaced with charged ammonium groups, but disappeared altogether when they were replaced by similarly charged guanidinium
groups. (i) Barnett et al. (94) showed that the orientation of methyl groups ( green spheres) on otherwise identical octa acid cavitands,
OA3 and OA2, had a dramatic effect on their hydration, stabilizing either a wet or dry state. Panel a adapted with permission from
Reference 25; copyright 2011 Springer Nature. Panels b–e adapted with permission from Reference 24; copyright 2017 National
Academy of Sciences. Panel f adapted with permission from Reference 18; copyright 2012 American Chemical Society. Panel g adapted
with permission from Reference 27; copyright 2011 National Academy of Sciences. Panel h adapted with permission from
Reference 95; copyright 2015 Springer Nature. Panel i adapted with permission from Reference 96; copyright 2020 Springer Nature.
Abbreviations: AFM, atomic force microscopy; SAM, self-assembled monolayer.

the solute presents to its hydration waters. Such sensitivity has motivated approaches that make
use of the inhomogeneous water density distribution near a solute to approximately estimate its
Ghyd (89–92).

4.2. Curved and Chemically Patterned Surfaces
As discussed in Section 3.4, the hydrophobicity of heterogeneous surfaces,which display nanoscale
curvature and/or chemical patterning, can be characterized using the free energy, Gcav, of cre-
ating an interfacial cavity. Xi et al. (24) quanti"ed Gcav near both concave and convex hemi-
cylindrical surfaces with nanoscale curvatures and found that interfacial waters could be displaced
to form cavities more readily near concave surfaces than near convex surfaces of the same curvature
(Figure 3b). Thus, concave nonpolar surfaces are more hydrophobic than convex ones. The au-
thors also found that concave and convex curvatures do not in!uence hydrophobicity in similar
ways; the hydrophobicity of concave surfaces increased with curvature, whereas that of convex sur-
faces was relatively insensitive to curvature. Along these lines, Mittal & Hummer (23) found that
rough surfaces, which possess both concave and convex curvatures, tend to be more hydrophobic
than !at ones.

Xi et al. (24) also studied chemically patterned SAM patches containing a small fraction of po-
lar groups in an otherwise nonpolar background; varying the separation, s, between adjacent polar
groups led to four different patterns (Figure 3c). The authors found that surface hydrophilicity, as
quanti"ed by Gcav, was not only different for the different surfaces but varied nonmonotonically
with s (Figure 3d). A visualization of the corresponding dewetting pathways provided a striking
illustration of the collective response of the SAM hydration waters to the chemical context pre-
sented by the different patches (Figure 3e). Along these lines, Acharya et al. (22) found that adding
a polar group to a nonpolar surface suppresses its hydrophobicity substantially, but adding a non-
polar group to a polar surface does not correspondingly enhance surface hydrophobicity. Similarly,
Giovambattista et al. (21) found that inverting the polarity of silica surfaces modulates their hy-
drophobicity. These examples highlight that seemingly similar surfaces with identical chemical
compositions, but with subtle variations in chemical patterning and/or topography, can display
substantial differences in their aversion to water.
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4.3. Protein Hydrophobicity
Protein surfaces display nanoscale chemical and topographical patterns, which perturb water
structure in complex ways that are not easy to anticipate (97, 98). Patel et al. (18) showed that, in
spite of these complexities, water density !uctuations can be used to characterize the hydropho-
bicity of heterogeneous protein surfaces. In particular, the authors showed that Pv(N ) can display
low-N fat tails near hydrophobic protein regions and tends to be Gaussian near hydrophilic re-
gions (Figure 3f ). Similarly, Rego et al. (99) found that the hydration shells of diverse proteins
were susceptible to unfavorable perturbations, suggesting that protein hydrophobicity ought to
be sensitive to its chemical and topographical context. Indeed, Xi et al. (24) showed that the hy-
drophobicity of a protein patch, as quanti"ed by Gcav, can be modulated substantially by swap-
ping the positions of two residues in the patch. Similarly, Wang et al. (27) studied mixed surfaces
comprised of polar and nonpolar regions of the melittin protein and found that polar patches
disproportionately suppress surface hydrophobicity (Figure 3g). Finally, Rego et al. (30) classi"ed
protein regions according to their ease of dewetting and found that hydrophobic and hydrophilic
patches had remarkably similar chemical compositions and contained comparable numbers of
nonpolar and polar atoms.

4.4. Experimental Demonstrations of Context-Dependent Hydrophobicity
Ma et al. (93) characterized the hydrophobicity of heterogeneous surfaces by measuring the ad-
hesive force between a hydrophobic AFM tip and the surface of interest; the stronger the force,
the more hydrophobic the surface. By studying binary SAM surfaces, composed of a 60/40 mix-
ture of -CH3 and cationic end groups, the authors showed that surface hydrophobicity displayed
a mystifying dependence on both the nature of the cationic groups and their charge (Figure 3h).
Surprisingly, surfaces with cationic ammonium ions were found to be nearly twice as hydropho-
bic as surfaces with uncharged amine groups. Even more surprisingly, surfaces with the cationic
guanidinium ions were found to be hydrophilic; i.e., they were not attracted to the hydrophobic
AFM tip. In another interesting study, Barnett et al. (94) studied synthetic nanoscale bowl-shaped
hosts or cavitands, which are lined with hydrophilic acid groups on the outside, to make them
water soluble, and hydrophobic groups on the inside. By studying variants of the octa acid (OA)
cavitands, which differ only in the orientation of the methyl groups at the rim of the bowl, i.e.,
the methyls point inward (OA2) or upward (OA3), the authors found that the OA3 bowl was wet,
whereas the OA2 bowl was dry (Figure 3i). Molecular simulations shed further light on these in-
teresting observations, highlighting the presence of a low-N fat tail in the Pv(N ) for OA3, which
suggests that although OA3 is wet, it is situated at the edge of a dewetting transition. Presumably,
the subtle change in the orientation of the methyl groups in going from OA3 to OA2 was then
suf"cient to trigger dewetting.

4.5. Shortcomings of Surface Area Models and Additive Approaches
The importance of hydrophobic interactions in driving diverse self-assembly processes has
inspired numerous schemes for the ef"cient but approximate characterization of solute hy-
drophobicity. For example, surface area models (100–102) assume that the hydrophobicity of
an exposed nonpolar patch is proportional to its surface area. However, the hydration of small
hydrophobic solutes is governed not by interfacial physics but by the entropic constraints on
their hydration waters (Section 2.2). Even for extended solutes, hydrophobicity can depend on
surface curvature, particularly for concave surfaces (Section 4.2). These shortcomings of surface
area models necessitate the use of an effective surface tension, whose value can depend sensitively
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on the class of solutes used to estimate it (103). Another popular class of approximate approaches
for characterizing protein hydrophobicity uses a divide-and-conquer strategy. Such approaches
employ hydropathy scales (or scoring functions; 104–108), which assign an index (or score) to an
amino acid residue based on some measure of its aversion to water (e.g., its transfer free energy
from oil); the hydrophobicity of a protein patch is then estimated as a sum of the hydrophobicities
of constituent amino acids. Numerous hydropathy scales exist, and they can be quite different
from one another (109). Importantly, they tend to fare poorly in predicting the driving forces
for hydrophobic interactions and assemblies (110–112). The failure of such additive approaches
stems not from an imperfect hydropathy scale or scoring function but rather from the underlying
assumption that each residue has a unique hydrophobicity. As the examples provided in this sec-
tion highlight, the collective and nontrivial response of protein hydration waters to the chemical
and topographical cues presented by a protein surface means that the hydrophobicity of a residue
is not unique but depends sensitively on the context in which it appears on the protein surface.

5. HYDROPHOBIC INTERACTIONS AND ASSEMBLIES:
DRIVING FORCES
The association of hydrophobic solutes, which minimizes their disruption of water structure,
forms the basis for diverse processes, ranging from micelle formation and protein folding to
biomolecular interactions and colloidal assemblies (113–118). The thermodynamic driving forces
for such interactions and assemblies depend on the extent to which the solutes disrupt water struc-
ture (relative to their assemblies), which in turn, depends sensitively on solute (and assembly) char-
acteristics, such as size, shape, curvature, and chemical patterning (Section 4). Indeed, as described
below, differences in the hydration of small and large hydrophobic solutes (Section 2) alone can
spawn a veritable menagerie of assembly physics.

5.1. Assemblies of Small Solutes
Molecular self-assembly often involves subnanometer building blocks, which come together to
form assemblies that are larger than 1 nm in size, e.g., the association of amphiphilic surfactant
molecules to formmicelles or the folding of proteins into their native structures (Figure 4a). Due
to their different sizes, molecular solutes and their assemblies perturb water structure differently.
Thus, the hydration free energies, Ghyd, of individual solutes scale with their volumes, whereas
the hydration free energy of the assembly scales as its surface area (Section 2). The driving force
for assembling n small solutes into a large aggregate is then (Gagg ≈ cγ n2/3 − nGhyd, where c de-
pends on aggregate shape. For suf"ciently large n, the second term can dominate, so that (Gagg

depends primarily on solute hydrophobicity, as quanti"ed by Ghyd. For example, Ghyd for surfac-
tant molecules increases linearly with the length of their nonpolar tails (13); correspondingly, the
driving force for micelle formation increases with tail length and results in an exponential decrease
in the critical micelle concentration (CMC).

The differences in how small solutes and their assemblies perturb water structure are also re-
sponsible for the peculiar strengthening of hydrophobic interactions with increasing temperature.
In particular, as temperature is increased, Ghyd increases, whereas γ decreases (Section 2); conse-
quently, the difference between the two, which represents the driving force for assembly, increases
with temperature (14). Indeed, experiments on a variety of surfactants have shown that, at ambient
conditions, their CMC goes down as temperature is increased (119), con"rming that micelle for-
mation is favored at higher temperatures (Figure 4b). Similarly, the stability of folded proteins also
increases with temperature near ambient conditions (120, 124, 125). As temperature is increased
further, protein stability eventually decreases as the conformational entropy gain upon unfolding
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Figure 4
Thermodynamic forces that drive hydrophobic interactions and assemblies. (a) The association of small, hydrophobic solutes plays a
role in micelle formation (left) and protein folding (right). Near ambient conditions, the hydrophobic driving force becomes stronger
with increasing temperature, leading to a decrease in (b) the CMC of dodecyl trimethyl ammonium chloride and (c) the folding free
energy of the Trp-cage miniprotein. (d ) Protein–ligand binding (left) and host–guest interactions (right) involve the association of small
hydrophobic solutes with extended surfaces (94, 121). (e) The binding of a hard solute (or cavity) to a hydrophobic surface is favored by
entropy (17), whereas ( f ) the binding of methane to a concave pocket is opposed by entropy (122). ( g) Interactions between extended
hydrophobic solutes play an important role in protein interactions (left) and colloidal assemblies (right; 123). (h) Kanduč & Netz (29)
studied the interactions between extended surfaces with widely varying polarities and found that hydrophobic surfaces were attracted to
one another, whereas hydrophilic surfaces experienced hydration repulsion; a weakly attractive regime was observed for intermediate
polarities. (i) Rego et al. (30) showed that the most hydrophobic patch of the thymidylate synthase protein, which dewets readily in
response to an unfavorable potential, has signi"cant overlap with its interaction interface. Panel b adapted with permission from
Reference 119; copyright 2005 Elsevier. Panel c adapted with permission from Reference 120; copyright 2016 National Academy of
Sciences. In panel d (right), the teal guest and blue forms are adapted with permission from Reference 121; copyright 2017 American
Chemical Society. Also in panel d (right), the green host form is adapted with permission from Reference 94; copyright 2020 Springer
Nature. Panel g (right) adapted with permission from Reference 123; copyright 2015 American Institute of Physics. Panel h adapted
with permission from Reference 29; copyright 2015 National Academy of Sciences. Panel i adapted with permission from Reference 30;
copyright 2021 National Academy of Sciences. Abbreviation: CMC, critical micelle concentration.

www.annualreviews.org • Understanding Hydrophobic Effects 315

A
nn

u.
 R

ev
. C

on
de

ns
. M

at
te

r P
hy

s. 
20

22
.1

3:
30

3-
32

4.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

 A
cc

es
s p

ro
vi

de
d 

by
 U

ni
ve

rs
ity

 o
f P

en
ns

yl
va

ni
a 

on
 0

3/
13

/2
2.

 F
or

 p
er

so
na

l u
se

 o
nl

y.
 



prevails over the entropy loss due to hydrophobic hydration. Thus, folded proteins undergo
denaturation upon both cooling and heating, albeit for very different reasons (Figure 4c; 126).

5.2. Binding of Small Solutes to Large Solutes
The interactions between subnanometer solutes and those that are larger form the basis for nu-
merous interesting phenomena, including protein–ligand binding and supramolecular chemistry
(Figure 4d). When a small nonpolar solute binds a hydrophobic surface, water can no longer
hydrogen bond around the solute; binding is thus accompanied by the release of constrained hy-
dration waters and ought to be favored by entropy (Figure 4e; 17). However, the thermodynamic
signatures of such processes can be sensitive to the binding context (38, 127). For example, Setny
et al. (122) found that the binding of methane to a concave pocket was favored by enthalpy, rather
than entropy. In particular, the release of methane’s hydration waters did not drive binding as
much as the dewetting of the pocket (Figure 4f ). Indeed, the favorable dewetting of the pocket
is consistent with the observation that concave nonpolar regions are particularly hydrophobic
(Section 4.2; Figure 3b; 24). A series of experimental studies, which employed isothermal titration
calorimetry to characterize the thermodynamics of supramolecular host–guest interactions (128)
and protein–ligand binding (129), have similarly highlighted that the af"nity of small and large
solutes for one another, and in particular, whether binding is driven by enthalpy or entropy, can
be remarkably sensitive to small changes in the properties of either solute.

5.3. Interactions Between Extended Solutes
The favorable interactions between extended hydrophobic surfaces drive diverse biomolecular
and colloidal assemblies (69; Figure 4g). In contrast with molecular solutes, the driving force
for assembling extended surfaces is governed by interfacial physics and decreases with increasing
temperature (17). Furthermore, when two surfaces bind, not only are surface–water interactions
disrupted but they are replaced by direct interactions between the surfaces. The strength of the
former depends on surface hydrophobicity, as quanti"ed by θ (Section 3.2) or Gcav (Section 3.4),
but the latter can also in!uence the overall interactions between surfaces. To clarify the interplay
between such solvent-mediated and direct interactions,Kanduč &Netz (29) quanti"ed the overall
binding strength between two planar surfaces spanning a wide range of polarities (Figure 4h).
The authors found that the binding of nonpolar surfaces is highly favorable and is driven by their
unfavorable interactions with water. Conversely, the binding of both moderately and strongly
polar surfaces was found to be unfavorable in spite of the favorable direct interactions between
the surfaces; it turns out that the surfaces interact more favorably with water than with one
another, which gives rise to a net repulsion between them. Finally, the authors observed favorable
binding between nearly neutral-wetting surfaces over a narrow range of surface polarities; in such
a dry adhesion regime, favorable direct interactions between the surfaces are able to edge out
favorable surface–water interactions. Interestingly, binding driven by unfavorable surface-water
interactions (hydrophobic attraction) spans a much larger range of surface polarities than binding
driven by favorable direct interactions between the surfaces (dry adhesion).

5.4. Protein Hydrophobicity Informs Protein Interaction Interfaces
Protein–protein interactions play a crucial role in numerous biological processes and are be-
lieved to be driven, at least in part, by hydrophobic interactions (115). Indeed, the "ndings of
Kanduč & Netz (29) suggest that identifying hydrophobic protein regions should provide a
promising approach for uncovering the interfaces through which proteins interact (130, 131).
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However, identifying hydrophobic protein patches is challenging because protein surfaces are
heterogeneous, and their hydrophobicity depends in nontrivial ways on the nanoscale chemical
and topographical patterns they display (132, 133; Section 4). To address this challenge, Rego
et al. (30) applied an unfavorable potential to all the protein hydration waters; the protein regions
that nucleated cavities most readily in response to the potential were then deemed as the most
hydrophobic. By comparing these protein regions against experimentally determined protein–
protein interaction interfaces, the authors further showed that the most hydrophobic protein
patches were also likely to mediate their interactions (Figure 4i); such a correspondence is quite
remarkable and points to the importance of hydrophobicity in driving protein interactions.

6. DEWETTING AND BARRIERS TO ASSEMBLY
For nonpolar solutes in water to self-assemble, solute–water interactions must be disrupted. Bar-
riers to assembly thus depend on the ease of dewetting the region between hydrophobic solutes.
Solute (de)hydration thus dictates not just the thermodynamics but also the mechanistic pathways
and kinetics of assembly (34, 134).

6.1. Barriers to Small Solute Assemblies
The potential of mean force for the association of small hydrophobic solutes, which represents
the dependence of free energy on the separation between solutes, displays two minima: a stable
contact minimum and a metastable solvent-separated minimum, which are separated by a desol-
vation barrier (Figure 5a; 134, 135). Because the assembly of small hydrophobic solutes is driven
by the release of their constrained hydration waters (Section 5.1), the contact minimum is favored
by entropy (136, 137). In contrast, the solvent-separated minimum is favored by enthalpy and dis-
favored by entropy, owing to the highly constrained hydrogen bonding network of the hydration
waters that are shared by the solutes. Many of these constrained hydration waters are released
as the system approaches the desolvation barrier, so the barrier con"guration is favored by en-
tropy, and its height decreases with increasing temperature. Desolvation barriers can also hinder
the favorable interactions between well-hydrated hydrophobic subunits of !exible molecules (e.g.,
polymer side chains or protein residues), which can drive the conformational transitions of such
macromolecules (e.g., polymer collapse or protein folding). Indeed, mechanistic studies of the
coil-to-globule transition have shown that the bottleneck to hydrophobic polymer collapse is the
formation and dewetting of a suf"ciently large nonpolar cluster with water density !uctuations
playing an important role in stabilizing the cluster (31, 36, 138; Figure 5b).

6.2. Assembly at Hydrophobic Surfaces is Barrierless
Hydrophobic solutes, from noble gases and oils to polymers and proteins, tend to adsorb to hy-
drophobic surfaces; localized at the surface, these solutes can nevertheless interact with one an-
other and undergo assembly and disassembly. Vembanur et al. (134) showed that desolvation bar-
riers, which impede the assembly of small nonpolar solutes in bulk water, are signi"cantly reduced
near an extended hydrophobic surface owing to the relative ease with which its interfacial waters
can be displaced (Figure 5c). Correspondingly, the kinetics of hydrophobic contact formation
(and breakage) were found to be faster near hydrophobic surfaces, suggesting that such surfaces
can generically catalyze the assembly (and disassembly) of small hydrophobic solutes. Indeed,
Jamadagni et al. (139) showed that nonpolar polymers, which tend to adopt globular con-
formations in bulk water, instead form pancake-like structures with enhanced conformational
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Desolvation barriers to assembly. (a) The potential of mean force for the association of small hydrophobic solutes (cyan) in water (red,
white) features a stable contact minimum, a metastable solvent separated minimum, and a desolvation barrier separating the two basins.
(b) The free-energy landscape corresponding to the collapse of a hydrophobic polymer in water is shown as a function of the number of
waters in its hydration shell,Nv , and the polymer radius of gyration, Rg; the landscape highlights that an intermediate (I), partially
dewetted con"guration represents the barrier to the transition from an extended (E) to a collapsed (C) state. (c) In contrast with the
assembly in bulk water, the assembly of small hydrophobic solutes at an extended hydrophobic surface is barrierless. (d ) Consequently, a
hydrophobic polymer adsorbed to a hydrophobic surface displays enhanced conformational !uctuations. (e) The free-energy landscape
of fullerene binding to a nonpolar cavity is shown as a function of the separation between the binding partners and the solvation of the
cavity; slow solvent !uctuations between wet and dry cavity states (seen at intermediate separations) impede the kinetics of assembly.
( f ) Although water con"ned between extended hydrophobic surfaces becomes metastable below a critical separation, dc, dewetting can
be hindered by large free-energy barriers at separations well below dc. ( g) Dewetting in con"nement between extended hydrophobic
surfaces (cyan) is facilitated by water density !uctuations, which nucleate isolated interfacial cavities (purple) adjacent to one of the
surfaces (right); the isolated cavities then give way to a plate-spanning vapor tube (left), which can be larger than the critical vapor tube
predicted by interfacial physics (dot-dashed line). Panels a and c adapted with permission from Reference 134; copyright 2013 American
Chemical Society. Panel b adapted with permission from Reference 36; copyright 2021 American Chemical Society. Panel d adapted
with permission from Reference 139; copyright 2009 American Chemical Society. In panel e, the energy landscape is adapted with
permission from Reference 34; copyright 2015 National Academy of Sciences. Also in panel e, the simulation snapshots of the host–
guest system are adapted with permission from Reference 143; copyright 2020 American Institute of Physics. Panel g adapted with
permission from Reference 144; copyright 2015 National Academy of Sciences.

318 Rego • Patel

A
nn

u.
 R

ev
. C

on
de

ns
. M

at
te

r P
hy

s. 
20

22
.1

3:
30

3-
32

4.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

 A
cc

es
s p

ro
vi

de
d 

by
 U

ni
ve

rs
ity

 o
f P

en
ns

yl
va

ni
a 

on
 0

3/
13

/2
2.

 F
or

 p
er

so
na

l u
se

 o
nl

y.
 



!uctuations when adsorbed onto hydrophobic surfaces (Figure 5d). Extended hydrophobic sur-
faces have also been shown to facilitate protein unfolding and subsequent amyloid "bril forma-
tion (140, 141).

6.3. Dewetting Barriers Impede the Interactions of Large Solutes
The binding of either small or large hydrophobic solutes to extended hydrophobic surfaces is
important in diverse contexts, ranging from protein interactions to nanoparticle self-assembly. A
number of studies have investigated the kinetics and mechanistic pathways of such processes and
highlighted that binding is hindered by dewetting barriers (32–34, 142). In particular, when two
hydrophobic solutes approach one another, water con"ned between them becomes metastable
with respect to its vapor (5); the resulting bistability leads to slow solvent !uctuations between
wet and dry states, and thereby to slow binding kinetics (Figure 5e). In studying the binding of
methane to a hydrophobic pocket, Setny et al. (32) found that a substantial increase in a position-
dependent friction coef"cient (as methane approached the pocket) was needed to explain the slow
binding kinetics. Similarly, in their studies of fullerene binding to a hydrophobic pocket, Mondal
et al. (33) found that considering both the ligand–pocket separation and water density in con"ne-
ment provided a better description of the kinetics of hydrophobic assembly. Studying the same
system, Tiwary et al. (34) found that relaxing steric constraints on the fullerene resulted in faster
binding kinetics due to a lowering of the associated dewetting barriers.

6.4. Dewetting in Hydrophobic Con!nement
Given its role in impeding assembly, the dewetting of the region between two hydrophobic sur-
faces, "xed at a particular distance from one another, has been studied extensively (145–150).
According to classical interfacial physics, the distance between the hydrophobic solutes, dc, be-
low which water con"ned between the surfaces becomes metastable with respect to its vapor
(Figure 5f ), is proportional to solute size for nanoscopic solutes and asymptotes to roughly
1.5 µm for macroscopic solutes (37, 151). Furthermore, the bottleneck to dewetting corre-
sponds to the formation of a vapor tube, which spans the region between the surfaces (152–154;
Figure 5g). Remsing et al. (144) investigated the role of water density !uctuations in nucleating
such vapor tubes and found that enhanced !uctuations near hydrophobic surfaces stabilize iso-
lated cavities adjacent to one or both con"ning surfaces, which then grow or coalesce to form
vapor tubes; furthermore, the nascent vapor tubes can be larger than the critical vapor tubes pre-
dicted by interfacial physics. Importantly, such a nonclassical pathway, which circumvents the crit-
ical vapor tube, results in a lower barrier to dewetting. Such nonclassical dewetting pathways with
smaller dewetting barriers have also been observed in the Wenzel-to-Cassie transition on rough
hydrophobic surfaces (155–157) and have facilitated the design of textured surfaces that can un-
dergo barrierless dewetting and spontaneously recover their superhydrophobicity (158).

7. FUTURE OUTLOOK
The origins of our contemporary understanding of hydrophobic effects can be traced back to con-
ceptual breakthroughs in the theory of liquids made more than 50 years ago byWidom, Stillinger,
and others (58, 159, 160). Indeed, many of the early insights into these fascinating phenomena
were due to theoretical advances (e.g., scaled particle theory, Pratt–Chandler theory, information
theory, Lum–Chandler–Weeks theory, etc.), which focused on idealized nonpolar solutes (45, 56,
58, 59). Concurrently, experiments focused on investigating manifestations of hydrophobic effects
on more complex solutes, such as proteins, and were harder to interpret using theory (129, 161).
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The combination of recent theoretical, simulation, and experimental advances, described here, are
beginning to bridge the divide between experiments and theory (39, 40); creative experiments are
now being carried out on simpler, more idealized systems (48, 67, 93), and molecular simulations
are making it possible to investigate the implications of hydrophobic effects on more and more
complex systems, from clay minerals and metals to patterned surfaces and proteins (24, 162, 163).
These synergistic advances are poised to deliver exciting breakthroughs in biophysics, soft mate-
rials, and beyond.

Predicting the hydrophobicity of heterogeneous surfaces, using schemes that are both highly
ef"cient and suf"ciently accurate to predict binding af"nities, has been a holy grail for both
biophysics and soft materials design (75, 112). The ability to accurately characterize the hy-
drophobicity of complex surfaces with nanoscale heterogeneity, facilitated by an understanding
of interfacial water density !uctuations (Section 3), represents a necessary and important "rst
step in this direction (17, 18). Furthermore, we now understand why well-intentioned prior
efforts in this direction, such as the quest for an optimal hydropathy scale, were confounded—the
hydrophobicity on a heterogeneous surface depends sensitively on its curvature and chemical
patterning (Section 4; 24). In spite of the fact that the relationship between the hydrophobicity
of a surface and its chemical and topographical features is both incredibly complex and high
dimensional, recent advances in data science may nevertheless provide the requisite framework
for capturing such a relationship (85, 164). In particular, a suf"ciently large and appropriately
curated library of diverse heterogeneous surfaces and/or proteins, whose context-dependent
hydrophobicity has been characterized using enhanced sampling techniques or high-throughput
experiments, could be used to train a supervised machine learning model.

Learning the complex relationship between the hydrophobicity of a surface and its chemical
and topographical patterns could facilitate the design of nanostructured surfaces with bespoke
hydrophobicity. For example, the identi"cation of chemical patterns, which confer heterogeneous
surfaces with superhydrophilicity, i.e., exceedingly strong interactions with water, could facilitate
the discovery of surfaces that resist fouling and are superoleophobic underwater (165). The ability
to characterize the hydrophobicity of proteins and an appreciation of its role in driving protein
interactions and assemblies (Section 5; 30) has also set the stage for identifying aggregation-prone
protein regions and engineering proteins with enhanced solubility (166, 167). Furthermore, an
understanding of the role of water density !uctuations in hindering assembly (Section 6), e.g.,
in protein folding or supramolecular host–guest interactions, could pave the way for engineering
assembly pathways and exercising control over the kinetics of assembly (34–36). Finally, an un-
derstanding of dewetting pathways in hydrophobic con"nement could also facilitate the rational
design of textured hydrophobic materials that are capable of dewetting spontaneously, even under
hydrostatic pressure, thereby paving the way for their use underwater and in condensation heat
transfer (158).
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