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ABSTRACT: Reactions that occur under physiological conditions find diverse uses in the chemical and biological sciences. 
However, the limitations that biological systems place on chemical reactions restrict the number of such bioorthogonal reac-
tions. A profound understanding of the mechanistic principles and structure-reactivity trends of these transformations is 
therefore critical to access new and improved versions of bioorthogonal chemistry. The present article reviews the mecha-
nisms and substituent effects of some of the principal metal-free bioorthogonal reactions based on inverse-electron demand 
Diels-Alder reactions, 1,3-dipolar cycloadditions, and the Staudinger reaction. Mechanisms of modified versions that link 
these reactions to a dissociative step are further discussed. The presented summary is anticipated to aid the advancement of 
bioorthogonal chemistry. 
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1. INTRODUCTION 

 

The aspiration to study life processes on the molecular level 
has led to a convergence of biology and chemistry. As a re-
sult, the need to manipulate molecules of biological im-
portance has emerged in the form of labeling specific bio-
molecules for imaging, generating bioconjugates, and site-
specifically releasing bioactive agents. However, the re-
quired chemical capabilities have been developed only over 
the last two decades, and this chemistry has opened new 



 

opportunities for elucidating fundamental biological ques-
tions. Considerable efforts have led to chemical reactions 
that work in the presence of biomolecules, in cells, and ulti-
mately in higher organisms.1, 2 Such chemical reactions are 
often referred to as “bioorthogonal”. To qualify as 
bioorthogonal, two molecules need to readily react with 
each other without interfering with normal biological pro-
cesses and at the same time must be inert to the functional 
groups present in living systems. In other words, a 
bioorthogonal reaction is highly chemoselective against the 
molecules that are typically encountered in a cell. Diverse 
and elaborate chemistry has been developed to access 
bioorthogonal reactions, and such transformations are hav-
ing a lasting impact on biological, chemical, materials, and 
pharmaceutical sciences.1-4 

 

 

Figure 1. Overview of important bioorthogonal reactions. 
Lines correspond to a reaction between two bioorthogonal re-
active groups. Colors indicate the type of reaction (magenta: in-
verse-electron demand cycloadditions; blue: 1,3-dipolar cy-
cloaddition; orange: Staudinger reactions; green: polar reac-
tions [not discussed in this review]). Reactions involving met-
als or photo-chemistry are not included.  

 

Despite the many success stories, developing bioorthogonal 
chemistry remains challenging. Only a minute fraction of 
chemical reactions can be performed in the presence of bi-
omolecules.1 Whereas a synthetic chemist can increase re-
action yields and rates by adjusting temperature, solvents, 
and acidity/b24asicity, the reaction conditions for 
bioorthogonal chemistry are set by what is physiologically 
relevant. Bioorthogonal reactions must be water-compati-
ble, occur at ambient temperature, and at near-neutral pH. 
Organic chemists further have a plethora of catalysts at 
their disposition to promote reactions. While metal-cata-
lyzed bioorthogonal reactions have been described,5-7 it is 
typically preferable to have two reagents that react directly 
with each other.8-11 To be useful for biological studies, reac-
tions further need to go to completion in a defined time 

window at the low concentrations tolerated by living sys-
tems, and therefore need to occur at a practical rate.11, 12 

 

These prerequisites critically restrict the scope of chemical 
reactions that can be performed in a biological context. The 
number of functional groups that at the same time are in-
trinsically reactive to xenobiotic molecules and inert to bio-
molecules is limited (Fig. 1). Accordingly, there are only a 
few types of reactions that occur chemoselectively under 
such circumstances. Nevertheless, a growing set of biocom-
patible reactions has been identified that provides scientists 
with a toolbox to work with, and chemists have found in-
genious ways of combining these functional groups in dif-
ferent combinations (Fig. 1).1, 2 Prominent examples of 
bioorthogonal groups are alkenes and alkynes.13 Although 
the functional groups themselves are only modestly reac-
tive, ring strain is highly effective in boosting the reactivity 
while maintaining the reagents’ stability (see section 2.3).13, 

14 One type of molecules that react with alkenes/alkynes are 
1,2,4,5-tetrazines and related dienes.10, 15 These heterocy-
cles undergo inverse electron-demand cycloaddition reac-
tions with various dienophiles10, 15, 16 that depending on the 
reagents can be very fast while the molecules are stable in 
cells.10 Unsaturated C-C bonds can further react in cycload-
ditions with various 1,3-dipoles.8 The most prominent ex-
ample of an 1,3-dipole is the azide group. Azides are xeno-
biotic, highly stable in biological settings, and offer unique 
reactivity patterns.17 In addition to participating in 1,3-di-
polar cycloadditions,8 azides also react with phosphines in 
the Staudinger reaction generating iminophosphoranes 
that depending on the reagents’ structures and reaction 
conditions, can either be stable, hydrolyze to the amine, or 
act as nucleophiles.18-20 In addition to the bioorthogonal 
functional groups and reactions mentioned here, there are 
numerous chemical transformations that have been pro-
posed for use in biology. For example, polar reactions be-
tween nucleophiles and electrophiles are frequently used 
together with biomolecules and interested readers are di-
rected to dedicated reviews.21, 22 

 

In light of the limited number of bioorthogonal functional 
groups, an in-depth understanding of mechanisms and 
structural effects is essential for accessing new chemical ca-
pabilities.23 The development of bioorthogonal chemistry 
typically starts from identifying reactions in the literature 
that have a high likelihood of functioning in biological set-
tings followed by mechanistic rationalization on how to 
achieve tailor-made reactions for chemical biology. In this 
article, we review the current knowledge of the mecha-
nisms of some of the most widely used bioorthogonal reac-
tions. Given the extensive progress in this area, it is beyond 
the scope of this review to cover all bioorthogonal reactions. 
Instead, the review focuses on three classes of bioorthogo-
nal reactions: inverse electron-demand Diels-Alder 
(IEDDA) cycloadditions (section 3),9 1,3-dipolar cycloaddi-
tions (section 4),24 and the Staudinger reaction (section 
5).19, 20, 25 These three transformations are the foundation of 
bioorthogonal chemistry and have been studied in great de-
tail. Other examples of bioorthogonal reactions include hy-
drazone/oxime formation,21 Pictet-Spengler reaction,26 re-
actions of aminothiols with electron-deficient nitriles,27 and 



 

many more. Readers interested in a comprehensive over-
view of the different types of bioorthogonal reactions are 
advised to consult the many excellent reviews on this 
topic.1-4 Furthermore, the review is restricted to the mecha-
nisms of metal-free reactions. Metal catalysis provides an-
other dimension to bioorthogonal and click chemistry, and 
important breakthroughs have been achieved with the use 
of metal catalysis.5-7 Foremost, Cu(I)-catalyzed azide-alkyne 
cycloadditions are ubiquitous in bioorganic chemistry and 
chemical biology. This reaction has been discussed in detail 
in dedicated reviews28-30 and is outside the scope of the pre-
sent article.  

 

In recent years, there have been increasing efforts to de-
velop “smart” bioorthogonal chemistry.31 Such chemistry 
relates to reactions that link a bioorthogonal transfor-
mation to a conditional step or a downstream effect. For ex-
ample, light-activated bioorthogonal reactions32 and disso-
ciative bioorthogonal reactions12, 33, 34 are examples of such 
“smart” reactions. Important mechanistic considerations 
for these transformations are outlined here. By summariz-
ing these mechanistic processes, we hope to contribute to 
the efforts of the scientific community to develop the next 
generation of bioorthogonal chemistry. 

 

 

 

2. PHYSICAL ORGANIC CHEMISTRY CONCEPTS 
UNDERLYING BIOORTHOGONAL REACTIONS 

 

In this section, we introduce selected physical organic 
chemistry principles that form the theoretical framework 
for the mechanistic understanding of bioorthogonal reac-
tions. The section is intended to aid readers that are unfa-
miliar with these concepts in understanding the content of 
this review. A rigorous and critical discussion of these top-
ics is beyond the scope of this article and can be found in the 
cited reviews and in standard physical organic chemistry 
textbooks. 

 

 

2.1 Linear Free Energy Relationships  

 

Substituents on the reactive groups often increase or de-
crease the rate of bioorthogonal reactions by several orders 
of magnitude. Understanding these effects is critical in de-
signing new bioorthogonal chemistry and constitutes a cen-
tral part of this review article. Organic chemists use elec-
tronic and steric properties to rationalize substituent ef-
fects on reactions, and it is possible to express these charac-
teristics in linear free energy relationships. 

 

The most widely adopted approach in analyzing electronic 
effects is the Hammett equation (1): 

 

𝑙𝑜𝑔
𝑘

𝑘0

= 𝜎 × 𝜌                                                                               (1) 

 

The Hammett equation asserts that equilibrium constants 
and reaction rates depend linearly on the electronic proper-
ties of substituents that are reflected by the substituent con-
stant σ. The slope of the correlation is determined by the re-
action parameter ρ. The Hammett equation is mostly used 
with phenyl-derived substrates, and the electronic proper-
ties are a combination of inductive and mesomeric effects. 
As these parameters vary depending on the position, differ-
ent σ constants have been compiled for the para and the 
meta position (σp and σm). Substituent coefficients vary 
from σp = 0.82 for the electron-withdrawing trime-
thylammonium group to σp = -0.77 for the electron-donat-
ing triphenylphosphane imine group, which assuming ρ = 1 
corresponds to a 39-fold difference in reaction rates. Sub-
stituent coefficients have been compiled and a comprehen-
sive table with such constants can be found in Ref. 391. 

 

The reaction constant ρ is an inherent property of the impli-
cated chemical transformation and provides valuable in-
sight into its mechanism. A reaction with ρ > 0 is accelerated 
by electron-withdrawing groups, which indicates a buildup 
of negative charge (or decrease of positive charge) in the 
transition state. Conversely, a ρ < 0 indicates an increased 
positive charge (or decreased negative charge) in the tran-
sition state and a rate-accelerating effect by electron-donat-
ing substituents. The charge of the transition state remains 
constant relative to reactants in reactions with ρ = 0. The 
reaction constant ρ therefore provides valuable information 
both to elucidate a reaction’s mechanism and to predict 
what substituents can accelerate it. 

 

Taft modified the Hammett equation to take into account 
steric effects.35 The Taft’s equation is given as (2): 

 

𝑙𝑜𝑔
𝑘

𝑘0

= 𝜎∗ × 𝜌∗ + 𝛿 × 𝐸𝑆                                                          (2) 

 

As for the Hammett equation, the Taft’s equation describes 
electronic effects as the product of the polar sensitivity fac-
tor ρ* and the polar substituent constant σ*. The sensitivity 
factor ρ* is an inherent characteristic of the reaction reflect-
ing buildup of charge in the transition state, whereas σ* mir-
rors the electronic nature of the substituent. Steric effects 
are taken into account by the product of steric sensitivity 
factor δ and the steric substituent constant Es. As for the 
electronic effects, the sensitivity factor δ provides infor-
mation on how sensitive the reaction is to steric bulk and 
the Es constant is a descriptor of the size of a substituent.35 

 

 

2.2 Orbital Symmetry and FMO Theory  

 

Cycloaddition reactions are prominently employed in 
bioorthogonal chemistry. Concerted pericyclic reactions are 
controlled by conservation of orbital symmetry and frontier 
molecular orbital (FMO) theory has been used to accurately 
describe cycloadditions. We here provide a brief 



 

introduction to concepts involving molecular orbitals 
(MOs) as the theoretical foundation for the discussion of 
IEDDA and 1,3-dipolar cycloaddition reactions. For inter-
ested readers, references that provide a more in-depth re-
view of FMO theory are cited.36-40  

 

 

 

Figure 2. Interactions between the frontier orbitals. a) the re-
action is thermally allowed as the interactions between the 
frontier orbitals are in a bonding orientation; b) the reaction is 
photochemically forbidden as not all the interactions between 
orbitals are symmetrical, leading to antibonding interactions 

Woodward and Hoffmann developed the principles of or-
bital symmetry conservation,38-40 which provide a theoreti-
cal basis for both the IEDDA and 1,3-dipolar cycloaddition 
reactions widely used in bioorthogonal chemistry. These 
principles, known as the Woodward-Hoffmann rules pre-
dict which concerted reactions are allowed and which ones 
are forbidden (Fig. 2). Allowed reactions maintain bonding 
along a concerted pathway (Fig. 2a) while forbidden reac-
tions experience an antisymmetric overlap (Fig. 2b) of in-
teracting orbitals along their reaction pathway. Both the 
Diels-Alder and 1,3-dipolar cycloaddition are symmetry al-
lowed [π4s + π2s] reactions as described by their MO inter-
actions. In principle, all MOs of one reactant will interact 
with the MOs of the other having the same symmetry. How-
ever, to simplify the understanding of these reactions, FMO 
theory considers only the interaction between the highest 
occupied molecular orbital (HOMO) and the lowest unoccu-
pied molecular orbital (LUMO) of the reactants with the 

same symmetry, which are their frontier orbitals. In gen-
eral, small HOMO-LUMO separations favor such reactions.  

 

 

Figure 3. Molecular orbitals of an 1,3-dipole, diene, and dipo-
larophile/dienophile.  

An example of how HOMO-LUMO interactions control peri-
cyclic reactions is provided in Fig. 2 considering the FMOs 
of a 1,3-dipole and a dipolarophile. The same type of analy-
sis of orbital symmetry can be extended to describe the 
Diels-Alder reaction as the 1,3-dipole is a four π-electron 
component distributed over three atoms, representing a 
structural variant of the diene in a Diels-Alder with both 
having a two-fold axis symmetry (Fig. 3). Therefore, for 
both Diels-Alder and 1,3-dipolar cycloadditions, the HO-
MOdipole has the same symmetry as the LUMOdipolarophile of the 
reaction partner, both being antisymmetric with respect to 
mirror symmetry, resulting in symmetry-allowed maxi-
mum overlap of the orbitals (Fig. 2a). Likewise, when the 
HOMOdipolarophile interacts with the LUMOdipole, they are sym-
metric with respect to the mirror plane or antisymmetric to 
their respective two-fold axis of symmetry, allowing again 
for maximum overlap (Fig. 2a). These reactions are ther-
mally allowed according to the Woodward-Hoffmann rules. 
Importantly, Woodward-Hoffmann rules deem [π4s + π2s] 
photochemical reactions to be forbidden. To visualize such 
a forbidden reaction, the interaction between the HOMO in 
the excited state of one reactant and the LUMO in the 
ground state of the other is shown in Fig. 2b. In this case, 
antibonding orbital interactions occur, which disallows 
product formation.   

 

Following the inception of FMO theory and orbital sym-
metry analysis in the context of cycloadditions, Sustmann 
classified both the Diels-Alder and the 1,3-dipolar cycload-
dition reactions into three types based on the relative FMO 
energies between the dipole or diene and dipolarophile or 
dienophile (Fig. 4).41-43 Type I reactions are dominated by 



 

the interaction between the HOMOdipole/diene and the LUMOdi-

polarophile/dienophile, which corresponds to normal electron-de-
mand Diels-Alder reactions. Because of a similar FMO en-
ergy gap in both directions, type II reactions can proceed ei-
ther dominated by the HOMOdipole/diene—LUMOdipolarophile/dieno-

phile interaction or the HOMOdipolarophile/dienophile—LUMOdi-

pole/diene interaction. Lastly, type III reactions are dominated 
by the interaction between the LUMOdipole/diene and the HO-
MOdipolarophile/dienophile, which corresponds to an inverse elec-
tron-demand cycloaddition reaction.  In the context of 
bioorthogonal chemistry, the 1,3-dipolar cycloaddition re-
actions generally fall under a type II classification and Diels-
Alder reactions employed are of type III. We discuss factors 
that influence the rates of reaction for 1,3-dipolar cycload-
ditions and IEDDA reactions in their following respective 
sections and relate them back to how basic FMO theory ex-
plains such reactivities.  

 

Figure 4. Classification of cycloaddition reactions based on the 
dominant interaction in the frontier molecule orbitals. The 
dashed blue line indicates the major interaction while the red 
dashed line shows a larger energy gap interaction.   

 

2.3. Strain and Distortion in Pericyclic Reactions 

 

The reactivity of pericyclic reactions depends largely on the 
HOMO/LUMO energy levels of the reactants. A higher 
ground state energy in either or both of the reactants corre-
sponds to higher rate constants. Strain and distortion can 
play central roles in raising the internal energy of the reac-
tants. Here we give a brief introduction to these concepts in 
the context of 1,3-dipolar cycloadditions and Diels-Alder re-
actions. 

 

Strain refers to structural stress in a molecule that is absent 
in a relaxed reference compound, which results in an in-
crease in its internal energy.44, 45 In organic chemistry, strain 
is generally associated with a conformational distortion or 
nonoptimal bonding (bond angle or length) relative to a 
standard molecule. For instance, the chair conformation of 
cyclohexane, which is considered to have a strain energy of 
0 kcal mol-1, is often taken as the reference for other cyclo-
alkanes. As a consequence of the increased energy, strained 
molecules are intrinsically more reactive than their relaxed 
counterparts. The energy difference linked to strain can be 
quantified from the heat of combustion or heat of atomiza-
tion data.46  

 

Strain can be classified into static strain, which is inherent 
in a molecule and is independent of molecular motion, and 
dynamic strain, which arises during conformational 
changes. In bioorthogonal chemistry, strain has a large im-
pact over the reaction kinetics. A large fraction of the strain 
in ring systems arises from nonstandard bond angles, re-
ferred to as Baeyer strain (Fig. 5).45 Baeyer strain can be 
further broken down into small-angle strain (bond angles 
smaller than the ideal values),47 exemplified by 3- and 4-
membered rings, and large-angle strain (bond angles larger 
than the ideal values),48 which causes a substantial portion 
of the strain present in 8- to 12-membered rings. Such ring 
strain is sometimes partially relieved by the rehybridization 
effect. For example, in the case of cyclopropane, the orbitals 
involved in ring bonding have more p character than a typi-
cal sp3 orbital. Therefore, they resemble p orbitals which 
have a preferred bond angle of 90° rather than 109.5° for 
sp3 orbitals, and which relieves some of the small angle 
strain.46, 49-51 Unsaturated bonds in a ring system typically 
increase ring strain and this effect can be quite significant 
(Fig. 6).  Small angle strain is amplified in cyclic olefins since 
sp2 carbons prefer larger angles than sp3 carbons, resulting 
in larger angle compression.44-46 In pericyclic reactions, the 
bond order of reactant decreases, which can be associated 
with a relaxation of ring strain. Therefore, ring-strain typi-
cally enhances the rate of such reactions. 



 

 

Figure 5. Types of strain in organic molecules.  

 

Smaller cycloalkenes always feature the double bond in a cis 
geometry.46 The smallest ring system that forms a stable 
structure including a trans olefin is trans-cyclooctene 
(TCO).45 The ring strain of TCO is approximately 17.9 kcal 
mol-1, 52, 53 which is much higher than most cycloalkenes. 
Therefore, pericyclic reactions of TCO occur orders of mag-
nitude faster than reactions with simple alkenes.54, 55 The 
strain-enhancing effect of the endocyclic trans-olefin is 
widely utilized in bioorthogonal chemistry as the dieno-
phile component in IEDDA reactions (see section 3).12, 56, 57 
Similarly, cyclooctyne is the smallest isolable carbocyclic al-
kyne and is considerably strained (19.9 kcal mol-1).45, 52, 53, 58 
Cyclooctyne participates in both 1,3-dipolar cycloadditions 
and Diels-Alder reactions with rapid kinetics.8, 9 Small angle 
strain is generally absent in rings with five or more atoms; 
however, transannular strain (Prelog strain),59 which is 
caused by steric repulsions between atoms across the ring, 
and torsional strain (Pitzer strain), stemming from eclips-
ing interactions, can emerge (Fig. 5). Larger rings (>13 at-
oms) are almost strain-free due to a resemblance of the 
bond angles to open chains, although some transannular 
strain may exist.60 For most cyclic structures, there exists at 
least one of the above types of strain. The relative contribu-
tion of each type to the total ring strain depends on the 
bonding and geometry of the molecule. For rings <5 atoms 
in size, small angle strain constitutes a major portion of the 
strain, which is replaced by Pitzer and transannular strains 
in 5-membered and 7-13-membered rings.59, 61 For 9-10 
membered rings, some of these two types of strain is re-
lieved by large angle strain.46   

 

 

Figure 6. Strain energy of common cycloalkanes and cycloal-
kenes. 

 

Strain is a major factor in cycloaddition reactions, which are 
central to bioorthogonal chemistry. Rates of reaction of cy-
cloalkenes with similar dipoles/dienes tend to increase 
with ring strain.62  For instance, the high reactivity of 3- and 
4-membered cycloalkenes in IEDDA reactions, and that of 
cyclooctyne in strain-promoted azide-alkyne cyclcoaddi-
tions (SPAAC), can be rationalized by the release of ring 
strain during these reactions as a result of a decrease in 
bond order. Similarly, the fast kinetics of the reaction be-
tween TCO and tetrazine is a direct consequence of the ring 
strain of the endocyclic trans-olefin. 

 

While strain energy provides a simple explanation for over-
all reactivity trends of cyclic alkenes and alkynes, it fails to 
consistently correlate with rate constants.53, 63 TCO reacts 2-
3 orders of magnitude faster than cyclooctyne in a tetrazine 
cycloaddition, whereas strain release would predict an op-
posite trend. To rationalize these inconsistencies, the dis-
tortion/introduction model (also known as activation-
strain model) was developed.53, 63-67 This model proposes 
that the activation energy comprises of distortion energy 
(ΔE‡dist) and interaction energy (ΔE‡int) (Fig. 7). The distor-
tion energy is the energy required to distort the reactants 
into their transition state geometries. In other words, the 
energy difference between the optimized ground state 
structures and the distorted transition-state structures is 
ΔE‡dist. An early transition state indicates that the transition 
state geometry is closer to that of the ground state, i.e. the 
ground state is pre-distorted towards the transition state, 
which results in a lower ΔE‡dist. There is noteworthy corre-
lation between activation energy and distortion energy, 
which indicates that reactivity is mainly controlled by 
ΔE‡dist.53, 63, 66, 67 When ΔE‡dist is similar for a series of com-
pounds, ΔE‡int becomes the controlling factor.66 This energy 
is the difference between the activation energy and the total 
distortion energy. Interaction energy is comprised of attrac-
tive electrostatic and charge-transfer stabilization interac-
tions and repulsive closed shell (Pauli) interactions. A 
smaller HOMO-LUMO gap results in a stronger ΔE‡int.  

 



 

Numerous studies using the distortion/interaction model 
have allowed describing cycloaddition reactions more accu-
rately than analyses based solely on strain and FMO theory. 
For instance, the activation barriers of ethylene and acety-
lene are similar when reacting with a given 1,3-dipole, 
which is unexpected based on FMO interactions in light of 
the different FMO energies based on ionization potentials 
and electron affinity values.66 The reaction exothermicities 
(ΔHrxn) are also different for alkenes and alkynes. In con-
trast, the activation energies correlate remarkably well with 
distortion energies.53, 66 The distortion/interaction model 
further takes into account the loss of aromaticity in the tran-
sition state of reactions that involve aromatic substrates. 
These interactions critically affect the rates of IEDDA reac-
tions. The distortion/interaction model, therefore, provides 
a reliable method for explaining the reactivity trends in cy-
cloaddition reactions. 

 

 

Figure 7. a) Schematic representation of the distortion/inter-
action model. b) Graph of distortion, interaction and activation 
energies for the transition states of reactions between 3,6-di-
methyltetrazine and the dienophiles 2-butyne, trans-2-butene, 
cyclooctyne and TCO. (Adapted with permission from Ref. 53. 
Copyright 2014 American Chemical Society). 

 

The discussion above highlights the importance of strain 
and distortion in cycloaddition reactivity. The following 

sections will go into more detail in the context of specific re-
actions and relate them to the general principles discussed 
here. 

 

 

3. INVERSE-ELECTRON DEMAND DIELS-ALDER 
CYCLOADDITION REACTIONS 

 

The Diels-Alder cycloaddition, the conjugate addition of a 
1,3-diene to a 2π system, is one of the most widely used re-
actions in organic chemistry.68, 69 The Diels-Alder reaction is 
a concerted [π4s + π2s] cycloaddition reaction with an or-
bital symmetry that makes it thermally permitted according 
to the Woodward-Hoffmann rules (see 2.2).70 The cycload-
dition occurs between a conjugated diene which acts as the 
4π component, and an unsaturated compound, commonly 
known as the dienophile, which is the 2π component (Fig. 
8).  

 

 

Figure 8. General concerted mechanism for Diels-Alder reac-
tion. (Normal electron-demand Diels-Alder reaction: R1 = EDG, 
R2 = EWG; Inverse electron-demand Diels-Alder reaction: R1 = 
EWG, R2 = EDG) 

 

FMO theory allows stratifying Diels-Alder reactions into 
three classes based on the relative HOMO/LUMO levels of 
the diene and the dienophile.71, 72  In type I DA reactions, the 
primary interaction is between HOMO of the diene and 
LUMO of the dienophile (Fig. 4). Type I Diels-Alder reac-
tions are often referred to as normal electron-demand 
Diels-Alder because they are the most prevalent such reac-
tions. By virtue of being metal-free and rapid, type I reac-
tions have been used in bioconjugations of proteins, carbo-
hydrates and oligonucleotides.73-75 In type II or neutral 
Diels-Alder reaction, both the HOMOdiene-LUMOdienophile and 
the HOMOdienophile-LUMOdiene separations are similar, and 
this class can be considered as a transition between types I 
and III (Fig. 4). In type III Diels-Alder reactions, the HOMO 
of the dienophile interacts with the LUMO of the diene. This 
type of Diels-Alder reaction is known as the inverse electron 
demand Diels-Alder (IEDDA) reaction and was first intro-
duced by Bachmann and Deno.76 Electron-acceptors which 
lower the LUMO of the diene, and electron-donors that ele-
vate the HOMO of the dienophile accelerate IEDDA reac-
tions as detailed in section 3.2. According to the Hammett 
equation, IEDDA reactions display positive reaction param-
eters ρ for variation of substituents in the diene, and nega-
tive ρ values for changes in the dienophile. IEDDA reactions 
have received much attention in bioorthogonal chemistry.12, 

56 The cycloaddition between 1,2,4,5-tetrazines as the ar-
chetypical electron-deficient diene and dienophiles such as 
trans-cyclooctene,55, 77-81 cyclooctyne,82, 83 norbornene,84-87 
cyclopropene88-91 and isocyanide92-95 are among the most 
widely used and fastest bioorthogonal reactions known. A 



 

thorough understanding of the mechanism will help in de-
signing diene-dienophile pairs with faster kinetics and en-
hanced stability in vivo.  

 

 

3.1. IEDDA Mechanism 

 

Depending on the nature of the substrates and solvents, 
IEDDA reactions can proceed through either stepwise or 
concerted mechanisms as shown for the example of the re-
action of substituted ethylene and 1,2,3-triazine (Fig. 9).96  
The stepwise mechanism involves the formation of a zwit-
terionic intermediate followed by ring closure to yield the 
IEDDA adduct. The concerted mechanism, on the other 
hand, proceeds in a single step, and the bond formation may 
either be synchronous or asynchronous. The principles of 
stepwise and concerted mechanisms and their implication 
for the design of bioorthogonal reactions are outlined be-
low. 

 

 

Figure 9. General scheme for concerted and stepwise mecha-
nisms for the IEDDA reaction between 1,2,3-triazine and sub-
stituted ethylene. 

 

 

3.1.1. Stepwise IEDDA Mechanism 

 

The mechanism of the IEDDA reaction has been a subject of 
intensive investigation, and several groups have postulated 
and observed both the stepwise and concerted mechanisms. 
It has been shown that a substantial separation in the HOMO 
and LUMO of the reacting partners and steric hindrance to 
the cyclization step favor a stepwise mechanism.97-100 Polar 
protic solvents also promote stepwise IEDDA reactions.96 
Theoretical calculations confirmed a switch in the mecha-
nism from concerted to stepwise when changing the diene 
from an unsubstituted triazine to a highly electron-deficient 
one, with substituted enamines as the dienophile.96-98  

 

Studies on the IEDDA reaction of 2,4,6-tris-(trifluoro)-1,3,5-
triazine (2) and 4-aminopyrrole (1) were central in eluci-
dating the stepwise IEDDA reaction mechanism (Fig. 10). 
De Rosa’s group used multinuclear NMR experiments to 
identify five species in the IEDDA cascade reactions: four se-
quential intermediates (4, 6, 6’, 7) and a dead-end product 
(5), with other potential tautomeric intermediates in-
volved.101 The stepwise IEDDA mechanism starts with the 
nucleophilic attack of the π-bond next to the amine substit-
uent of 2-aminopyrrole on an electrophilic carbon of the tri-
azine ring to yield the postulated zwitterionic intermediate 
3. The existence of 3 was inferred from the isolation of the 
zwitterionic tautomer 4. Electron-withdrawing substitu-
ents on the diene stabilize the anionic σ-complex and elec-
tron-donating groups on the dienophile stabilize the cati-
onic σ-complex in zwitterion 4, facilitating a stepwise mech-
anism. Polar solvents stabilize the zwitterionic intermedi-
ate and polar transition states in this mechanism.101 For-
mation of the zwitterion is followed by an intramolecular 
cyclization to give the tricyclic adduct 6. This ring closure 
step has been shown to be dependent on the steric bulk of 
the diene substituents, and also controls the regioselectivity 
of the product with asymmetric dienes.  

 

From the cyclic intermediate 6, there are two paths that the 
reaction can take. The first is the elimination of NH3, fol-
lowed by a retro-Diels Alder reaction to lose CF3CN and 
form the final aromatic product, known as the IER (IEDDA, 
Elimination, retro Diels-Alder) path (Fig. 10).102 Con-
versely, the loss of NH3 can come after the retro Diels-Alder 
step, known as the IRE (IEDDA, RDA, Elimination) path-
way.102 Energetically, the IEDDA cycloaddition step is highly 
endothermic, 100 which is intuitive considering that two ar-
omatic molecules are being converted to one non-aromatic 
intermediate. The driving force for the reaction are the two 
subsequent cascade reactions.100 Theoretical studies to 
compare the feasibility of the two reaction paths ruled out 
the IRE pathway based on energy calculations where they 
showed that the activation barrier for the RDA reaction is 
prohibitively high (ca. 50 kcal mol-1).102 In contrast, the 
elimination of NH3 in the IER pathway is energetically favor-
able in terms of entropy and because of the formation of an 
aromatic pyrrole.100 The subsequent retro Diels-Alder reac-
tion is exothermic because it generates an aromatic system. 
However, the actual pathway may be a function of the reac-
tants and reaction conditions.101, 102 In the reaction between 
2,4,6-tris-(trifluoro)-1,3,5-triazine and 2-aminopyrrole 
(Fig. 10), the reaction was proposed to go through an IRE 
pathway based on spectroscopic data which showed that all 
the intermediates contained the exo-nitrogen functional 
group. No evidence for either NH3 or CF3CN was detectable 
experimentally; instead, intermediate 7 was observed by 
NMR (Fig. 10).101 The competition between the IER and IRE 
pathways is also of relevance to bioorthogonal chemistry. In 
case of 1,2,4,5-tetrazines, the elimination step can occur via 
either IER or IRE pathways depending on the reactants; 
however, the theoretical understanding is less well estab-
lished for tetrazines than for 1,3,5-triazines.102 On the basis 
of the Bell-Evans-Polanyi principle, the retro Diels-Alder re-
action losing N2 (for tetrazines) is more facile than losing 
RCN (for triazines; IRE pathway), which makes the retro 



 

Diels-Alder reaction possible even without aromatization, 
as shown by Seitz and Kampchen.100 

 

From the above discussion, it is clear that both electronic 
effects that stabilize the zwitterion and steric effects that 
hinder the cyclization play crucial roles in the stepwise 
mechanism of the IEDDA reaction. While only few studies 

have looked at both the stepwise and concerted mecha-
nisms in the context of bioorthogonal chemistry, it is con-
ceivable that varying sterics and electronics of the substitu-
ents and the reaction conditions leads to either stepwise or 
concerted IEDDA mechanisms. For instance, in the 
bioorthogonal reaction between tetrazines and isonitriles, 
an intriguing interplay between the stepwise and concerted 

 

Figure 10. Proposed mechanism for stepwise IEDDA cycloaddition of 4-aminopyrroles with 2,4,6-tris-(trifluoro)-1,3,5-triazine. 

mechanisms was observed.93 According to DFT calculations, 
dimethyltetrazine, diethyltetrazine and diisopropylte-
trazine react in a stepwise fashion with methylisocyanide. 
In contrast, the reaction with bis-tert-butyltetrazine was 
predicted to proceed through a single highly asynchronous 
transition state (see section 3.2.4.1).93  

 

 

3.1.2. Concerted IEDDA Mechanism 

 

Several studies have helped elucidate the mechanism of 
IEDDA reactions involving tetrazines, which is the most 
commonly used diene in bioorthogonal chemistry. Most re-
ports have proposed a concerted mechanism for the IEDDA 
reaction of tetrazines. A concerted mechanism proceeds in 
a single step through a single transition state. This reaction 
step can have two variations: synchronous, where the two 
new bonds are formed to the same extent in the transition 
state, and asynchronous, where the bond formation is 
asymmetric in the transition state.103  

Detailed computational studies on the IEDDA reaction of al-
kynylboronate as the dienophile with tetrazine and furan as 
the dienes served to illustrate the difference between the 
two variants (Fig. 11).104 These theoretical studies pre-
dicted the reaction with tetrazine to be synchronous with 
the distances of the forming C-C bonds within the range of 

2.1-2.3 Å in the transition state (Fig. 11b). In contrast, the 
reaction with the furan derivative bis-2,5-trimethylsilyloxy-
furan was asynchronous with the distances of the forming 
bonds at 2.57 and 1.91 Å (Fig. 11a). The mechanistic analy-
sis also showed dependence on the type of heteroatom at-
tached to the boron center. The reaction was found to be 
concerted for alkynylboronate but stepwise for alkynyl-
borondichloride. 



 

 

Figure 11. Synchronous and asynchronous concerted IEDDA 
mechanisms. a) transition state of the reaction between al-
kynylboronate and bis-2,5-trimethylsilyloxyfuran as an exam-
ple of an asynchronous mechanism; b) transition state of the 
reaction between alkynylboronate and tetrazine as an example 
of a synchronous mechanism. Transition states were calculated 
by DFT. (Adapted with permission from Ref. 104. Copyright 
2007 American Chemical Society). 

To explain the extent of synchronism in concerted IEDDA 
reactions, the diradicaloid model for transition states was 
proposed (Fig. 12a).105 The two main reaction coordinates 
taken into consideration are the C1···Cβ and the C4···Cα dis-
tances, from which two limiting diradicals (A and B  in Fig. 
12a) can form in the transition state. The transition states 
for the concerted mechanisms can be represented as a com-
bination of A and B, their relative weights depending on 
their relative stability. For detailed discussions, the inter-
ested reader is directed to the excellent book authored by 
Vogel and Houk.105   

 

 

Figure 12. a) Diradicaloid model for transition states of con-
certed IEDDA cycloaddition. b) Proposed mechanism for con-
certed IEDDA reaction between tetrazine and acetylene.  

 

The mechanism of the concerted reaction of tetrazines and 
alkynes used in bioorthogonal chemistry has been exten-
sively studied. Using quantum mechanical calculations, 
Cioslowski et al. shed light on the IEDDA reaction between 
tetrazine and acetylene and the subsequent steps in the cas-
cade (Fig. 12b).106 They reported that the first step com-
prising of the cycloaddition reaction to give tetraazabar-
relene 10 is the rate-determining step. This step is exother-
mic with an early transition state. The bond angles and 
lengths in the transition state are significantly distorted rel-
ative to those in the reactants. In particular, the intermolec-
ular distances between the 1,4-carbon atoms of tetrazine 
and the carbon atoms of acetylene are reduced. The 
tetraazabarrelene intermediate has not been observed. In-
stead, pyridazine 11 that formed upon elimination of N2 has 
been isolated.106 The N2-elimination step is rapid and highly 
exothermic. Although the expulsion of N2 was proposed to 
be a separate step in the reaction cascade, Cioslowski et al. 
could not locate the transition state computationally.106 
Therefore, they hypothesized that the cycloaddition and 
elimination of nitrogen occured in a single asynchronous 
step, wherein the C–C bonds form and C – N bonds break 
simultaneously. However, calculations that showed that the 
activation energy of the one-step pathway is almost 50 kcal 
mol-1 higher than that for the stepwise pathway later dis-
missed this view and predicted that a stepwise mechanism 
was preferred.107 More recently, it was computationally de-
termined that the barrier for the loss of nitrogen from the 
tetraazabarrelene intermediate is essentially non-existent. 
Therefore, there are two sequential transition states, the 
first for the cycloaddition, and the second for the loss of N2 
to generate a pyridazine. The barrier for the loss of N2 
ranged from 0.1-1.5 kcal mol-1 depending of the structures 
of the tetrazine and alkyne reacting partners (Fig. 13).108 



 

  

 

Figure 13. Relative energies and optimized geometries for the 
reaction between 3,6-bis-(trifluoromethyl)-1,2,4,5-tetrazine 
(12) and acetylenamine (13). (Adapted with permission from 
Ref. 108. Copyright 2006 American Chemical Society). 

 

FMO helps predicting the regioselectivity of an IEDDA reac-
tion by assuming that the atom with the largest LUMO coef-
ficient reacts with the atom with the largest HOMO coeffi-
cient. This was demonstrated in a study by Boger et al. 
where asymmetric 6-amide-substituted 3-methylthio-
tetrazines underwent regioselective cycloaddition with 
electron-rich dienophiles (Fig. 14a).109 The methylthio 
group controlled the orientation through its ability to stabi-
lize a partial negative charge in the transition state at C-3 of 
the tetrazine as was shown in AM1 computational mod-
els.109 However, there are cases for which the experimen-
tally observed outcome of IEDDA reactions is contrary to 
the regioselectivity predicted by FMO. One such example is 
the reaction between 3-methylsulfinyl-6-methylthio-
tetrazine and electron-rich ethylenes.110 The unexpected se-
lectivity was explained using the polar cycloaddition model 
which showed that the attack of the ethylene on the te-
trazine according to the FMO predictions is energetically 
unfavorable as it diminishes the electron density of the te-
trazine ring.111 Regioselectivity was also studied with asym-
metrically substituted phenylacetylene and phenyltetrazine 
IEDDA partners.106 In this reaction, dispersion forces play a 
key role in determining the regioselectivity with the head-
to-head cycloaddition (syn addition) being preferred over 
the head-to-tail attack (anti addition) (Fig. 14b). Although 
electronic interactions and steric repulsions exist between 
the phenyl rings in the head-to-head cycloaddition, these 
destabilizing forces are sufficiently compensated for by the 
attractive dispersion forces between the substituents.  

 

 

 

Figure 14. a) Regioselectivity in the reaction between 6-am-
ide-substituted 3-methylthiotetrazines and electron-rich 
dienophiles controlled by the methylthio group. b) Head-to-
head vs. head-to-tail cycloaddition in the reaction between 
phenylacetylene and phenyltetrazine. 

 

 

3.2 Factors Affecting IEDDA Reactivity 

 

IEDDA cycloadditions have emerged as one of the most im-
portant reactions in bioorthogonal chemistry.12, 56, 57 Under-
standing the factors that affect the relative cycloaddition 
rates are key to tuning their efficacy in biological systems. 
Using a multivariate model to describe the factors that con-
trol the second-order rate constants of IEDDA cycloaddi-
tions of tetrazines and dienophiles, Coelho and co-workers 
identified ring strain, HOMO/LUMO levels, and steric repul-
sions as principal factors that determine the rates of IEDDA 
reactions.112 The following sections discuss how these indi-
vidual parameters affect the reaction rates.   

 

 

3.2.1. Influence of Strain and Distortion on the Reactivity of 
Alkene/Alkyne Dienophiles 

 

The energy gap between LUMOdiene and HOMOdienophile levels 
critically controls the IEDDA reaction rates.54, 109 Therefore, 
structural changes elevating the HOMO of the dienophile or 
lowering the LUMO of the diene generally accelerate the re-
action. One approach to raise the HOMOdienophile is to apply 
strain. As outlined in section 2.3, inserting alkene and al-
kyne groups into a ring system can lead to deviations of the 
bond angles from those ideal for sp2/sp-hybridized carbons 
and increase the HOMOdienophile, which augments their pro-
pensity to undergo cycloaddition reactions.  



 

 

 

3.2.1.1 Effect of Ring Size 

 

Strained alkenes can react orders of magnitude faster with 
tetrazines than simple alkenes. Sauer et al. systematically 
investigated the effect of ring strain on the reaction of al-
kenes with tetrazines.62 In the cycloalkene series the rates 
of reaction with tetrazines decreased in the order cyclopro-
pene > cyclobutene > cyclopentene > cyclohexene (Fig. 15). 
Cyclobutene reacted 136-fold slower than cyclopropene 
with bis(methoxycarbonyl)tetrazine, but 3,800-fold faster 
than cyclohexene.  This trend follows the ring strain for cy-
cloalkenes (Fig. 6) and illustrates the effectiveness of using 
ring strain to make the IEDDA reaction faster. 

 

 

Figure 15. Dependence of IEDDA kinetics on ring strain. Rela-
tive rates of reactions between 3-6-membered cycloalkenes 
and 3,6-bis(methoxycarbonyl)tetrazine. 

 

Considering the distinct accelerating effect of strain on 
IEDDA reactivity, it is unsurprising that small ring cycloal-
kenes such as cyclopropenes and cyclobutenes are used in 
bioorthogonal ligation reactions.57 1,3-distubstituted cyclo-
propenes have been shown to react with rates of up to 13 
M-1 s-1 with monosubstituted tetrazines under aqueous con-
ditions.89 Prescher et al. introduced the cyclopropene-te-
trazine chemistry to protein modification and live cell sur-
face glycan labeling.88 The scope of application was later ex-
panded to DNA templated tetrazine ligations,113 protein la-
beling114 and live cell labeling in combination with fluoro-
genic tetrazines.89 Similarly, 3-substituted cyclobutene de-
rivatives have been used in conjugation with tetrazines to 
label both purified proteins and intact proteins in live 
cells,115 and N-acylazetines have been used in activity-based 
protein profiling.116 

 

The use of strain to accelerate IEDDA reaction is also used 
in the context of cycloalkynes.82, 117 The deformation of the 
sp carbons from linear geometry translates into readily oc-
curring reactions at room temperature. In particular, cy-
clooctyne as the smallest isolatable carbocycle with an al-
kyne group is frequently used in bioorthogonal chemistry.82, 

83, 118, 119  

 

Intriguingly, the reactivity of cycloalkenediones with te-
trazine increases with larger rings, which is opposite to the 
trend observed for cycloalkenes and predicted by ring 
strain.120 Computational calculations revealed that electro-
static interactions are responsible for this atypical reactiv-
ity trend. These electronic interactions are dependent on 
the ring size, and specifically on the presence or absence of 
methylene groups between the two carbonyls. The electro-
positive region around the methylene groups between the 
carbonyls in cyclopentenedione and cyclohexenedione in-
teract with the electronegative region surrounding the ni-
trogen atoms of the tetrazine, giving rise to a stabilizing 
CH/π interaction in the transition state (Fig. 16). This sta-
bilization is not present in the case of cyclobutenedione, 
leading to a lower reactivity. 

 

 

Figure 16. Stabilizing CH/π interactions (red dashed line) in 
the transition states of the reactions between tetrazine and (a) 
cyclopentenedione and (b) cyclohexenedione. Because of the 
absence of the methylene group, this stabilization is not pre-
sent in cyclobutenone.  

 

 

3.2.1.2 Trans-cycloalkenes  

 

Cyclic alkenes typically adopt the cis conformation because 
incorporating a trans-alkene into a ring system is associated 
with significantly higher strain.45, 52 Trans-cycloalkenes of 
small rings are unstable, and trans-cyclooctene (TCO) is the 
smallest stable carbocyclic alkene with a trans olefin (Fig. 
17). The strain energy of trans-cyclooctene (17.9 kcal mol-

1) is substantially higher than that for cis-cyclooctene (6.8 
kcal mol-1).52 Consequently, TCO reacts >105-fold faster with 
tetrazine relative to cis-cyclooctene.62 The reaction of TCO 
derivatives and tetrazines is one of the fastest bioorthogo-
nal reactions. Bimolecular reaction rates of up to 3.3×106 M-

1 s-1 have been reported,55 and the exceptional rate of this 
reaction has opened many opportunities in chemical biol-
ogy, bioconjugation, and drug delivery.55, 78, 80, 121-124 Even 
faster rates could be achieved by using trans-cycloheptene 
as the dienophile.125 The parent trans-cycloheptene is un-
stable at room temperature,126 but incorporation of a silicon 
atom into the cyclic structure can help relieve strain and im-
part stability due to the longer C-Si bonds.127-132 trans-1-
Sila-4-cycloheptene derivatives were shown to react with 
dipyridyltetrazine derivatives with rates of up to 1.14×107 
M-1 s-1 (9:1 H2O:MeOH, 25 °C),125 which is the fastest known 
bioorthogonal reaction to date. 
 



 

 

Figure 17. Relative rates of cis- and trans-cyclooctene reacting 
with 3,6-bis(methoxycarbonyl)tetrazine. 

 

 

3.2.1.3 Cycloalkenes in Fused Ring Systems 

 

Fusing a cycloalkene with a second, strained ring system is 
an effective strategy to increase its reactivity in cycloaddi-
tion reactions (Fig. 18). In their pioneering studies, Huisgen 
et al. reported that norbornene and similar bridged cyclic 
systems such as bicyclo[2.1.1]hex-2-ene and tricy-
clo[3.3.0.02,6]oct-3-ene are more reactive towards dienes 
than unstrained alkenes.133 The reaction rate of norbornene 
with dipyridyltetrazine is an order of magnitude higher 
than that of cyclopentene, reflecting the increased ring 
strain in the tricyclic system.87 Norbornenes combine good 
reactivity with high synthetic accessibility and stability un-
der physiological conditions, which makes them popular re-
actants in bioorthogonal chemistry.86, 87 Fusing small rings 
to cyclooctynes, as in Bicyclo[6.1.0]non-4-yne (BCN), also 
enhances their IEDDA reaction rates. BCN reacted 47-fold 
faster with diphenyltetrazine than cyclooctyne.82  

 

The rate-accelerating effect of a bicyclic system with two 
strained rings was also evident for cyclopropyl derivatives. 
Spiro[2.3]hexene (Sph), which contains a fused cyclobutyl 
and 3,3-disubstituted cyclopropane ring (Fig. 18), was an 
order of magnitude more reactive than 3,3-disubstituted cy-
clopropene derivatives.134, 135 The enhanced reactivity was 
attributed to the exocyclic cyclobutene increasing the cyclo-
propene ring strain, along with the alleviation of steric re-
pulsion between the substituents at C3 of the cyclopropene 
and the incoming diene in the transition state because of the 
spirocyclic structure.135  

 

Figure 18. Strained fused ring systems used in IEDDA reac-
tions. 

 

In case of TCO, the fusion to a secondary ring enhance reac-
tivity by locking the cyclooctene into a defined conformer 
associated with increased strain. Ab initio calculations pre-
dicted that the crown conformation of TCO is 5.6 kcal mol-1 

more stable than its half-chair conformation (Fig. 19a).55 
Therefore, imposing structural constraints upon TCO which 
force it to adopt a half-chair conformation increase the rate 
of the reaction with dienes. Fox and co-workers reduced 
this concept to practice by incorporating a cis-fused cyclo-
propane ring into the TCO structure (Fig. 19b).55 The result-
ing s-TCO reacts with diphenyltetrazine in MeOH at a rate 
constant of 3,100 M-1 s-1, which is 160-fold faster than un-
substituted TCO. The rate further increased to 3.3×106 M-1 

s-1 with dipyridyl tetrazine under aqueous conditions be-
cause polar solvents favor the IEDDA reaction (see sections 
3.2.3.1 for tetrazine reactivity and 3.2.5 for solvent effects), 
which is one of the fastest reported examples of a 
bioorthogonal conjugation reaction. However, the high re-
activity of s-TCO compromises its stability. s-TCO is prone 
to isomerization to the cis-cyclooctene isomer in the pres-
ence of thiols.55 The authors proposed a free radical path-
way for this isomerization.81, 136 s-TCO derivatives can also 
polymerize and isomerize during storage. To circumvent 
these stability-related issues, the same authors designed a 
cis-dioxolane-fused TCO (d-TCO; Figs. 18 and 19b), which 
simultaneously imparted high reactivity and stability.55 It 
was reasoned that the electronegative oxygen atoms would 
make the ring less electron-rich, therefore enhancing the 
stability of the ring at the expense of a modest decrease in 
reactivity. The cis-dioxolane moiety forced the ring into a 
half-chair conformation, which led to rate constants of >105 
M-1 s-1 with a water-soluble dipyridyltetrazine derivative 
under aqueous conditions. Likewise, a conformationally 
strained aziridine-fused TCO (aza-TCO) was designed by 
Vrabel et al (Fig. 18).137 Computational and experimental 
studies showed aza-TCO to be forced into a half-chair con-
formation similar to s-TCO and d-TCO (Fig. 19a). This TCO 
derivative reacted with dipyridyltetrazine with rates ex-
ceeding 6000 M-1 s-1. 

 



 

Figure 19. Conformational restriction can increase the reactiv-
ity of alkenes towards tetrazine. a) Ab initio calculations predict 
that the ground state of the half-chair conformation of TCO is 
5.6-5.9 kcal mol-1 higher than the crown conformation; b) cis 
ring fusion in s-TCO and d-TCO confines the ring to a half-chair 
conformation, thereby decreasing the activation barrier. (3D 
structures adapted with permission from Ref. 55. Copyright 
2014 Royal Society of Chemistry). 

 

 

3.2.1.4 Use of Distortion/interaction Model to Explain Cy-
cloalkene Reactivity  

 

Although ring strain is a major driving force in IEDDA reac-
tions, computational studies revealed that the activation en-
ergy of IEDDA reactions deviate from a linear correlation 
with ring strain.63 Houk et al. hypothesized that instead of 
the strain in the alkene reactant, it is the energy needed to 
distort the molecules in the transition state that determines 
the energy of activation.63 The distortion/interaction model 
(see section 2.3) made it possible to rationalize the reactiv-
ity of cycloalkenes in IEDDA reactions. The computed dis-
tortion energies of the IEDDA transition states decreased 
from cyclopropene to cyclohexene, which also correlates 
with a trend of early-to-late transition state. An early tran-
sition state indicates that the transition state geometry is 
closer to that of the ground state (i.e. the ground state is pre-
distorted towards the transition-state), which results in a 
lower distortion energy.  

 

The distortion/interaction model further allowed compar-
ing the reactivities of alkenes and alkynes in Diels-Alder re-
actions, and to study the effect of strain. The IEDDA reac-
tions of alkenes are typically faster than those of the corre-
sponding alkynes.53, 62, 138 There are substantial differences 
in the activation energies of the two dienophiles, 4-10 kcal 
mol-1 between trans-2-butene and 2-butyne, and 3-6 kcal 
mol-1 between TCO and cyclooctyne.53 Ethylene reacted 
1429-fold faster with bis(methoxycarbonyl)tetrazine than 
acetylene, and styrene reacted 89-fold faster than phenyla-
cetylene.62 Analogously, the rate of reaction of tetrazine 
with enamines is about 10 times higher than with yna-
mines.139 The contrasting reactivity was clearly demon-
strated in a theoretical study by Houk and co-workers of the 
reactions between a panel of symmetrically substituted te-
trazines with varying electronic properties, and 2-butyne or 
trans-2-butene dienophiles.53 The computed activation bar-
riers for the alkyne were consistently higher than those for 
the alkene (Fig. 20a). This reactivity difference was ration-
alized by a combination of distortion and interaction ener-
gies.53 Alkenes have a higher HOMO energy than alkynes 
which leads to a smaller HOMO-LUMO+1 (LUMO+1 is the π* 
orbital interacting with the dienophile HOMO53, 140) gap and 
therefore a stronger interaction energy. The change in the 
distortion energies arises from a difference in the extent to 
which alkenes and alkynes are bent in the IEDDA transition 
state. For trans-2-butene, the distortion angle φ (the dihe-
dral angle between the original and bent CH3–C=C planes) 
changes from 180° in the ground state to 160° in the transi-
tion state, whereas for 2-butyne, the distortion angle θ (the 

angle between the bent bond and triple bond) changes from 
180° to 140° (Fig. 20b). The greater bending of the alkyne 
results in a higher distortion energy in the transition state.  

 

Figure 20. a) Plot of ΔE‡dist (blue), ΔE‡act (black) and ΔE‡int (red) 
for disubstituted tetrazines in the reactions with 2-butyne 
(solid lines) and trans-2-butene (dashed lines). b) Plot of angu-
lar distortion energy (ΔE‡dist (φ or θ)) vs. distortion angle (φ or θ) 
for trans-2-butene (blue) and 2-butyne (pink). The boxes show 
the angles in the transition state). (Adapted with permission 
from Ref. 53. Copyright 2014 American Chemical Society). 

 

Structural strain in the dienophile therefore plays a central 
role in controlling the reactivity of IEDDA cycloadditions 
and is a leading strategy in enhancing kinetics of bioorthog-
onal reactions. Distortion towards the transition state is a 
major contributing factor to increase the reactivity of the 
dienophiles.  

 

 

3.2.2. Effect of Stereochemistry 

 

Stereochemistry of the dienophile is an important factor in 
the reactivity of IEDDA reactions. Several groups have re-
ported that the axial isomers of functionalized TCOs are 
substantially more reactive than the equatorial isomers.55, 



 

77-79, 141, 142 The observed rate difference has been attributed 
to transannular interactions in the axial isomer which re-
sults in a higher ground state energy (Fig. 21).78, 143 Addi-
tionally, in the d-TCO derivatives, the syn-isomer is more re-
active than the anti-isomer (not shown).55 Similarly, the 
exo-isomer of norbornene-2-methanol reacts faster with te-
trazine than the endo-isomer.144 This difference was ex-
plained by a stronger hydrogen-bonding interaction in the 
transition state of the reaction with the exo-isomer.144 How-
ever, exo-norbornene derivatives generally react faster with 
tetrazines than endo-substituted norbornenes independent 
of hydrogen-bond acceptors.87 Furthermore, in cy-
clooctyne-tetrazine cycloadditions, endo-BCN is slightly 
faster than exo-BCN.145 

 

 

Figure 21. 1,3-diaxial interactions (blue arrows) in TCO with 
axial substituent. (Adapted with permission from Ref. 143. 
Copyright 2008 American Chemical Society). 

 

 

3.2.3. Electronic Effects on the IEDDA Reaction 

 

As discussed in sections 2.2 and 2.3, the difference in the 
HOMO-LUMO gap between the dienophile and diene criti-
cally affects the IEDDA reaction. In an attempt to elucidate 
these trends, Fukui functions (f(r)+), which describe electron 
density in frontier orbitals, have been computed for the 
IEDDA reactants.146 The results revealed that the tetrazine 
diene is electron-deficient and strongly electrophilic, which 
established tetrazine as the 4π component in IEDDA reac-
tions. By indicating the electron density on individual atoms 
of the diene, the f(r)+ function can also predict the regioselec-
tivity of the IEDDA reactions. 

 

By tuning the substituents on the reacting partners, it is pos-
sible to minimize the HOMO-LUMO gap to accelerate the re-
action. Electron-donating groups elevate both the HO-
MOdienophile and LUMOdiene levels, and electron-withdrawing 
groups lower them. As dictated by the nature of the inverse 
electron demand cycloaddition mechanism, electron-donat-
ing groups on the dienophile and electron-withdrawing 
groups on the diene are therefore expected to accelerate 
such reactions. These trends were verified both empirically 
and in theoretical analyses of the HOMO-LUMO gap.109, 110, 

138 The electronic effects of substituents on the diene and 
dienophiles are discussed individually in the following sec-
tions. 

 

 

3.2.3.1. Diene Substituents 

 

Electron-withdrawing substituents on the tetrazine in-
crease the rate of IEDDA reactions by lowering the LUMO of 
the diene. IEDDA reactions have a positive reaction constant 
ρ with regard to tetrazine substituents (i.e. the rate constant 
increases with the substituent constant σpara). Therefore, 
electron-withdrawing tetrazine substituents that lower its 
LUMO increase the IEDDA reaction.147, 148 

 

In their seminal publication first reporting the reaction of 
tetrazines with dienophiles, Carboni and Lindsey noted the 
crucial role that electronics play in IEDDA reaction kinet-
ics.149 Electron-withdrawing substituents can greatly en-
hance the reactivity of tetrazines. While the reaction be-
tween 3,6-bis(difluoromethyl)tetrazine and styrene was 
rapid at room temperature, the reactions with dimethylte-
trazine and diphenyltetrazine required heat to proceed. In 
early efforts to systematically study the effects of tetrazine 
substituents on IEDDA cycloadditions, Boger et al. com-
pared the reactivity of a series of 3,6-disubstituted te-
trazines towards N-vinyl pyrrolidinone.109  The study con-
firmed the expected trend between the electronic nature of 
the tetrazine substituents and the reaction rate, which was 
corroborated by AM1 calculations (Fig. 22).109, 110, 150 In a 
follow-up study, the authors showed that sulfoxide-substi-
tuted tetrazines are substantially more reactive than their 
sulfide counterparts and require less vigorous reaction con-
ditions due to their enhanced electron-withdrawing na-
ture.110 

 

 

Figure 22. AM1 computational results for the LUMO energies 
of disubstituted tetrazines, which were shown to reflect their 
relative reactivities. 

 

The rate-accelerating effect of electron-withdrawing 
groups on the reactivity of tetrazines is consistent among 
diverse dienophiles. Studies of the reaction of norbornene 
and TCO with tetrazines designed for bioconjugation re-
vealed considerable differences in rate constants between 
tetrazines with electron-withdrawing and -donating 
groups.151 A norbornene derivative reacted >40-fold faster 
with 3-aminopentyl-6-pyrimidyltetrazine than with 3-ami-
nopentyl-6-methyltetrazine, as can be predicted from the 
electron-withdrawing nature of the pyrimidyl group. Simi-
lar variations were observed with TCO as the dienophile. 
The second order rate constant was 820 M-1 s-1 with 3-me-
thyl-6-phenyltetrazine and 2.2×104 M-1 s-1 with 3-pyrimidyl-
6-phenyltetrazine, which corresponds to a 27-fold differ-
ence. Likewise, a study on the effect of substituents on the 
reaction of cyclooctynes and tetrazines revealed a 203-fold 
rate difference between bis-hydroxyphenyltetrazine (k2 = 
0.58 M-1s-1) and dipyridyltetrazine (k2 = 118 M-1s-1) when 



 

reacted with hydroxy-BCN.152 An excellent correlation was 
observed for the reaction rates of different tetrazines with 
an isonitrile and norbornene, indicating that the electronic 
effects are largely conserved for different dienophiles.93 

 

A study by Mikula’s group also highlighted the crucial role 
of electronics in IEDDA reaction kinetics exploring the effect 
of N-acylation of aminotetrazines, which have low reactivity 
because of the electron-donating nature of the amino group, 
was investigated.153 Computational calculations showed 
that the ΔG‡ for the reaction between TCO and N-acetylated 
tetrazines was around 4 kcal mol-1 lower than those with 
their non-acetylated counterparts (Fig. 23), which resulted 
in around a 600-fold predicted increase in reactivity. This 
discrepancy was also confirmed experimentally with multi-
ple tetrazines.  

 

Figure 23. Kinetic measurements showing increased reactivity 
of N-acetylated aminotetrazines compared to aminotetrazines, 
reacting with TCO.  

 

While EWGs offer a rate advantage, such substituents also 
render tetrazines less stable.151 Highly reactive tetrazines 
are prone to hydrolysis and reaction with endogenous thi-
ols,154 which is unfavorable for bioorthogonal chemistry. In 
light of this, the development of stable tetrazines retaining 
the reactivity of using EWGs are currently being pursued.  

 

 

3.2.3.2. Dienophile Substituents 

 

Varying the electronics of dienophiles profoundly affects 
the kinetics of IEDDA reactions. 9 Electron-donating substit-
uents increase the HOMO of dienophiles and consequently 
decrease the gap between HOMOdienophile and LUMOdiene, and 
several reports have confirmed this trend (Fig. 24). Carboni 
and Lindsey had shown that dienophiles with EDGs facili-
tate the reaction, while EWGs decelerate it.149 Sauer et al. 
later showed that the electronics of the substituents on al-
kynes and alkenes can affect the rate constants to a remark-
able extent.62, 138, 155 The rate constants for the reaction of a 
series of alkynes with unsubstituted tetrazine spanned a 
range of several orders of magnitude.138 For instance, the re-
action of tetrazine with (dimethylamino)acetylene was 
7.3×104-fold faster than that with methoxyacetylene. Simi-
larly, the electropositive character of metal-substituents en-
hances the reactivity of alkynes towards tetrazines.156 Or-
ganotin alkynes offered the highest rate constants, with 

bis(trimethyltin)acetylene being 7350-fold faster than tert-
butylacetylene.  

 

 

 

Figure 24. Reactivity trend for alkene and alkyne dienophiles 
in IEDDA reactions; EDGs increase reactivity. 

 

Similar rate-enhancing effects of electron-donating dialkyl-
amino groups were observed for alkene dienophiles; bis(di-
methylamino)ethylene reacted 2.3×105-fold faster than 
bis(methylthio)ethylene.138 Conversely, electron-deficient 
cyanoethylene reacted 3.9×104-fold slower than ethylene.62 
Additionally, cyclic enamines and enol ethers are highly re-
active dienophiles. Rate constants for alkene dienophiles 
covered a range with a factor >106, with enamines giving the 
fastest rates.138 Unfortunately, enamines are unstable in 
aqueous media and are therefore of limited use for 
bioorthogonal reactions. However, enamines formed in situ 
have been utilized in a bioorthogonal context for protein la-
beling. The enamine formed from aldehydes under proline-
catalysis conditions reacted as a dienophile partner with te-
trazines at second order rate constants of up to 13.8 M-1 s-1 

(Fig. 25).157, 158  

 

 

Figure 25. Mechanism of IEDDA reaction mediated by proline.  

 

Reactions with substituted styrene dienophiles allowed 
studying the effect of electronics without interference by 
steric repulsions, and confirmed the enhanced reactivity af-
forded by electron-donating groups. p-Methoxystyrene and 
p-nitrostyrene reacted 3.8-fold faster and 7.5-fold slower 
than unsubstituted styrene, respectively.62, 159 The effects 
were even more dramatic when the dienophilic olefin side-
chain was directly substituted. N-α-morpholinostyrene re-
acted 72-fold and β-dimethylaminostyrene 3.6×104-fold 
faster than styrene.62, 155, 159 When substituted with an EWG, 
the rate decreased, as in β-methoxystyrene, which was 
found to be 211-fold slower reacting than the unsubstituted 
counterpart.155  

 



 

From the preceding discussion, it is evident that IEDDA re-
action rates vary predictably with changes in the electronics 
of the substituents on the diene and dienophile. The reac-
tion partners follow the FMO considerations, where EWGs 
on the diene and EDGs on the dienophile improve reaction 
kinetics by narrowing the HOMOdienophile-LUMOdiene gap. This 
understanding is crucial to the development of bioorthogo-
nal reactions, which generally require fast kinetics under 
stringent physiological conditions. 

 

 

3.2.3.3. Effect of Diene-Dienophile Coordination on Kinetics 

 

Boronic acids possess unique electronic properties because 
of their vacant p orbital.160, 161 As a result of electron dona-
tion by the oxygen atoms attached to boron, boronic acids 
are weak electron donors, and because of their Lewis acid 
character form boronates in aqueous media, which are 
strong electron donors.160, 161 Inspired by these considera-
tions, Bonger et al. studied the reaction of vinylboronic ac-
ids with tetrazines and observed significantly enhanced re-
activity with some tetrazines compared to corresponding 
alkene derivatives lacking the boronic acid moiety.162 For 
example, phenylvinylboronic acid reacted over two orders 
of magnitude faster with dipyridyltetrazine than styrene. 
These vinylboronic acids were shown to be outliers to the 
general rule of electronics in IEDDA reactions,112 as the re-
action is much faster than what the electronic nature of the 
dienophile would suggest.163, 164 Furthermore, the rate-ac-
celerating effect was observed only in the reaction with di-
pyridyltetrazine, and not phenyltetrazine and 3-methyl-6-
phenyltetrazine. Similarly, a boronate-substituted nor-
bornene showed reduced reactivity towards tetrazine rela-
tive to the unsubstituted norbornene.165  

 

The discrepancies in the reactivity of vinylboronic acids to-
wards different tetrazines were attributed to Lewis acid-
Lewis base coordination between the boronic acid and the 
pyridyl substituent,163, 164 rather than changes to the HOMO 
levels (Fig. 26). The nitrogen of the pyridyl ring coordinates 
to the vacant p orbital of the boron atom, which both makes 
the dienophile more electron-rich and induces proximity, 
thus enhancing the rate of the reaction. To further increase 
the coordination, the authors also designed tetrazines with 
ortho-hydroxy groups and showed that these had enhanced 
reactivity towards vinylboronic acids despite the substitu-
ent being electron-donating.163 The requirement for the hy-
droxy substituent to be at the ortho-position unambigu-
ously confirmed that the rapid reaction rates were a result 
of coordinative interactions. Coordination-assisted IEDDA 
reactions are among the fastest bioorthogonal reactions 
known. 
 

 

Figure 26. Coordination of the pyridine nitrogen of dipyri-
dyltetrazine to the boron of vinyl boronic acid, enhancing the 
rate of reaction. 

 

 

3.2.4. Steric Effects 

 

Diels-Alder reactions are sensitive to exchange of hydrogen 
for a larger substituent, and steric repulsions in the 
crowded transition state impede the reaction. In general, 
steric bulk hinders the mutual approach of the diene and 
dienophile, and decreases the rate of IEDDA reactions. 
Whether an electronically-favorable substituent will en-
hance the reactivity or not depends on the extent to which 
the electronic properties of the substituents are capable of 
compensating for this steric hindrance.  

 

 

3.2.4.1. Diene Substituents 

 

Sterics play a crucial role in the kinetics of IEDDA cycload-
ditions. Several groups have shown that unsubstituted and 
monosubstituted tetrazines participate in IEDDA reactions 
faster than disubstituted derivatives.113, 151 A systematic 
study of tetrazine substituent effects by Hilderbrand et al. 
clearly illustrated the role of sterics (Fig. 27).151 Using nor-
bornene carboxylic acid as the dienophile, the reaction with 
the monosubstituted 3-(4-aminomethylphenyl)tetrazine 
was around 20-fold faster than the disubstituted 3-(4-ami-
nomethyl)phenyl-6-methyltetrazine. Similarly, the rate 
constant of 3-(5-aminopentyl)tetrazine with the same 
dienophile was found to be 35-fold greater than 3-(5-ami-
nopentyl)-6-methyltetrazine. Likewise, with TCO as the 
dienophile, monosubstituted tetrazines showed faster reac-
tion kinetics relative to disubstituted ones (Fig. 27).151  

 

The effect of steric repulsion imparted by tetrazine substit-
uents varies depending on the dienophile. Bulky TCO deriv-
atives are especially sensitive to tetrazine substituents and 
decreases in reaction rates are more pronounced compared 
to those of, for example, norbornene.151 Smaller cyclopro-
penes are comparably insensitive to bulky tetrazine substit-
uents,113 and slender isonitriles tolerate even highly encum-
bered tetrazines.93 This difference in sensitivity of dienes to 
tetrazine substituents allows controlling the relative rates 
of IEDDA reactions, with implications for developing or-
thogonal pairs of bioorthogonal reactions. For example, in-
troduction of an electron-withdrawing pyrimidyl ring to 3-



 

(4-aminomethylphenyl)tetrazine increased the rate of the 
reaction with norbornene while slowing the reaction with 
TCO.151  

 

The effect of steric repulsions is especially pronounced 
when introducing bulky tert-butyl groups. Introducing a 
tert-butyl substituent onto a 3-phenyltetrazine ring de-
creases the rate of reaction with TCO by more than four or-
ders of magnitude relative to the corresponding mono-sub-
stituted tetrazine.113 Computational studies showed that the 
tert-butyl group leads to a decrease in the dihedral angle of 
the tetrazine plane in the transition state of the reaction 
with TCO.113 This interaction results in a higher distortion 
energy requirement for the tetrazine in the transition state 
and consequently, a higher activation barrier. For structur-
ally compact 1-methylcyclopropenes, the decrease in rate 
for introducing a tert-butyl group was a comparably modest 
4-fold. This difference led to a reversal in the reactivity or-
der of the dienophiles upon introduction of a tert-butyl 
group, with methylcyclopropene reacting faster than TCO 
with the tert-butyl-modified tetrazine, although it reacts 2-
3 orders of magnitude slower with monosubstituted te-
trazines (Fig. 28).113 

 

 

 

Figure 27. Reaction rates of tetrazines with TCO showing the 
effect of sterics on IEDDA reactivity. Monosubstituted te-
trazines are more reactive than disubstituted ones due to steric 
hindrance. 

 

A particular case with regards to steric interactions in 
IEDDA reactions are those with isonitriles.16 The linear 
structure of isonitriles makes them nearly insensitive to ste-
ric repulsions.93 Primary isonitriles react at an appreciable 
rate even with 3,6-bis-tert-butyltetrazine (k2 = 0.083 M-1 s-

1, DMSO:H2O 4:1, 37 °C), whereas other dienophiles includ-
ing the small-size cyclopropenes are much less reactive (k2 
= <10-3 M-1 s-1) towards this diene. In fact, isonitriles exhibit 
a highly unusual structure-reactivity trend with regard to 

the substituents on the tetrazine ring: the rate of the reac-
tion increases with the bulkiness of the tetrazine substitu-
ents (Fig. 29a).93 Phenylethyl isocyanide reacted 10.8 times 
faster with 3,6-bis-tert-butyltetrazine than with 3,6-dime-
thyltetrazine. Hydrophobic interactions were excluded as 
the cause for this effect. DFT calculations allowed rational-
izing this unexpected reactivity trend and showed that ste-
ric attractions play a crucial role in the stabilization of the 
transition state. Using dispersion correction in the DFT cal-
culations, the transition state energy for the bis-tert-bu-
tyltetrazine reaction was found to be lowered by 6 kcal mol-

1 relative to the transition state without dispersion correc-
tion, while the dimethyltetrazine reaction was stabilized by 
only 3.1 kcal mol-1 (Fig. 29b). In case of bulky isonitriles 
however, steric repulsions with bulky tetrazine substitu-
ents become dominant.93  

 

Figure 28. Second order rates of reactions of substituted TCO 
and methylcyclopropene with tetrazines I and II. The tert-butyl 
substituent on tetrazine II causes a steric clash with TCO, re-
versing the reactivity trend.   

 

These results are especially significant in the field of 
bioorthogonal chemistry because tetrazines with fast kinet-
ics are also typically unstable under physiological condi-
tions. While EWGs increase reaction rates, they also render 
the tetrazines susceptible to nucleophilic attack.151 On the 
other hand, sterically bulky groups make them stable but 
also hinder the approach of dienophiles.113, 151, 166 In case of 
isonitriles as the dienophile, bulky tetrazine substituents 
are at the same time rate-accelerating and stability-enhanc-
ing. Based on this principle, it was possible to design 3-tert-
butyl-6-pyrimidyl tetrazines that exhibited high stability in 
buffer and reacted with isonitriles at rates of up to 57 M-1 s-

1. This observation was specific for isonitriles and this 
chemistry allowed for developing triple-orthogonal protein 
labeling schemes.93 



 

 

Figure 29. Steric attractions accelerate the reaction between 
tetrazines and isonitriles. a) Bimolecular reaction rates of nor-
bornene and PhEtNC with tetrazines, as a function of the Taft’s 
steric parameter of tetrazine substituents. b) DFT calculations 
for transition state geometries and Gibbs free energy of activa-
tion for the reactions between methylisocyanide and dimethyl-
tetrazine or bis-tert-butyltetrazine. (Adapted with permission 
from Ref. 93. Copyright 2019 John Wiley and Sons). 

 

 

3.2.4.2. Dienophile Substituents 

 

Extensive studies were performed to elucidate the effects of 
substituents on the reactivity of alkene dienophiles. Most 
substitutions on the olefin result in a decrease in reaction 
rate that is often substantial (Fig. 30). For instance, 1-butyl-
ethylene reacted 6.5-fold slower than unsubstituted eth-
ylene with bis(methoxycarbonyl)tetrazine, despite the elec-
tron-donating nature of the alkyl group.62 The rate deceler-
ation is even more pronounced in case of disubstituted al-
kenes. 1,2-dipropylethylene reacted 17 times slower than 
butylethylene (Fig. 30a).62 Olefins with two substituents on 
the same carbon also exhibited significantly decreased re-
activity.155 These results led to the conclusion that dieno-
phile steric effects on IEDDA kinetics usually eclipse elec-
tronic effects except for strongly electron-donating 
groups.62 The same trend was extended to alkynes; for in-
stance, tert-butylacetylene reacted 17-fold slower with te-
trazine than unsubstituted acetylene.138 

 

Figure 30. Reactivity trends of a) ethylenes and b) cyclopro-
penes in IEDDA reactions showing the effect of sterics. 

 

The ability to modulate the rate of IEDDA reactions, along 
with the biocompatibility of the reactants, is crucial in 
bioorthogonal chemistry. Several studies have looked at the 
steric effects of substituents on the reactivity of biocompat-
ible dienophiles such as cyclopropene and norbornene. In 
case of C-3 monosubstituted cyclopropene, introduction of 
a methyl group at the C-1 position decreased the reactivity 
towards tetrazine about 10-fold (Fig. 30b).91 Analogously, 
1,3-disubstituted cyclopropenes reacted 1-2 orders of mag-
nitude faster than 1,2,3-trisubstituted cyclopropenes.167 
Sauer and co-workers were the first to show that 3,3-disub-
stituted cyclopropenes dramatically slowed down the reac-
tion rates with tetrazines.62 Two substituents at C3 pre-
vented access from either face of the dienophile;167 quanti-
tatively, 3,3-dimethylcyclopropene reacted 5.8×103-fold 
slower than unsubstituted cyclopropene.62 Prescher’s 
group corroborated these findings and showed that 3,3-di-
substituted cyclopropenes give slow, and in some cases un-
detectable, reactions.90 This reactivity has been utilized in 
developing orthogonal bioorthogonal chemistry. The 
IEDDA reaction between 1,3-disubstituted cyclopropenes 
and tetrazines is orthogonal to the 1,3-dipolar cycloaddition 
between 3,3-disubstituted cyclopropenes and nitrile 
imines.90 This reactivity pattern provides opportunities for 
multicomponent imaging using isomeric cyclopropenes 
which are considered as a minimal sized bioorthogonal 
functionalities.90 

 

 Steric effects also influence the reactivity of norbornenes, 
and substituents generally decrease their reactivity com-
pared to the unsubstituted dienophile.87 For example, nor-
bornene-2,3-dicarboxylate reacted 31 times slower than 
the unsubstituted dienophile.87 Although the electron-with-
drawing nature of the ester groups is expected to decelerate 
the reaction, the large reactivity difference was attributed 
partially to sterics. This effect was also evident in the case 
of benzonorbornadienes (BNBDs) with a heteroatom at the 
bridging position (Fig. 31).168 Oxa-BNBD reacted 3.4 times 



 

faster than the bulky N-Boc substituted aza-BNBD. Sterics at 
the bridgehead position also affected rates. A carbamoyl 
methyl moiety at the bridgehead position decreased the 
rate by 12-fold compared to the unsubstituted counter-
part.168  

 

 

Figure 31. Second-order rate constants for the reactions be-
tween benzonorbornadienes and dipyridyltetrazine. 

 

Similar steric effects were observed in the case of TCO. A 
doxorubicin carbamate moiety at the allylic position de-
creased the rate of the reaction with dipyridyltetrazine by 
over 3000-fold compared to the unmodified TCO.169 Gräter 
et al. used computational studies to gain an understanding 
of the structural details of the reactants and activation bar-
riers of the reactions of a set of tetrazines and cy-
clooctenes/ynes.170 A significant rate difference between 
trans-cyclooctene methylcarbamate (TCO*) and cy-
clooctyne methylcarbamate (SCO) was observed and ra-
tionalized by sterics. SCO reacted around 3 orders of mag-
nitude slower with 3-benzyl-6-methyltetrazine than with 3-
benzyltetrazine, whereas the rate difference in case of TCO* 
was within an order of magnitude (Fig. 32). This reactivity 
was utilized in the dual labeling of cell surface proteins.170 
Computations showed that the cycloaddition of SCO with 
the disubstituted tetrazine gives rise to a 6 kcal mol-1 
greater distortion energy than with the monosubstituted 
analog. This finding suggests that the sterically demanding 
methyl group, along with the carbamate next to the triple 
bond of SCO, creates a steric hindrance to the formation of 
the transition state. 

 

 

Figure 32. Approximate second order rate constants for the re-
actions of TCO* and SCO with 3-benzyltetrazine and 3-benzyl-
6-methyltetrazine. (Values were estimated based on Fig. 1 in 
Ref. 170). 

  

In conclusion, bulky substituents on both the diene and 
dienophile partners in IEDDA reactions give rise to a steric 
hindrance to the transition state formation, which leads to 
decreased reaction rates. On the other hand, sterically bulky 
substituents improve the stability of tetrazines in biological 
media.93, 113 It is an attractive possibility to harness this bal-
ance between sterics and electronics in dictating the reac-
tivity and stability in IEDDA cycloadditions for the purpose 
of developing rapid and biocompatible reactions. 

 

 

3.2.5. Solvent Effects 

 

Polar protic solvents typically accelerate IEDDA reactions, 
which was attributed to a solvophobic binding of the reac-
tants to each other.171, 172 However, this acceleration is par-
ticularly evident in protic solvents, and especially in wa-
ter.147, 173 The proposed rationalization for this effect was 
that there is a stabilizing hydrogen bonding interaction be-
tween water and the transition state which lowers the acti-
vation barrier.147, 174 This process resembles Lewis acid ca-
talysis. The reaction between dipyridyltetrazine and sty-
rene was found to be 13 times faster in ethylene glycol than 
in 1,4-dioxane, and 130 times faster in water/tert-butanol 
(95:5 mole fractions). Small Hammett ρ values for IEDDA re-
actions in aprotic solvents indicate only a modest charge 
buildup in the transition state under these conditions.147 
However, protic solvents influence the transition state and 
make it more dipolar, as indicated by an increase in ρ values. 
Stabilization is then brought about by hydrogen bonding, 
which increases the rate. 

 

The rates of IEDDA reactions dramatically increases in 
aqueous media, beyond what can be predicted by transition 
state stabilization.147 This observation was explained by en-
forced hydrophobic interactions.147, 173 In aqueous solvents, 
the hydrophobic surface area of the reactants is reduced, 
which provides a driving force for the reaction. Computa-
tional studies have confirmed that the acceleration in aque-
ous solvents is due to both hydrogen bonding and hydro-
phobic interactions.175, 176 These studies clearly demon-
strate a strong solvent effect on the kinetics of IEDDA reac-
tions. It is therefore critical to take differences in solvents 
into account when comparing rates of different IEDDA reac-
tions. 

 

 

3.3. Non-tetrazine Dienes 

 

While most bioorthogonal IEDDA reactions involve te-
trazines, other dienes can act as biocompatible reaction 
partners.177-181 Triazines have for example been used in 
bioorthogonal chemistry;177, 178 however, their reactivity is 
considerably reduced relative to that of tetrazines.177 Sev-
eral explanations have been brought forth for the excep-
tional propensity of tetrazines to undergo IEDDA reactions, 
and a series of recent studies suggest that differences in the 
aromaticity critically determine the reactivity of many 
dienes.  Understanding these theoretical principles allowed 



 

designing five-membered cyclopentadiene181-186 and pyra-
zole dienes179, 180 with the required reactivity for use in 
bioorthogonal chemistry. In addition to the representative 
set of widely used non-tetrazine dienes discussed below, 
other dienes such as thiophene S,S-dioxides,187-189 oxadia-
zinones190 and 1,2-quinones191 have been successfully used 
in IEDDA cycloadditions.     

 

 

3.3.1. Nitrogen-containing Benzene Derivatives 

 

The rates of IEDDA reactions with 6-membered aromatic 
dienes increases dramatically with the number of nitrogen 
atoms in the ring.192 Tetrazine reacts 5×104-fold faster with 
cyclooctyne than 1,2,4-triazine, which in turn reacts 2×106-
fold faster than 1,2-diazine.192 1,2,4-triazines are suffi-
ciently reactive to readily undergo IEDDA reactions under 
physiological conditions.177, 178 The Prescher group first pro-
posed using the reaction of 1,2,4-triazines with dienophiles 
in bioorthogonal chemistry.177 1,2,4-triazines react with 
dienophiles analogously to tetrazines and form new bonds 
across C3 and C6 followed by loss of nitrogen yielding pyri-
dine molecules.177, 193 The reaction of 1,2,4-triazines with 
TCO occurred with second-order rate constants of 1.2-
7.5×10-2 M-1s-1. Substituent effects for triazines are compa-
rable to those of tetrazines with electron-withdrawing 
groups increasing their reactivity and bulky substituents 
hindering the approach of the dienophile.177, 194 

 

The lower reactivity of 1,2,4-triazines relative to tetrazines 
can be advantageous. 1,2,4-triazines tend to be highly stable 
in biological conditions177 whereas 1,2,4,5-tetrazines, and 
especially those with hydrogen substituents and electron-
withdrawing groups, tend to decompose in serum.151, 154 Ad-
ditionally, 1,2,4-triazines are amenable for the development 
of orthogonal reaction-pairs. Dienophiles that are less reac-
tive than TCO such as norbornenes and cyclopropenes tend 
to be unreactive towards 1,2,4-triazines.177 Rationalizing 
that substituents at the C3 and C6 could deter the reaction 
with bulky substituents, Prescher et al. explored this possi-
bility for accessing mutually orthogonal reactions. As pre-
dicted computationally, 3- and 6-phenyl-1,2,4-triazines 
failed to react with the bulky alkyne 3,3,6,6-tetramethylthi-
acycloheptyne (TMTH; Fig. 33).178 The same dienophile on 
the other hand readily reacted with 5-phenyl-1,2,4-triazine. 
Using methylcyclopropene as a dienophile that is less sensi-
tive to steric repulsions, the reactivity of 1,2,4-triazines was 
determined by the electronic properties of the 1,2,4-tria-
zines and the reactivity increased in the order 5-phenyltri-
azine < 6-phenyltriazine < 3,6-diphenyltetrazine (Fig. 33). 
This order is reversed relative to that observed for TMTH 
and allows for designing chemoselectivity.  

 

Figure 33. Reactivity trends of 5-phenyltriazine, 6-phenyltria-
zine and 3,6-diphenyltetrazine when reacting with 3,3,6,6-tet-
ramethylthiacycloheptyne (TMTH; above) and methylcyclo-
propene (below). 

 

Boger et al. carried out a systematic study of 1,2,3-triazine 
as the diene in IEDDA reactions and showed that substitu-
ents at C5 can predictably modulate their reactivity (Fig. 
34a).194 Several tested dienophiles showed progressively 
enhanced reactivity with electron-poor triazines.  Ynamines 
and enamines showed limited reactivity with 1,2,3-tria-
zines, but reacted cleanly with 5-phenyltriazine and 5-
methoxycarbonyltriazine, and less reactive acetylenic and 
olefinic dienophiles only reacted with the electron-poor 5-
methoxycarbonyltriazine. From this data, it is evident that 
1,2,3-triazines follow the same basic electronic principles 
discussed above for tetrazines in IEDDA reactions. The au-
thors recently developed the first monocyclic aromatic 
1,2,3,5-tetrazine, 4,6-diphenyl-1,2,3,5-tetrazine.195 The 
molecule was shown to be a robust diene for IEDDA reac-
tions, and reacted efficiently with a range of dienophiles 
such as amidines, imidates, enamines, ynamines and sty-
renes including under aqueous conditions. The reaction 
proceeded through an IEDDA cycloaddition, followed by 
elimination of N2 and NH3 (Fig. 34b). A regiospecific C4/N1 
over N2/N5 mode of cycloaddition was observed. These 
4,6-diphenyl-1,2,3,5-triazines were shown to possess or-
thogonal reactivity to the commonly used bioorthogonal 
diene, 3,6-diphenyl-1,2,4,5-tetrazine.195 While the former 
showed excellent reactivity with amidines, the latter re-
acted with high efficiency with strained alkynes, with mini-
mal cross-reactivity.  

 



 

 

Figure 34. IEDDA reactions of 1,2,3-triazines and 1,2,3,5-te-
trazines. a) Substituent effects on the reactivity 1,2,3-triazines. 
b) Mechanism of the reaction between 4,6-diphenyl-1,2,3,5-te-
trazine and amidines. 

 

It is apparent from this discussion that alternative nitrogen-
containing aromatic rings can be used as robust dienes for 
bioorthogonal reactions. Their contrasting reactivities with 
tetrazines and with other isomeric triazines makes possible 
that they can be utilized in orthogonal bioorthogonal chem-
istry. 

 

 

3.3.2 Nitrogen Atoms Increase the Reactivity of Benzene-de-
rived Dienes by Decreasing Their Aromaticity 

 

Multiple studies have aimed at elucidating the fundamental 
principles that underlie the increase of reactivity of dienes 
upon incorporation of nitrogen atoms. Molecular orbital 
considerations have been involved in explaining the differ-
ent reactivity of such dienes.177 Indeed, the calculated 
LUMO+1 energy level is higher for 1,2,4-triazines relative to 
tetrazines.177 Bickelhaupt et al. argued that the polarizing 
effect of the nitrogen atoms would facilitate reactions with 
dienophiles by reducing closed-shell Pauli repulsions.196 As 
an alternative explanation, Houk et al. hypothesized that the 
differences in IEDDA reactivity stem from reduced aroma-
ticity in nitrogen-containing benzene rings.197 Indeed, ex-
tensive computational studies revealed that nitrogen atoms 
reduced the aromaticity of six-membered rings as quanti-
fied by nucleus-independent chemical shift (NICS) analysis 
and isodesmic aromatic stabilization energies, and that 
these variations correlate with the observed differences in 
reactivity.192, 197  

 

The distortion/interaction model helps explain the reactiv-
ity trend in azabenzenes. It was shown that each additional 
nitrogen in a 6-membered aromatic ring decreases its bar-
rier for IEDDA cycloaddition. This was attributed to a com-
bination of distortion and interaction energies.197 

Azabenzenes have lower distortion energies than benzene 
because of smaller out-of-plane bending dihedral angle dis-
tortion, which decreases with added nitrogen atoms. 
NICS(0) calculations showed that nitrogen substitution 
causes electron localization and reduces σ aromaticity. This 
reduced aromaticity makes the ring easier to distort, lead-
ing to lower distortion energies. In addition, adding nitro-
gen atoms to the ring lowers the LUMO energy, which leads 
to more favorable orbital interactions and higher interac-
tion energies.197 In this model, the strength of aromaticity is 
a primary determinant of the transition-state energy.  

 

A recent study by Raines et al. provided valuable insight into 
the physical principles that determine IEDDA reactivity of 
aromatic dienes and confirmed aromaticity as a predomi-
nant factor.192 The authors analyzed and compared the ef-
fect of addition of nitrogen atoms into six- and five-mem-
bered aromatic rings on physicochemical properties and re-
action rates. This study was based on the premise that while 
introduction of nitrogen atoms into six-membered rings is 
associated by rate accelerations by many orders of magni-
tude, the effect on the reactivity of five-membered rings is 
comparably modest.192  For example, cyclooctyne reacts 
with similar rates with 2,5-bis(trifluoromethyl)furan (k2 = 
1.0×10-5 M-1 s-1) as with 2,5-bis(trifluoromethyl)-1,3,4-
oxadiazole (k2 = 1.3×10-4 M-1 s-1).192 Calculations revealed 
that differences in unoccupied orbital levels could not ex-
plain the different effects of nitrogen atoms on IEDDA reac-
tion rates for five- and six-membered cyclic dienes. Further-
more, the polarizing effect of nitrogen was comparable in 
the two ring systems, indicating that reduced Pauli repul-
sions are not the main factor affecting reactivity. In contrast, 
while the calculated aromaticity of six-membered rings de-
creases substantially with addition of nitrogen atoms, such 
a trend is absent for five-membered rings.192 This data led 
to the conclusion that differences in aromaticity can largely 
explain the rate variations of IEDDA reactions with different 
heterocyclic dienes.  

 

 

3.3.3. Cyclopentadienes and Cyclopentadienones 

 

The recognition that aromaticity of the diene system criti-
cally affects their reactivity in IEDDA reactions also trans-
lates into the design of five-membered ring systems suitable 
for bioorthogonal chemistry. Cyclopentadienes have long 
been studied as diene partners in Diels-Alder reactions. 
Studies by Schleyer et al. showed that substituents on the C-
5 position affect the electronic properties of the cyclopenta-
diene π-system via hyperconjugation.198-200 σ-acceptors, 
and in particular fluorine atoms, induce negative hypercon-
jugation resulting in a pseudo 4π-electron antiaromatic sys-
tem (Fig. 35a). 179, 198-201 Some of this antiaromatic destabi-
lization is offset by distortion of the C-X bond away from the 
plane of the diene (Fig. 35b).201, 202  In contrast, electron-do-
nating groups (i.e. silyl-substituents) favor an aromatic 
character of the diene. The degree of (anti)aromaticity of cy-
clopentadienes directly affects the distortion energy in the 
cycloaddition transition state and therefore the rate of the 
reaction.201  



 

 

 

Figure 35. Effect of substituents on the reactivity of cyclopen-
tadienes towards dienophiles. a) Schematic illustration of hy-
perconjugative antiaromaticity in cyclopentadiene with EWGs. 
b) Geometry of C5-X cyclopentadienes showing θenv, the angle 
measuring the out-of-plane distortion of the C5 atom. 

 

Sauer et al. studied tetrachlorocyclopentadienes as reac-
tants in Diels-Alder reactions,70, 203 and Houk et al. after ex-
tensive computational and experimental studies185, 204-206 in-
troduced them to bioorthogonal chemistry.181 Such highly 
substituted cyclopentadienes are stable in solution in con-
trast to most cyclopentadienes that undergo dimerization. 
70, 181, 203, 207 Furthermore, the geminal halogen substituents 
at the C-5 carbon increase reactivity by hyperconjugation. 
In early studies, Houk et al. used 7-substituted norbornadi-
enes as the dienophiles to examine the reaction kinetics of 
hexachlorocyclopentadiene.184, 185 Based on the obtained in-
sights, they developed a new bioorthogonal moiety from the 
cyclopentadiene scaffold: 6,7,8,9-tetrachloro-1,4-dioxo-
spiro[4,4]nona-6,8-diene (a substituted tetrachlorocyclo-
pentadiene ketal, TCK; Fig. 36a).181 TCK undergoes cycload-
dition reactions with BCN and 5-hydroxy-TCO with rate 
constants of 0.26 and 0.25 M-1s-1, respectively. The dioxoal-
kyl group provides a straightforward attachment linker, 
and the biocompatibility of the TCK scaffold was demon-
strated using peptide labeling. However, as was computa-
tionally predicted, no reaction was observed with dibenzo-
cyclooctyne (DIBO) derivatives, which provides an oppor-
tunity for mutually exclusive bioorthogonal reactions (Fig. 
36b).  

 

 

Figure 36. Tetrachlorocyclopentadiene ketals as bioorthogo-
nal reactants. a) Structure of TCK. b) Transition state structures 
and activation free energies (in kcal mol-1) for the Diels-Alder 
reactions between TCK and (i) TCO and (ii) DIBO. (Adapted 
with permission from Ref. 181. Copyright 2018 American 
Chemical Society). 

 

In addition to substituted cyclopentadienes, cyclopentadi-
enones can act as diene in bioorthogonal reactions. Cyclo-
pentadienones have a significant antiaromatic resonance 
structure208 that allows them to participate in IEDDA reac-
tions. In a series of studies, Wang et al. explored the use of 
such molecules in a biologically relevant context and espe-
cially for the release of CO.183, 209, 210 Cyclopentadienone re-
acts with alkynes that are either activated by strain or posi-
tioned nearby to form a norbornadiene-like intermediate 
that reverses to a benzene with concomitant release of CO 
(Fig. 37). This chemistry is of great interest for developing 
prodrugs that generate CO in vivo.211, 212 

 

 

Figure 37. Mechanism of release of CO from the reaction be-
tween cyclopentadienone and BCN. 

 

3.3.4. 4H-pyrazoles 

 

Most 4H-pyrazoles require heating or acid catalysis to react 
with strained alkenes or alkynes.213-216 However, strategi-
cally positioning σ-accepting groups (e.g. -F) at the C-4 po-
sition allow such reactions to proceed at room temperature 
by inducing hyperconjugative antiaromaticity (Fig. 35a).179, 

198-202 Recently, 4,4-difluoropyrazoles (DFP) were proposed 
as dienes suitable for use in bioorthogonal IEDDA reac-
tions.179, 202 The electrophilic geminal fluorine groups in-
voke hyperconjugative antiaromaticity which destabilizes 
the ground state and reduces the energy required to distort 
the diene in the transition state of the reaction with dieno-
philes. BCN reacted faster with diphenyl-DFP (k2 = 5.2 M-1 s-

1) than with 3,6-diphenyltetrazine (k2 = 3.2 M-1 s-1).179 How-
ever, 4,4-difluoro-4H-pyrazoles are sensitive towards bio-
logical nucleophiles and decompose in thiol-containing 
buffer. To address this issue, they developed the 4-fluoro-4-
methylpyrazole (MFP) scaffold that has lower hyperconju-
gative aromaticity but is pre-distorted towards the transi-
tion-state geometry.180 The rationale behind this design was 
that to lower the unfavorable σ*-π overlap leading to the hy-
perconjugative antiaromaticity, the C–F bond distorts away 
from the plane of the diene, as observed in the case of cyclo-
pentadienes (Fig. 35b).180, 201, 202 This predisposition of MFP 
towards an envelope geometry lowers the distortion energy 
in the cycloaddition transition state, and therefore favors 
the reaction. As designed, the rate of the reaction of MFP 
with BCN was only modestly reduced compared to that of 



 

DFP despite the significantly lower hyperconjugative anti-
aromaticity (5.8 and 1.4 kcal mol-1 destabilization for DFP 
and MFP, respectively). Importantly, the replacement of one 
fluoro with a methyl group led to a 52% greater stability in 
serum.  

 

Although the use of cyclopentadienes and 4H-pyrazoles is in 
its early stages, the above discussion suggests that they of-
fer great potential as bioorthogonal reactants. They can be 
especially useful in advancing the orthogonal bioorthogonal 
field due to their contrasting reactivities with tetrazines. 

 

 

3.4. Dissociative Chemistry Based on IEDDA Reactions 

 

Although bioorthogonal reactions have been historically 
used for ligation reactions, recent interest has emerged in 
dissociative reactions.12, 56 Such reactions, coined click-to-
release reactions, have been used for unmasking molecules 
and releasing payloads and have been used in developing 
prodrug strategies.77, 83, 92, 94, 123, 211 The IEDDA cycloaddi-
tions, being the most widely used reaction in bioorthogonal 
chemistry, have undergone detailed studies in this context.  
Such dissociative bioorthogonal reactions in the first step 
form unstable cycloadducts, which liberate leaving groups 
spontaneously. 12, 56 Tetrazine-reactive dienophiles, such as 
trans-cyclooctenes,77, 79, 123 isonitriles,92, 94 norbornadi-
enes,165, 168 and vinyl ethers,217-219 have been linked to re-
lease steps. Recently, tetrazine-based caging groups that re-
lease molecules upon reaction with dienophiles have been 
reported.94, 220  

 

 

3.4.1. Tetrazine-triggered Release Reactions 

 

3.4.1.1 trans-Cyclooctenes 

 

The reaction between TCOs and tetrazines is the fastest 
known bioorthogonal reaction, (see sections 3.2.1.2 and 
3.2.1.3),55 and it therefore comes as no surprise that it has 
received much attention for the development of dissociative 
chemistry. Leaving groups attached to both the TCO and the 
tetrazine partners have been developed,77, 123, 220 and their 
mechanisms studied extensively.220, 221  

 

Robillard et al. were the first to report the modification of 
the TCO-tetrazine IEDDA cycloaddition into a bioorthogonal 
release reaction.77 They achieved tetrazine-mediated re-
lease by linking a leaving group via a carbamate at the allylic 
position of the TCO (Fig. 38). Mechanistically, the cycload-
dition, upon expulsion of N2, results in a 4,5-dihydro-
pyridazine, which tautomerizes to a 1,4-dihydro-
pyridazine.77, 221 The lone pair on the NH of the 1,4-tautomer 
then initiates an electron cascade to liberate the carbamate, 
the formation of a conjugated pyridazine, and the subse-
quent aromatization.  

 

Both the bimolecular rates and release yields were found to 
be highly dependent on the structure of the tetrazine with 
an inverse relationship between the two.77 Tetrazines with 
electron-withdrawing substituents rapidly reacted with the 
TCO derivative, but release yields were low; in contrast, 
comparably electron-rich dialkyltetrazines afforded good 
release yields while their reactivity towards the tetrazine 
was sluggish. For example, while dipyridyltetrazine reacted 
at a rate of k2 = 58 M-1 s-1 almost no release occurred. In con-
trast, the reaction with dimethyltetrazine had a second or-
der rate constant of 0.54 M-1 s-1 and a release yield of 60%. 
However, in PBS at 37°C, a dialkyl-substituted tetrazine de-
veloped for the purpose of triggering drug release from an-
tibody-drug conjugates showed rates of up to 54.7 M-1 s-1 
and released 80-90% of the payload.123  Stereochemistry 
also affected the reactivity of the TCOs. The axial isomer re-
acts >150-fold faster than the equatorial isomer.77, 79 This 
difference was attributed to a steric hindrance to the ap-
proach of the tetrazine with the carbamate moiety in the 
equatorial position, along with the previously reported 
higher ground state energy of the axial isomer (see section 
3.2.2).  

 

Several studies have pursued the optimization of tetrazine 
structures to achieve high bimolecular rates and release 
yields simultaneously.166, 221, 222 A study by Chen and co-
workers systematically examined the effects of the elec-
tronics and sterics of tetrazine substituents on the release 
of carbamates from TCOs.166 The study revealed that asym-
metric tetrazines combining an electron-withdrawing aro-
matic substituent with a small alkyl group provided both fa-
vorable reaction rates and high release yields. Following 
these findings, they developed 3-hydroxyethyl-6-pyrim-
idyltetrazine, which allowed over 80% uncaging in 30 
minutes.  

 

Weissleder’s group performed extensive mechanistic stud-
ies to understand the factors that affect the release step and 
to develop tetrazines that react rapidly with TCO and re-
lease the leaving groups in high yields.221 They confirmed 
the previous hypothesis by Robillard et al.77 that the 1,4-di-
hydropyridazine formed from the initial click reaction is the 
releasing tautomer, and any 2,5-tautomer formed must first 
convert to the desired isomer before release can take place 
(Fig. 38). Studies on the reaction environment revealed that 
acidic conditions substantially enhanced the rate and yield 
of the release step.221  General acid-catalysis of the post-click 
tautomerization was proposed to explain this observation.  
Based on this hypothesis, they synthesized tetrazines func-
tionalized with COOH-bearing substituents. Indeed, a propi-
onic acid functionalized tetrazine showed a marked en-
hancement in release compared to dimethyltetrazine be-
cause of a carboxylic acid-mediated protonation of the dihy-
dropyridazine nitrogen (Fig. 39). A symmetric bis-propi-
onic acid substituted tetrazine, yielded quantitative payload 
release over a pH range of 4.2-8.0.221 Similarly, aminoethyl 
substituents on tetrazines  can catalyze the tautomerization 
step.226 DFT calculations supported these results and re-
vealed that the acidic substituents favor the regioselective 
initial formation of the releasing 1,4-tautomer.226 In addi-
tion, the release from the mono-functionalized diene was 



 

found to be biphasic. This was explained to be because of 
the orientation of the IEDDA cycloaddition wherein a head-
to-head reaction preferentially forms the releasing 1,4-tau-
tomer. On the other hand, a head-to-tail reaction leads to the 
formation of the non-releasing 2,5-tautomer, which first has 
to convert to the desired tautomer and, therefore slows 
down the release (Fig. 39). The formation of a non-releas-
ing dead end product was also uncovered under certain 
conditions.221 An intramolecular nucleophilic attack of the 
carbamate –NH on the 4,5-tautomer, which is an 

intermediate in the cycloaddition, forms a stable tricyclic 
product which lowered release yields (Fig. 38). N-methyl 
substitution of the carbamate precludes cyclization and 
consequently increases release yields significantly. Oxida-
tion of the dihydropyridazine intermediate before the elim-
ination step can occur also prevents release.221 

 

 

 

 

Figure 38. Mechanism of reaction between TCO-carbamate and tetrazines. Following cycloaddition, the 4,5-dihydropyridazine in-
termediate can give two tautomers; the 1,4-tautomer, from which release takes place and the 2,5-tautomer, which first has to isomer-
ize to the 1,4-tautomer before release can occur. The tricyclic and aromatized (oxidized) products are dead ends.  

 

 
Figure 39. Tautomerization-directing effect of propanoic acid 
substituent upon head-to-head cycloaddition, leading to fast 
release. The absence of this effect in head-to-tail cycloaddition 
leads to slow release. 

 

Further investigations have expanded the scope of releasa-
ble groups to carboxylic acids, alcohols, and phenols 
through ester, carbonate and ether linkages, respectively.169, 

223 These advancements will be central to the utility of this 
reaction in chemical biology and drug delivery.  

 

A variation of the TCO-tetrazine release reaction was re-
cently reported by Royzen’s group.224 In this reaction, the 
payload is released via an intramolecular cyclization upon 
cycloaddition, forming a δ- or ε-lactam (Fig. 40). Efficient 
and fast uncaging of phenols (over 80% release within 6 h) 
were shown using TCO-esters at physiological pH.224   

 
Figure 40. Mechanism of payload release from TCO by intra-
molecular cyclization. 

 

 

3.4.1.2. Isocyanopropyl (ICPr) Chemistry 
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The isocyano group is the most structurally compact 
bioorthogonal functional group available, which is benefi-
cial for modifying biomolecules. 93, 94, 225-228 Recently, we ex-
panded the utility of the isonitrile to the chemically-trig-
gered release of payload molecules and developed the 3-iso-
cyanopropyl (ICPr) group, which can be deprotected upon 
exposure to tetrazines. 16, 92, 94, 229  

 

The reaction of tetrazines and isonitriles involves an in-
verse electron demand (4+1) cycloaddition which, on N2 ex-
pulsion, forms a 4H-pyrazole with an exocyclic C=N bond 
that in most cases rapidly tautomerizes to the correspond-
ing imine (Fig. 41).92, 230 Hydrolysis of this imine gives the 
4-aminopyrazole and an aldehyde. When using ICPr as the 
isonitrile fragment, a 3-oxopropyl group is afforded upon 
hydrolysis, which was hypothesized to release payloads by 
β-elimination.92, 231, 232 To validate this hypothesis, ICPr 
groups were reacted with 3,6-dipyridyltetrazine, and were 
found to release phenols and amines with near-quantitative 
yields. Second order rate constants of up to 4 M-1 s-1 with di-
pyridyltetrazine and release rates of up to 4.2×10-3 s-1 for 
phenol payloads were observed. Various factors affect the 
release step. First, serum albumins catalyze the β-elimina-
tion.92, 233 The catalysis is thought to be caused by a general-
base effect from lysine residues in subdomain IIA of serum 
albumin.234 Second, EWGs at the β-position of ICPr acceler-
ate the elimination.95 This acceleration is the result of a de-
crease in the proton affinity of the β-carbon, and 2-phenyl-
ICPr showed significantly higher rates; for instance, a 13.4-
fold rate enhancement was observed for phenol leaving 
groups using dipyridyltetrazine.95 

 

Substituents on both the tetrazine and isonitrile directly af-
fect the hydrolysis of the imine intermediate. Leeper et al. 
showed that tertiary isonitriles form stable adducts with te-
trazines because the tautomerization is blocked.227 Simi-
larly, propionate-derivatives of isonitriles form stable ad-
ducts with tetrazines by tautomerizing to a vinylogous ure-
thane product.227 Our group investigated the dependence of 
the hydrolysis on the structure of the tetrazine.95 It was re-
vealed that sterically bulky tetrazines prevented the hydrol-
ysis of the imine even with primary isonitriles, and the 
imine intermediate from the reaction of n-BuNC and 3,6-bis-
tert-butyltetrazine was remarkably stable (18% hydrolysis 
over 72 h). These results prompted us to revisit the mecha-
nism of release in the ICPr chemistry, which was initially hy-
pothesized to release from the aldehyde after hydrolysis. In-
deed, a near-quantitative release can occur from the bis-
tert-butylpyrazole imine intermediate, which is resistant to 
hydrolysis.95 This result led to the conclusion  that release 
can occur directly from the imine intermediate without go-
ing through hydrolysis (Fig. 41). Depending on the hydro-
lytic stability of the imine, the elimination can therefore oc-
cur directly from the imine or from the aldehyde.  

 
Figure 41. Proposed mechanism of tetrazine-triggered pay-
load release from isocyanopropyl derivatives. Following cy-
cloaddition and isomerization, release can take place before 
hydrolysis from the imine or after hydrolysis from the alde-
hyde. 

 

 

3.4.1.3. Benzonorbornadienes 

 

Norbornenes have long been used as dienophiles in IEDDA 
reactions and form stable adducts with tetrazines.84, 86, 87, 144, 

151 However, benzonorbornadienes (BNBD) with a heteroa-
tom at the bridging position react with tetrazines to yield 
labile products.168 The initial cycloaddition forms an inter-
mediate which undergoes rapid N2 elimination to give iso-
indoles and isobenzofurans,235 which are known to be high 
energy molecules due to their lack of aromaticity.236, 237 We 
utilized the intrinsic instability of these heterocycles to de-
sign a bioorthogonal BNBD-tetrazine dissociative reaction 
to release payloads.168 In this design, the leaving groups are 
attached via a methylene linker to the bridgehead carbon. 
The isoindole/isobenzofuran decomposes upon formation 
to release the molecule of interest, and form a stable aro-
matic side-product in the process (Fig. 42). Mechanistic 
studies suggested that the 1-methylene-isoindole/isoben-
zofuran cation formed upon elimination reacts with water 
to form 3-methylene-isoindolin-1-ol/isobenzofuran-1-ol, 
which is capable of reacting with another molecule of te-
trazine to form further adducts (Fig. 42).165 

 

A panel of BNBDs were synthesized which reacted with di-
pyridyltetrazine with a maximum k2 of 0.2 M-1 s-1.168 Alt-
hough the bimolecular rate constant is lower than that with 
TCO or isonitrile, the release was rapid with yields of 80-
90% within 6 hours. Initially, only carbamates were used as 
leaving groups which gave amines upon CO2 elimination. 
Later, the scope was expanded to esters, carbonates and tri-
alkylphosphates.165 Along with the stability and biocompat-
ibility of the reactants, the range of possible payloads and 
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release rates make BNBDs attractive bioorthogonal func-
tionalities for controlled release of molecules. 

 

 
Figure 42. Mechanism of payload release from benzonor-
bornadienes. Cycloaddition with tetrazines forms the unstable 
isoindole/isobenzofuran, which releases the payload. 

 

 

3.4.1.4. Vinyl Ethers 

 

Sauer et al. explored the reaction of vinyl ethers with te-
trazines and noted that it was accompanied by elimination 
of the alcohol to achieve aromatization.62 Several groups 
have independently harnessed this reaction for the te-
trazine-mediated release of payloads from vinyl ethers.217-

219 Advantages of this chemistry include the compactness of 
the caging group, as well as the prompt release of alcohols 
which is difficult to achieve with other click-to-release reac-
tions. 

 

Quantum mechanical studies of the reaction of phenyl vinyl 
ether and tetrazine revealed that the first and rate-limiting 
step in the reaction sequence is an IEDDA cycloaddition, 
which is followed by expulsion of N2.219 The resulting 4,5-
dihydropyridazine tautomerizes to 1,4-dihydropyridazine, 
which undergoes phenoxy group cleavage to decage the 
leaving group (Fig. 43). The driving force for the elimina-
tion is the formation of aromatic pyridazine end-product. 
Amines (from carbamates), phenols and aliphatic alcohols 
have been decaged using this reaction. 217-219  

 
Figure 43. Mechanism of reaction between vinyl ethers and te-
trazines. Cycloaddition and expulsion of N2 gives a pyridazine, 
which efficiently eliminates the leaving group to aromatize the 
ring. 

 

A limitation of vinyl ethers as caging groups is the slow rate 
of the bimolecular reaction (e.g. k2 = 5.4×10-4 M-1s-1 for the 
reaction between phenyl vinyl ether and 6-pyridyl-te-
trazine-3-carboxylic acid219) that is orders of magnitude 
slower than some of the other click-to-release reactions.92, 

123 Bonger et al. addressed this limitation by using vinyl bo-
ronic acid caging groups inspired by their discovery that 
these groups react rapidly with dipyridyltetrazines and 
other tetrazines that can coordinate to the boronic acid (see 
section 3.2.3.3).162 As designed, the vinylboronic acid re-
acted 4-fold faster than unsubstituted vinyl ether with di-
pyridyltetrazine.238 However, the rates were lower than 
that of vinylboronic acids without the ether substituent, 
which was attributed to the electron-donating nature of the 
ether on the vinylic position that lowers the Lewis acidity of 
the boronic acid. Vinylboronic acid derivatives reacted with 
dipyridyltetrazine to release alcohols (from ethers) and 
amines (from carbamates) with high yields. Vinylboronic 
ethers reacting with dipyridyltetrazines are therefore a use-
ful addition to the click-to-release toolbox.      

 

 

3.4.2. Dienophile-triggered Release Reactions 

 

The release groups described in 3.4.1 are all based on mod-
ified dienophiles that eliminate the product by reaction with 
tetrazines. The inverse design consisting of tetrazines that 
release a payload by reaction of a dienophile may offer ad-
vantages for example to release two groups simultaneously 
and to overcome some of the rate-limiting effects of dieno-
phile modifications.  

  

 

3.4.2.1. Isonitrile as Dienophile 

 

Tetrazylmethyl (TzMe) chemistry was independently de-
veloped by us and Robillard et al. to release groups by re-
acting with different dienophiles.94, 220 Isonitriles could ef-
fectively release phenol and amine groups from TzMe and 
tetrazylmethylcarbamate (Tzmoc) groups.94 The design is 
based on the idea that the 4-aminopyrazole formed by the 
reaction of isonitriles with tetrazine would spontaneously 
eliminate leaving groups at the benzylic positions as has 
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been described for other 5-membered heterocycles (Fig. 
44a).239, 240 Indeed, n-BuNC readily release amine and phe-
nol leaving groups from TzMe and Tzmoc moieties, respec-
tively. For example, the release of p-nitroaniline from the in-
termediate formed by the reaction of n-BuNC and the 6-tert-
butyltetrazylmethlyoxycarbonyl derivative occurred at a 
rate of k1 = 1.1×10-5 s-1. Mechanistic studies showed that re-
lease can occur directly from the imine intermediate with-
out hydrolyzing to 4-aminopyrazole.  

 

An intriguing observation was that (trimethylsilyl)methyl 
isocyanide was especially effective in mediating the libera-
tion of cargo molecules. The trimethylsilyl group in addition 
to accelerating the bimolecular step ~3-fold as would be ex-
pected from the nature of IEDDA reactions also greatly ac-
celerated the elimination step (30-fold compared to n-
BuNC). To investigate this unexpected result, NMR studies 
were carried out, which indicated the cleavage of the C–Si 
bond to form trimethylsilanol. DFT calculations showed 
that upon formation of the 4H-pyrazol-4-imine (A1), water 
acted as a nucleophile to form the imine A3 in an SN2 reac-
tion (Fig. 44b). The reaction went through a highly stabi-
lized anion A2, making it an excellent leaving group. The cal-
culated barrier for the reaction was 16.4 kcal mol-1, which is 
in accordance with the fast reaction rates. The TzMe chem-
istry was combined with ICPr chemistry to achieve dual re-
lease of molecules.94 

 

 
Figure 44. Mechanism of reaction between tetrazylmethyl de-
rivatives and isonitriles. a) Following cycloaddition, cy-
cloreversion and isomerization, release can take place from ei-
ther imine or aldehyde. b) Lowest energy pathway calculated 
for the reaction between (trimethylsilyl)methyl isocyanide and 
tetrazines. C–Si cleavage is induced by water with subsequent 
protonation.  

 

Therefore, the TzMe chemistry with isonitriles show rapid 
and tunable bimolecular and elimination rates, which is cru-
cial for the development of bioorthogonal dissociative reac-
tions. It has also shown biocompatibility in vivo and can be 
used for dual release. 

 

 

3.4.2.2. trans-Cyclooctene as Dienophile 

 

Robillard and co-workers used TCO as the triggering dieno-
phile to uncage TzMe-protecting groups.220 Mechanistically, 
upon cycloaddition of TCO and tetrazine, the 4,5-dihydro-
pyridazine tautomerizes to the 2,5-tautomer (major) and 
1,4-tautomer (minor). When the tetrazine is substituted 
with a methylene-linked carbamate, a 1,4-elimination of the 
carbamate leads to the liberation of leaving groups from the 
2,5-tautomer, which was shown through spectroscopic 
studies to be the releasing tautomer (Fig. 45). Acidic 
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conditions accelerated the tautomerization step and pro-
moted uncaging of the payload.221 Release half-lives ranged 
from 1.5 to 10 h. Structure-activity relationships revealed 
that release is facilitated by a methyl substituent on the 
methylene bridge to the tetrazine due to the stabilization of 
the increasing positive charge during the release step. An N-
methyl substituent on the carbamate -NH was also found to 
be crucial for high-yielding release. Payload release corre-
lated with the water content in the reaction medium. This 
dependence was proposed to be caused by the aqueous sta-
bilization of charges formed upon elimination, or as a result 
of water acting as a proton carrier in a proton-assisted 
cleavage mechanism.220  

 

The TCO-TzMe chemistry offers a reactivity advantage over 
the traditional release chemistry with the leaving group on 
the TCO: the use of more reactive TCOs, which are too un-
stable for a cleavage reaction from TCO, is permissible.55, 220 
For instance, sTCO, which reacts with tetrazines in the fast-
est known bioorthogonal reaction, reacted with methylene-
linked tetrazines with rates of up to 23,800 M-1 s-1 (25% 
MeCN/PBS), which is significantly faster than the reaction 
with unsubstituted TCO.220 The TCO-triggered elimination 
from TzMe was demonstrated in a biological environment 
by releasing MMAE, a chemotherapeutic drug, from an anti-
body-drug conjugate. Norbornene and cyclopropane also 
can induce the release of groups from the benzylic position 
of tetrazines.94 

 

 
Figure 45. Mechanism of payload release from tetrazylmethyl 
derivatives triggered by TCO. 

 

 

3.4.2.3. Cyclooctyne as Dienophile 

 

Highly strained cyclooctynes are known to be robust dieno-
philes for IEDDA reactions.82 Wang et al. linked the reaction 
between cyclooctynes and tetrazines to a release step and 
showed release of the drug doxorubicin as a proof of con-
cept.83 By using a propargylic alcohol substituent on the 
dienophile and linking the drug to the tetrazine through an 
amide linkage, they developed the ‘click, cyclization and re-
lease system’. Cycloaddition of the two reactants yielded a 
cyclooctene-fused pyridazine, which then underwent 

lactonization between the alcohol and amide to release the 
active drug (Fig. 46). Two regio-isomers were possible in 
the reaction, of which only one would lead to lactonization 
and drug release. Fortunately, the reaction was found to fa-
vor the desired isomer, which was also confirmed by theo-
retical calculations to have a lower activation barrier. This 
regioselectivity resulted in release yields of over 80%. The 
bimolecular rate was found to be highly dependent on the 
substituent at the propargylic position, and a methyl sub-
stituent decreased the rate by >30-fold compared to the un-
substituted reactant. 

 

  
Figure 46. Mechanism of payload release from cyclooctynes 
triggered by tetrazines. Two regioisomers are possible. The re-
leasing isomer undergoes lactonization and liberates the pay-
load.  

 

The authors also used a cyclooctyne-cyclopentadienone re-
action pair, which released the neurotransmitter carbon 
monoxide upon cycloaddition.209, 210 In a later study, the two 
prodrugs were combined for the dual release of doxorubicin 
and CO.241 The novel ‘click, cyclization and release’ ap-
proach to dissociative bioorthogonal chemistry, as opposed 
to the traditional ‘click and release’ chemistry can open up 
new opportunities for drug design.  

 

 

3.5 Summary of IEDDA Reactions in Bioorthogonal Chemis-
try 

 

The IEDDA reaction and in particular the reaction of te-
trazines and a series of dienophiles have greatly impacted 
bioorthogonal chemistry. 12, 56 A distinct feature of these re-
actions are that they can be extremely fast. Combined with 
the synthetic accessibility and the physiological stability of 
the reactants, this has made IEDDA reactions the fastest 
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growing area in bioorthogonal chemistry. The chemistry 
has found widespread applications and even opened new 
opportunities in drug delivery.83, 123, 124 

 

 

4. 1,3-DIPOLAR CYCLOADDITIONS 

 

A class of pericyclic reactions that has been widely used in 
bioorthogonal chemistry is the 1,3-dipolar cycloaddition. 
This cycloaddition occurs between a polarized 1,3-dipole 
molecule comprising of three atoms and a dipolarophile of 
two atoms (Fig. 47). 1,3-dipolar cycloaddition transfor-
mations have been known and studied since the discovery 
of diazoacetic ester by Curtius in 1883,242 which Buchner in 
1888 used in the first disclosed 1,3-dipolar cycloaddition 
with α,β-unsaturated esters.243 The synthetic utility of such 
reactions for the construction of 5-membered ring systems 
became apparent in the 1960s when Huisgen established 
systematic studies on its mechanism based on kinetics, ste-
reochemistry, solvent, and substituent effects.244-246 The de-
velopment of the theory of conservation of orbital sym-
metry by Woodward and Hoffmann greatly aided the theo-
retical understanding of this concerted pericyclic reaction 
(see section 2.2). 

 

 

Figure 47. General concerted pericyclic mechanism of 1,3-di-
polar cycloaddition reactions between 1,3-dipoles and dipolar-
ophiles. 

 

Useful bioorthogonal reactions involve reactants that ex-
hibit high chemoselectivity and react rapidly with one an-
other while minimally interacting with surrounding bio-
molecules. The principles of orbital symmetry conservation 
provide a theoretical basis for the 1,3-dipolar cycloaddition 
reaction. Mechanistically, the reaction involves the π-sys-
tems of the 1,3-dipole and dipolarophile, with HOMO and 
LUMO interactions dictating reactivity. The 1,3-dipole and 
dipolarophile are minimally reactive towards nucleophiles 
and electrophiles providing high orthogonality to biological 
molecules. An additional factor to consider for the use of the 
1,3-dipolar cycloadditions in bioorthogonal chemistry is the 
bimolecular reaction rate. While typically not a major con-
cern for synthetic chemists, bioorthogonal reactions need to 
proceed rapidly to be used on biomolecules of low abun-
dance or to monitor biological processes occurring on the 
timescale of minutes. Through understanding the reaction 
mechanism, chemists have been able to employ structural 
changes to tune the reaction partners to achieve fast sec-
ond-order kinetics. 8, 135, 247 These properties provide the 

basis for the use of 1,3-dipolar cycloadditions in bioorthog-
onal chemistry.  

 

All 1,3-dipolar cycloadditions involve a three-atom 1,3-di-
pole and a two-atom dipolarophile (alkene or alkyne) to 
form a five-membered ring (Fig. 47). The azide group, be-
cause of its absence from living organisms and inert reactiv-
ity towards biological functional groups, is the most used 
1,3-dipole in bioorthogonal chemistry.8 The dipolarophile 
partners used are typically electron-deficient and/or highly 
strained molecules. Understanding the chemical advance-
ments to the 1,3-dipolar cycloaddition in bioorthogonal 
chemistry requires a deeper appreciation of the general re-
activities of its individual components as discussed in the 
following sections. 

 

 

4.1. Structure of Dipolarophiles and 1,3-Dipoles 

 

In 1,3-dipolar cycloadditions, the 2π reactant is the dipolar-
ophile, which can be virtually any alkene or alkyne. The 
chemical properties that affect the reactivity of dipolaro-
philes used in bioorthogonal chemistry are discussed in sec-
tion 4.5. The 4π-component is referred to as the 1,3-dipole, 
a three-atom molecule commonly defined as an a—b—c 
structure with four π-electrons delocalized over the three 
atoms (Fig. 48).245 1,3-Dipoles can be divided into two cat-
egories: those that have an allyl anion or a propargyl/allenyl 
anion type system. These molecules can be drawn as two 
resonance structures either with the central atom b having 
an electron octet or as either atom a or c having an electron 
sextet (Fig. 48). Representative 1,3-dipoles are depicted in 
Table 1 (single resonance structure shown). Those of the 
allyl anion type are characterized by four electrons in three 
parallel pz-orbitals perpendicular to the plane of the dipole 
affording a bent structure. Alternatively, an additional dou-
ble bond (π orbital) orthogonal to the allenyl anion type mo-
lecular orbital causes the propargyl/allenyl anion type mol-
ecules to be nearly linear.248 The additional double bond in 
the propargly/allenyl anion type has little effect on the cy-
cloaddition reactions because the 4π allyl system governs 
the reactivity.245  
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Figure 48. Basic resonance structures of allyl anion and pro-
pargyl/allenyl anion type 1,3-dipoles. 

 

1,3-Dipoles consist principally of elements from main 
groups IV, V, and VI. In allyl-type dipoles, the central atom b 
is commonly from group V or VI (N or O) while in the pro-
pargyl/allenyl type, the central atom b is limited to nitro-
gen, as only a group V element can harbor a positive charge 
in the tetravalent state. Higher row elements such as phos-
phorus or sulfur rarely occur in 1,3-dipoles.249  

 

Table 1. Examples of 1,3-dipoles 

 

 

4.2. General Mechanism of 1,3-Dipolar Cycloaddition Reac-
tions 

 

Several reaction mechanisms were initially proposed for 
1,3-dipolar cycloadditions and the mechanism was subject 
to extensive debates in the 1960s. Three types of reaction 
pathways were initially proposed that proceed through ei-
ther a concerted mechanism,245, 250, 251 involved singlet 
diradical intermediates,252-255 or zwitterionic intermedi-
ates256 (Fig. 49). 

 

Huisgen et al. presented extensive experimental data sup-
porting a concerted mechanism.244-246, 250, 251 Concerted 1,3-
dipolar cycloadditions are thermally allowed [π4s + π2s] re-
actions according to the Woodward-Hoffmann rules be-
tween a 1,3-dipole and a dipolarophile (Fig. 3). In the con-
certed mechanism, the three pz orbitals from the 1,3-dipole 
and the two pz orbitals from the dipolarophile arrange in 
two parallel planes to combine stereospecifically in a supra-
facial manner (Fig. 49).249 As an alternative to the concerted 
mechanism, Firestone proposed a two-step mechanism for 
the 1,3-dipolar cycloaddition.252-255 This stepwise mecha-
nism involved a spin-paired diradical intermediate (Fig. 
49). A mechanism involving a zwitterionic intermediate has 
also been proposed.256 

 

 

Figure 49. Postulated mechanisms for 1,3-dipolar cycloaddi-
tion reactions: concerted mechanism, stepwise mechanism in-
volving a spin-paired diradical intermediate, and stepwise 
mechanism involving a zwitterionic intermediate.  

 

Rigorous studies to identify the nature of the 1,3-dipolar cy-
cloadditions yielded convincing evidence that the majority 
of such reactions proceed through a concerted mechanism 
(Fig. 49). Analysis of the effect of solvent polarity on the re-
action provided important mechanistic evidence.257, 258 The 
influence of solvent polarity on the reaction rate is typically 
modest for 1,3-dipolar cycloadditions. For example, the rate 
of the reaction between N-benzylidenemethylamine N-ox-
ide and ethyl acrylate increased less than 6-fold when 
changing solvents from toluene to DMSO, despite a 20-fold 
increase in the dielectric constants between the two sol-
vents.257, 258 Such an outcome is difficult to reconcile with a 
mechanism involving a zwitterionic species (Fig. 49), be-
cause the rate enhancement from solvent polarity is typi-
cally considerably more pronounced for cycloadditions go-
ing through a zwitterionic intermediate. For example, the 
rate constants for the cycloaddition of tetracyanoethylene 
to anethole, 2,3-dihydro-4H-pyrane, or butyl vinyl ether, 
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reactions known to involve a zwitterionic intermediate, in-
creased by factors of 29,000, 17,000, and 2,600, respec-
tively, in going from the non-polar cyclohexane to the polar 
acetonitrile solvent.259 However, the lack of solvent effect is 
also consistent with 1,3-dipolar cycloadditions that proceed 
via spin-paired diradical species (Fig. 49). The formation of 
minimal byproducts when considering regioselectivity in 
the nitrone-olefin reaction provided further support for a 
radical mechanism. For example, the reaction between ben-
zonitrile oxide and styrene or methyl acrylate gave the 5-
substituted isooxazoline as the predominant product, 
which is readily rationalized by a mechanism involving a 
diradical intermediate because of the higher stability af-
forded to secondary radicals (Fig. 50).255  

 

 

Figure 50. Regioselectivity observed in the reactions between 
benzonitrile oxide and styrene or methyl acrylate can be ra-
tionalized by considering the stability of possible diradical in-
termediates.  

 

A collaboration between Houk and Firestone eventually 
demonstrated a concerted cycloaddition mechanism 
through computational means and stereochemical re-
sults.260 It is possible to distinguish between a concerted 
and a stepwise mechanism by analyzing the stereochemis-
try of the products. If the reaction proceeded via a diradical 
intermediate, a 180° rotation at the terminal bond would be 
allowed, forming a mixture of the cis and trans products. In-
stead, in support of a concerted mechanism, only a single 
suprafacially produced stereoisomer was observed experi-
mentally as the product from a cycloaddition reaction. The 
reaction between benzonitrile oxide and trans-dideuter-
ated ethylene yielded trans-isoxazoline as the only product 
(>98%, Fig. 51).260 A diradical intermediate is conceivable 
assuming that the rotation of the intermediate is slower 
than the rate of ring closure to the product. However, 
through computational calculations, it was determined that 
if a diradical intermediate were formed, the barrier to rota-
tion about the terminal bond would have to be at least 2.3 

kcal mol-1 higher than the barrier to cyclization for it to form 
only one isomer. Because the computed rotational barrier 
of the bond in question is <0.4 kcal mol-1 (value excepted for 
a normal primary radical), it makes a concerted mechanism 
the most plausible reaction path.260 Although rare cases of 
stepwise 1,3-dipolar cycloadditions that involved an inter-
mediate that destroys stereospecificity have been ob-
served,261, 262 the 1,3-dipolar reactions used in bioorthogo-
nal chemistry follow a concerted mechanism.  

 

 

Figure 51. Stereoselectivity in the reaction between benzo-
nitrile oxide and trans-dideuterated ethylene gave virtually ex-
clusively the trans-isoxazoline product, supporting a concerted 
mechanism. 

 

 

4.3. Orbital Interactions in 1,3-Dipolar Cycloadditions 

 

Considerations of the interactions of the frontier orbitals of 
the reactants provide effective rationales for understanding 
1,3-dipolar cycloaddition reactions (Fig. 52). Sustmann 
first applied FMO theory to 1,3-dipolar cycloaddition reac-
tions and classified them into three types based on the rela-
tive FMO energies between the dipole and dipolarophile as 
discussed in section 2.2 (Fig. 4).  

 

 

Figure 52. Molecular orbital interactions of a 1,3-dipole and a 
dipolarophile.  
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Type I reactions include 1,3-dipoles such as the carbonyl 
ylide, nitrile ylide, azomethine ylide, and carbonyl imine 
(Table 1). These reactions are HOMO-controlled dipole or 
nucleophilic dipole reactions in which the 1,3-dipole readily 
reacts with electrophilic dipolarophiles. Electron-with-
drawing groups (EWG) on the dipolarophile increase the 
rate of the reaction by lowering the LUMO whereas electron 
donating groups (EDG) decrease the rate of the reaction. 
Type II reactions encompass ambiphilic dipoles, which are 
dipoles that exhibit both electrophilic and nucleophilic 
character, such as nitrones, nitrile oxides, and azides. Type 
II reactions are the ones primarily employed in bioorthogo-
nal applications. Because these reactions are dominated by 
either the HOMOdipole—LUMOdipolarophile interaction or the 
HOMOdipolarophile—LUMOdipole interaction, substituents on ei-
ther the dipole or dipolarophile can accelerate the reaction 
by decreasing the energy gap. For example, adding EDG or 
EWG to an alkene dipolarophile markedly enhanced the 
rate of cycloaddition to both phenyl azide and benzonitrile 
oxide (Fig. 53).244, 263 A more in-depth discussion of the type 
II azide reaction is provided in sections 4.4 and 4.5 because 
it is the most prominent type in a bioorthogonal context. 
Lastly, type III reactions are the rarest and include dipoles 
such as nitrous oxide, sydnones, and ozone. In contrast to 
type I reactions, these reactions are LUMO-controlled di-
pole or electrophilic dipole reactions. EWG on the dipolaro-
phile decreases the rate of type III reactions while EDG ac-
celerate the reaction by raising the energy of the HOMO. 

 

 

Figure 53. Adding either EDG or EWG to an alkene dipolaro-
phile enhanced the rate of 1,3-dipolar cycloaddition to benzo-
nitrile as demonstrated by the relative rate constants shown  

 

 

4.4. 1,3-Dipoles in Bioorthogonal Chemistry 

 

1,3-dipolar cycloaddition reactions involving various di-
poles (Table 1) are employed extensively in synthetic 
chemistry to construct 5-membered heterocycles. However, 

only a select few 1,3-dipoles have been implemented in 
bioorthogonal chemistry, which will be highlighted herein, 
while stability concerns make others unsuitable for use in 
biologically relevant environments. Azides are by far the 
most widely employed 1,3-dipoles in a bioorthogonal con-
text. Other such 1,3-dipoles include nitrile oxides, nitrones, 
nitrile imines, diazoalkanes, and sydnones. The various di-
poles have their individual benefits and complications that 
are discussed in the subsequent sections. 

 

 

4.4.1. Azides 

 

The most prevalent 1,3-dipole in bioorthogonal chemistry 
is the azide group. Early kinetic experiments demonstrated 
that in reactions with phenyl azide, both electron-donating 
and electron-withdrawing substituents on the alkene dipo-
larophile increase the reaction rate, exhibiting typical type 
II dipole behavior (see section 4.3).244 Hammett relation-
ships were also determined for the reaction between 4-sub-
situted phenyl azides and olefins (Fig. 54).244 Reactions 
with maleic anhydride and N-phenyl maleimide afforded 
negative ρ values (-0.8 and -1.1, respectively). In contrast, 
the reaction with pyrrolidino-cyclohexene provided a posi-
tive ρ value of 2.5. Therefore, electron-poor olefins prefer 
electron-rich phenyl azides, whereas electron-rich and neu-
tral alkenes react faster with phenyl azides that have elec-
tron-withdrawing substituents. The sign of the ρ-values al-
lows for the recognition of the dominant HOMO-LUMO in-
teraction. A negative ρ-value indicates that the HOMOdipole-
LUMOdipolarophile is the reactivity-determining interaction 
whereas a positive ρ-value indicates LUMOdipole-HOMOdipolar-

ophile as the leading interaction. In conclusion, for aryl azides, 
the dominant FMO interaction is between LUMOdipole-HO-
MOdipolarophile, where electron-donating groups on the dipo-
larophile increase reactivity (see section 4.6).  
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Figure 54. Hammett correlations in 1,3-dipolar cycloadditions 
of alkenes of different electron density with 4-subsituted phe-
nyl azides 

 

In contrast to aryl azides, Houk, Henri-Rousseau and 
coworkers used computational models to explain that ali-
phatic azides (and other type II dipoles) are electron-rich 
ylide species, characterized by having both high-lying HO-
MOs and LUMOs.37 Therefore, the reaction between a type 
II dipole and a dipolarophile is dominated by the HOMOdi-

pole—LUMOdipolarophile interaction and such dipoles preferen-
tially react with electron-deficient olefins. More recent 
studies have elucidated substituent effects of azides on the 
strain-promoted azide-alkyne cycloaddition (SPAAC) reac-
tion (discussed in more detail in section 4.5), which is argu-
ably the most widely implemented 1,3-dipolar cycloaddi-
tion transformation in bioorthogonal chemistry.8 Indeed, a 
recent study investigated the reactivity of aryl azides to ali-
phatic cyclooctynes in the SPAAC reaction. Further corrob-
orating the Hammett relationship observed by Huisgen et 
al. (Fig. 54), it was demonstrated that aliphatic and aro-
matic azides display a striking difference in reactivity, as 
they prefer either benzoannulated or aliphatic cy-
clooctynes, respectively.264 The dominant FMO interaction 
involved in the reaction between aliphatic cyclooctyne bicy-
clo[6.1.0]nonyne (BCN) and an aromatic azide is between 
the LUMOdipole-HOMOdipolarophile as expected from previous 
studies.244, 264 

 

However, unexpectedly, the sterically-congested azido 
group of 2,6-disubstituted phenyl azides, despite the steric 
hindrance, reacts significantly faster than unsubstituted 
phenyl azide in the 1,3-dipolar cycloaddition with an al-
kyne.265 Experimental and computational work indicated 
that the steric hindrance inhibited the resonance between 
the azido group and the aromatic ring,265 effectively enhanc-
ing the reactivity by assumably shifting the major FMO in-
teraction to between the HOMOdipole—LUMOdipolarophile. In-
deed, in a follow-up study, it was shown that the introduc-
tion of an amino group at the para position of the doubly 
sterically-hindered aryl azides significantly enhanced their 
reactivity towards strained alkynes;266 the electron-donat-
ing para-amino group increases the HOMO energy level of 
the azide, effectively decreasing the gap between the HO-
MOdipole—LUMOdipolarophile. Furthermore, using the distor-
tion/interaction model (see section 2.3), it was found that 
the two bulky ortho substituents enhance the distortability 
of the azido group.266 The same group recently investigated 
the effect of resonance and its inhibition by steric hindrance 
on the reactivity of various alkyl and alkenyl azides towards 
aliphatic cycloalkynes.267 It was observed that the reso-
nance that exists between the azido and alkenyl groups 
slow the cycloaddition rate. However, the introduction of a 
phenyl group to the alkenyl azide significantly accelerated 
its cycloaddition reaction rate to that comparable to the cy-
cloaddition rates aliphatic azides exhibit as the phenyl 
group effectively inhibits the resonance between the two 
groups.267 Continued work towards understanding the re-
activity of azides towards strained cycloalkynes will further 

expand the usefulness of the SPAAC reaction in various 
schemes in chemical biology.    

 

4.4.2. Nitrile Oxides  

 

Nitrile oxides boast faster reaction rates compared to azides 
in 1,3-dipolar cycloaddition reactions. A computational 
study predicted an activation barrier of 20.2 kcal mol-1 for 
the uncatalyzed cycloaddition between acetonitrile oxide 
and propyne, which is 6 kcal mol-1 lower than that for a re-
action between methyl azide and propyne.268 Experimen-
tally, 4-dibenzocyclooctynol (DIBO) reacted 57-fold faster 
with a nitrile oxide derived from imidoyl chloride than with 
benzyl azide (Fig. 55).269  

 

 

Figure 55. Rate constants of cycloadditions of DIBO with either 
a nitrile oxide or azide demonstrating the more rapid bimolec-
ular kinetics achieved with nitrile oxide dipoles. The nitrile ox-
ide was generated in the presence of triethylamine from the 
corresponding imidoyl chloride precursor. 

However, nitrile oxides decompose under physiological 
conditions and must be generated in situ. Nitrile oxides can 
be generated either through the exposure of an imidoyl 
chloride precursor to a base or by oxidation of an oxime pre-
cursor by [bis(acetoxy)iodo]benzene (BAIB; Fig. 56).269 In 
one-pot oxidation/conjugation reaction schemes, it was es-
tablished that the oxidation step by BAIB is fast and the cy-
cloaddition is rate-limiting.269 However, employing an oxi-
dant is problematic in living systems. Furthermore, nitrile 
oxides readily undergo dimerization reactions to form the 
corresponding furoxans (Fig. 56a).270 Under physiological 
conditions, the high electrophilicity of the nitrile oxide 
make it also susceptible to nucleophilic attack by endoge-
nous functional groups (Fig. 56a).271 The reactivity towards 
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nucleophiles has been exploited in a bioorthogonal reaction 
of chlorooximes with isonitriles forming stable adducts 
(Fig. 56b).272 

 

 

Figure 56. Reactivity of nitrile oxides. a) In situ generation of 
nitrile oxides through use of base or by oxidation with [bis(ace-
toxy)iodo]benzene and subsequent degradation pathways 
through dimerization or nucleophilic attack. b) Nucleophilic 
addition of isonitriles across chlorooximes to achieve stable ad-
ducts for bioorthogonal labeling applications 

 

 

4.4.3. Nitrones 

 

An alternative 1,3-dipole used in bioorthogonal chemistry 
is the nitrone.273, 274 Nitrones are more stable than nitrile ox-
ides and still provide a 59-fold rate enhancement relative to 
a reaction between benzyl azide and DIBO (Fig. 57).274 
Nitrones are hydrolytically unstable, reverting to the hy-
droxylamine and carbonyl precursors (Fig. 58). Nitrones 
can also dimerize, which leads to loss of reactivity. How-
ever, cyclic nitrones exhibit prolonged stability in aqueous 
environments compared to their acyclic counterparts274 be-
cause the equilibrium is shifted towards the nitrone in the 
intramolecular reaction (Fig. 58). In either acidic or basic 
conditions, more than 50% of acyclic nitrones are hydro-
lyzed back to their corresponding hydroxylamine and car-
bonyl precursors, while cyclic nitrones were demonstrated 
to be stable under the same conditions for at least 2 
hours.274 

 

 

Figure 57. Reaction between DIBO and a cyclic nitrone to form 
the corresponding isooxazoline product. 

Cyclic nitrones were employed in labeling proteins both in 
vitro and on cell surfaces.274 However, the resulting isoxa-
zole heterocycle from a reaction with nitrile oxides or 
nitrones contains an N—O bond. It is speculated that such a 
bond could be sensitive to reductive scission under physio-
logical conditions leading to opening of the heterocyclic 
ring.275 Nonetheless, nitrones and nitrile oxides have been 
employed for the labeling of biomolecules and efforts to em-
ploy dipoles other than azides in a bioorthogonal context 
continue to be pursued.276  

 

 

Figure 58. Comparison of equilibrium formation of acyclic and 
cyclic nitrones. 

 

 

4.4.4. Nitrile Imines 

 

Another 1,3-dipole requiring in situ production is the nitrile 
imine. Nitrile imines can be generated by elimination of HCl 
from hydrazonoyl chloride derivatives. Conversion of hy-
drazonoyl chlorides to nitrile imines occurs spontaneously 
under ambient temperatures in PBS buffer pH 7.4 and was 
used to label proteins in a controlled in vitro environ-
ment.277 However, the lack of specificity in generating nitrile 
imines is a limitation of this approach.  

 

Alternatively, nitrile imines can be accessed photochemi-
cally, conferring high spatial accuracy to where cycloaddi-
tion occurs. Huisgen et al. first reported the in situ formation 
of a nitrile imine by photoirradiation of a 2,5-diphenylte-
trazole precursor in tandem with a 1,3-dipolar cycloaddi-
tion with methyl crotonate.278 Photoirradiation induces the 
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expulsion of nitrogen gas from the precursor generating the 
nitrile imine that readily reacts with methyl crotonate to af-
ford methyl 5-methyl-1,3-diphenyl-4,5-dihydro-1H-pyra-
zole-4-carboxylate (Fig. 59).  

 

Lin et al. recognized the potential for photoactivatable di-
poles to enhance spatiotemporal resolution in the study of 
biomolecules.279 They demonstrated that the photolysis of 
tetrazoles to generate nitrile imines is highly efficient and 
the subsequent bimolecular reaction rate between an 
acrylamide dipolarophile in PBS occurs with a second-order 
rate constant of k2 = 11.0 M-1 s-1,279 and the use of strained 
alkenes further enhances the reaction rate.280 

 

 

Figure 59. Photoirradiation of tetrazoles generates nitrile 
imines that can under cycloaddition reactions with dipolaro-
philes. 

 

A limitation of nitrile imine dipoles is that they are subject 
to deactivation by water and endogenous nucleophiles.280 
Photoirradiated unencumbered tetrazoles gave a nitrile 
imine with a half-life of less than 7.5 seconds in PBS:MeCN 
(1:1). Furthermore, in competition assays, glutathione or 
water adducts were the predominant products formed over 
the adduct with various dipolarophiles (example shown 
with styrene in Fig. 60).280 Lin et al. explored whether steric 
shielding could enhance the biostability of nitrile imines. 
They attached bulky substituents at the ortho position of 
the N-aryl ring and measured the rate of the reaction of the 
corresponding nitrile imines with dipolarophiles and per-
formed competition experiments between 1,3-dipolar cy-
cloadditions and side reactions with water or glutathione 
(Fig. 60).280 The nitrile imine generated from the sterically 
shielded tetrazole exhibited a half-life of 102 seconds in  
PBS:MeCN (1:1), which is about an order of magnitude 
longer than for unobstructed nitrile imines. In the competi-
tion assay, this nitrile imine demonstrated a propensity to-
wards cycloaddition, and the reaction yields with various 
dipolarophiles were above 85% even in aqueous solutions 
containing an equal amount of glutathione. For example, in 
the presence of styrene the sterically shielded nitrile imine 
resulted in 96% of cycloaddition product, whereas for the 
simple diphenyltetrazole only 5% cycloaddition product 
was formed with the GSH-adduct being the predominant 
product (Fig. 60). Bulky substituents can therefore enhance 
chemoselectivity without interfering with the reaction. 

 

 

Figure 60. Product distribution of non-sterically hindered and 
sterically hindered tetrazoles with styrene demonstrating that 
sterically shielded tetrazole precursors form nitrile imines that 
prefer to perform the desired cycloaddition over being 
quenched by glutathione or water 

 

Furthermore, extensive effort has been dedicated to acquir-
ing tetrazoles that generate nitrile imines upon visible light-
induced.281 Initial tetrazoles relied on UV light centered at 
302 or 365 nm for ring opening (12, Fig. 61).278 UV light in 
those regions can cause phototoxicity. A 405 nm light acti-
vatable terthiophene-tetrazole was designed to alleviate 
such concerns (13, Fig. 61).282 The thiophene moiety was 
chosen as it accommodates the isosteric tetrazole ring with-
out disrupting the extended π-conjugation system. This te-
trazole could be activated by a 405 nm laser and allowed for 
the spatiotemporal labeling of microtubules in live cells. A 
near-infrared (NIR) compatible tetrazole was further de-
signed (14, Fig. 61).283 These naphthalene tetrazoles 
showed strong two-photon absorption when excited at 700 
nm and led to efficient formation of the nitrile imine. The 
NIR-responsive tetrazole provided higher signal-to-noise 
ratios relative to the terthiophene-tetrazole probe.282 Red-
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shifted, photo-controlled probes demonstrating high reac-
tivity and improved spatial control, further increases the 
utility of nitrile imines in bioorthogonal chemistry. 

 

 

Figure 61. Design of tetrazoles with variable photoactivation 
wavelengths to generate the nitrile imine 1,3-dipole. Wave-
length necessary for photolysis given ((700 nm)2 indicates 
two-photon absorption).  

 

 

4.4.5. Diazoalkanes  

   

Type I and III dipoles are used occasionally in biological set-
tings (Table 1). Type I reactants are formally derived from 
the carbon allyl system by introduction of nitrogen. Reac-
tions involving diazoalkanes have been used in bioorthogo-
nal chemistry and fall under the type I classification.284 The 
diazo group has been of immense utility to organic chemists 
for example in alkylation, carbene generation, and nucleo-
philic addition reactions.285  

 

While diazo compounds are generally highly reactive, di-
azoacetamides are sufficiently stable under biological con-
ditions to be used in bioorthogonal chemistry.286, 287 Fur-
thermore, they are synthetically accessible from azidoa-
cetamide precursors (see section 5.8.2).288 The reactions of 
diazo compounds with alkenes and alkynes have been 
known for decades;243 however, it was Raines et al. that first 
introduced the reaction to bioorthogonal chemistry.289 The 
Raines group used diazoacetamides in reactions with pep-
tides286 and for labeling studies on cell surfaces by metabol-
ically incorporating sugars containing the diazoacetate 
functionality.287 Leeper et al. also used the reaction of diazo-
acetamides with strained alkynes for protein labeling.290 Be-
ing a type I reaction, the diazo group reacts rapidly with 
electron-deficient olefins to form pyrazolines (Fig. 62). Ki-
netics experiments with diphenyldiazomethane show an 

increase in reactivity with the number and strength of elec-
tron-withdrawing groups in the olefin.284 For example, a 
1750-fold rate enhancement was demonstrated in reactions 
between diphenyldiazomethane and dimethyl fumarate rel-
ative to that with styrene (Fig. 62).284  

 

 

Figure 62. Increasing the number and strength of electron-
withdrawing groups on the dipolarophile leads to an increased 
rate of 1,3-dipolar cycloaddition to a diazoalkane type 1,3-di-
pole as demonstrated by the relative rate constants shown with 
diphenyldiazomethane. Pyrazolines are formed as products. 

 

 

4.4.6. Sydnones 

 

A type III cycloaddition involving a reaction between syd-
nones and strained alkynes has been gaining traction as a 
bioorthogonal reaction.291 Sydnones are part of a class of 
molecules known as mesoionic compounds.292 Mesoionic 
compounds are 5-membered aromatic heterocycles encom-
passing two opposite charges.293 While Huisgen identified 
several mesoionic compounds that react with alkene and al-
kyne dipolarophiles,294, 295 sydnones have attracted the 
most attention in bioorthogonal chemistry because of their 
stability and ease of synthesis. Simple sydnones such as 
phenyl sydnone can be prepared in two steps from N-phe-
nyl glycine via N-nitrosylation followed by intramolecular 
cyclization using acetic anhydride.296 Sydnones have been 
used in various schemes involving protein labeling in aque-
ous buffer environments at 37°C.297  

 

In 1968, Huisgen and Gotthardt initially investigated the re-
action of 4-methyl-3-phenylsydnone with various acety-
lenes and found that electron-poor alkynes reacted faster 
than electron-rich alkynes (acetylene(di)carboxylate re-
acted 430-fold faster than tetradic-1-yne), although several 
outliers were observed.298 Such a result is indicative of a 
type II or even a type I 1,3-dipolar cycloaddition. However, 
using semi-empirical quantum calculations, in 1973 Houk et 
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al. calculated the average HOMO and LUMO energies for az-
omethine-imines (HOMO = -8.6 eV and LUMO = 0.3 eV) as 
the dipole underlying the structure of sydnones. They pre-
dicted that an electron-withdrawing carboxylate group 
would decrease the LUMO energy of the sydnone. This re-
sult implies that sydnones are involved in a LUMO-
controlled type III reaction.299 For the reaction between 4-
substitued phenyl sydnones with dimethyl acetylenedicar-
boxylate (DMAD), positive Hammett ρ-values were ob-
served, confirming that these reactions are LUMO-
controlled.300 

 

Interest in using sydnones in bioorthogonal chemistry has 
recently prompted studies on their cycloaddition with 
strained cycloalkynes. Hammett correlations were plotted 
for a kinetics study involving 3-phenylsydnones with sub-
stituents at the 4-position of the phenyl ring reacting with 
bicyclo[6.1.0]nonyne (BCN).301 The study revealed a ρ-value 
of 1.35, which is in agreement with a type III mechanism. 
However, although it is likely that sydnones participate in 
reactions with dipolarophiles in a LUMO-controlled fashion, 
factors other than HOMO-LUMO interactions may princi-
pally influence sydnone reactivity. The effect of sterics on 
the rates of sydnone reacting with strained alkynes appear 
to be modest. For example, large substituents at the 4-posi-
tion of the sydnone have little effect on the reaction and 4-
phenylsydnone reacts with comparable rates with BCN as 
unsubstituted sydnones.302  

 

A study conducted on the reactivity of 4-substituted syd-
nones with BCN shed light into a major causative factor that 
governs the reactivity of sydnones towards strained cyclo-
alkynes.303 According to FMO theory and following a type III 
reaction, the primary orbital interactions between the syd-
none and BCN involves the LUMO of the sydnone and the 
HOMO of BCN. However, it was found empirically that 4-hal-
ogen substituents increased the reactivity of sydnones 
more than traditional electron-withdrawing groups such as 
the cyano group.303 This trend was confirmed in theoretical 
studies, and calculated activation energies for 4-halogen 
substituted sydnones (4-fluoro-sydnone ΔG = 16.7 kcal mol-

1) were lower than those of 4-nitrile containing sydnones 
(4-nitrile-sydnone ΔG = 22.6 kcal mol-1). Interestingly, cal-
culated LUMO levels revealed that the 4-cyanosydnone has 
a lower-lying LUMO compared to 4-fluorosydnone (0.40 
versus 0.81 eV). Moreover, comparing 4-fluorosydnone to 
4H-sydnone, the decrease in LUMO energy levels is small 
(0.81 versus 0.99 eV). Therefore, the LUMO-lowering ability 
of the 4-fluoro substituent only partially explains its reac-
tivity-enhancing effect.  

 

Employing the distortion/interaction model (see section 
2.3), it was found that the primary mechanism by which 
fluoro substituents at the C4 position increase the reaction 
with dipolarophiles is that it facilitates the distortion of the 
sydnone.303 This effect accounts for a decrease in the activa-
tion energy of 5 kcal mol-1. A comparison between the reac-
tivity of 4-cyano versus 4-unsubstituted sydnone further 

exemplifies the importance of distortion/interaction ener-
gies. Although the LUMO level of the 4-cyanosydnone is 
lower than that of unsubstituted sydnone (0.40 versus 0.99 
eV), the measured reaction rate is 10-fold slower (0.003 M-

1s-1 versus 0.03 M-1s-1). According to the distortion/interac-
tion model, while the 4-cyano increases the stabilizing in-
teraction energy between the reactants, it also increases the 
energy needed to distort the reactant in the transition state 
(16.6 kcal mol-1 for 4-cyanosydnone versus 13.6 kcal mol-1 
for 4H-sydnone), leading to an overall higher reaction bar-
rier compared to 4-unsubstituted sydnone (22.6 versus 
21.7 kcal mol-1). Therefore, the sydnone distortion and in-
teraction energies are the major influencing factors that 
control their reactivity towards strained alkynes (Fig. 
63).303  

 

 

Figure 63. Transition-state structures and distortion/interac-
tion analyses of the cycloadditions of a 4-H sydnone versus a 
4-F sydnone with bicyclo[6.1.0]nonyne (BCN). Computed 
LUMO energies of sydnones and activation free energies are 
shown. Distortion/interaction analyses are shown below ei-
ther transition state structure where black arrows represent 
activation energies, blue and green arrows represent the dis-
tortion energies for sydnones and BCN, respectively, and the 
red arrows represent the interaction energies. Activation en-
ergy is the sum of distortion and interaction energy. (Aadapted 
with permission from Ref. 303. Copyright 2018 Royal Society 
of Chemistry). 
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These examples show the value and diversity of 1,3-dipolar 
cycloadditions as reactions for bioorthogonal chemistry. 
Only a fraction of known 1,3-dipoles (Table 1) have been 
demonstrated to be useful in a biologically relevant envi-
ronment. While the disclosed dipoles have their individual 
benefits, expanding the number of 1,3-dipoles compatible 
with physiological conditions will surely increase the appli-
cable uses such a transformation can be implemented in. 

 

 

4.5. Dipolarophiles in Bioorthogonal Chemistry 

 

Azides and other dipoles employed in bioorthogonal chem-
istry discussed in section 4.4 react with strained alkenes or 
alkynes. The reaction of unstrained acyclic dipolarophiles 
typically requires the addition of a metal catalyst or high 
temperatures. For example, the widely used copper(I)-cat-
alyzed azide-alkyne cycloaddition304 has a calculated activa-
tion barrier of 14.9 kcal mol-1, which is significantly lower 
than the barrier for the uncatalyzed reaction (25.7 kcal mol-

1 for the 1,4-substituted 1,2,3-triazole and 26.0 kcal mol-1 for 
the  1,5-substituted 1,2,3-triazole), explaining the consider-
able rate acceleration of the copper-catalyzed process com-
pared to a purely thermal reaction.268 While the copper-cat-
alyzed azide-alkyne cycloaddition is widely used in synthe-
sis305, 306 and chemical biology,30 this review focuses on 
metal-free bioorthogonal reactions.  

 

 

Figure 64. B3LYP/6-31G(d) calculated distortion/interaction 
energies for the concerted transition states of phenyl azide 

cycloaddition with acetylene, cyclooctyne, and DIFO in 
kcal/mol. (Adapted with permission from Ref. 52. Copyright 
2009 American Chemical Society). 

 

The strain-promoted azide-alkyne cycloaddition (SPAAC) 
reaction is among the most widely used bioorthogonal reac-
tions, 2, 8, 307 and how structural features of dipolarophiles 
affect the reaction with azides has been studied in detail. 
Strained cyclooctynes react with azides at room tempera-
ture whereas the rate of reaction with acyclic alkynes is 
slow. Studies using the distortion/interaction model con-
firmed the rate-accelerating effect of strain by showing that 
the activation energy decreased from 16.2 kcal mol-1 for 
acetylene to 6.0 kcal mol-1 for the fluorinated cyclooctyne 
derivative difluorocyclooctyne (DIFO; Fig. 64).308 The same 
study further established that a reduction in the distortion 
energy of the alkyne is primarily responsible for the de-
creased activation barrier, and that interaction energies are 
relatively constant for different dipolarophiles. In fact, an-
other study found that increasing ring strain correlates with 
decreasing activation energies for the 1,3-dipolar cycload-
dition reaction between azides and alkynes.52 Intriguingly, 
ring strain lowers the distortion energy of both the dipolar-
ophile and the dipole because the reaction proceeds 
through an earlier transition state with the azide distorted 
to 143° rather than 138° as required for the reaction with 
the linear alkyne.308 

 

4.5.1. Strained Cycloalkynes as Bioorthogonal Dipolaro-
philes 

 

Strained dipolarophiles allow 1,3-dipolar cycloadditions to 
proceed at physiological temperatures without a metal cat-
alyst. Figure 65 shows representative strained dipolaro-
philes employed in bioorthogonal chemistry. Blomquist and 
Liu documented in 1953 that phenyl azide reacts explo-
sively with cyclooctyne at room temperature.58 Wittig and 
Krebs subsequently reported that indeed a rapid reaction 
occurs between phenyl azide and cyclooctyne at room tem-
perature resulting in the triazole.309 The reaction between 
phenyl azide and cyclononyne required slight heating in ac-
cordance with the decrease in ring strain.309 From this prec-
edence, Bertozzi introduced the concept of strain-promoted 
cycloadditions to bioorthogonal chemistry. By using a cy-
clooctyne derivative (OCT, Fig. 65) as the dipolarophile, 
they achieved azide-alkyne cycloaddition reactions inde-
pendent of metal catalysis.119 

  

For use of strained triple bonds as a bioorthogonal reagent, 
a balance between stability and reactivity had to be 
achieved. As ring size decreases, the ring strain energy in-
creases.52 Efforts to synthesize smaller fully carbon-based 
strained rings led to the conclusion that the eight-mem-
bered ring alkyne is the smallest size that can tolerate the 
two sp-hybydrized carbons of the alkyne and can be iso-
lated as a stable molecule.310 Compared to cyclooctynes, 
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cyclononyes are less reactive and have been employed in 
the design and development of dual-click diyne reagents.311 



 

 

42 

Figure 65. Representative strained dipolarophiles used in bioorthogonal chemistry. 
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4.5.2. Reactant Destabilization through Higher Ring Strain 

 

A limitation of the reaction between azides and first-gener-
ation strained alkynes was the comparably slow kinetics 
(aliphatic azide and OCT k2 = 2.4 × 10-3 M-1 s-1).119 Extensive 
efforts have been made to synthesize a diverse range of cy-
clooctynes (Fig. 65) in the pursuit for faster kinetics. One 
such method to increase reactivity of such reactants was to 
incur more strain energy on the triple-bond by incorporat-
ing additional sp2 centers into the ring (Fig. 66). Early ef-
forts yielded 4-dibenzocyclooctynol (DIBO, Fig. 65 and 
66).312 DIBO contains two benzene rings fused to the cy-
clooctyne backbone, which impose additional ring strain 
and conjugate with the alkyne. As a result, DIBO exhibited a 
24-fold increase in reactivity compared to OCT (Fig. 66). Al-
ternatively, fusion of a cyclopropane ring was pursued to 
add more sp2-like hybrid orbitals to cyclooctyne.313 The ba-
nana orbitals from the exocyclic cyclopropyl C-C bonds that 
expand into the cyclooctyne ring have a distinct sp2 charac-
ter.314 Such an approach led to the construction of bicy-
clo[6.1.0]nonyne (BCN), which proved to be 60-fold more 
reactive than OCT (Fig. 66).313 Alternatively, inspired by the 
increased reactivity observed for DIBO and the increased 
hydrophilicity of DIMAC (Fig. 65),315 van Delft et al. set out 
to synthesize a dipolarophile with both fast kinetics and 
high solubility in an aqueous environment. Thus, van Delft 
et al. arrived at dibenzoazacyclooctyne (DIBAC, Fig. 65 and 
66), which proved to have 129-fold higher reactivity com-
pared to OCT and surprisingly, 5-fold higher reactivity com-
pared to DIBO.316 Bertozzi et al. noticed that in DIBAC, the 
addition of one more sp2-like center to the dibenzocy-
clooctyne ring can have a further rate-enhancing effect; 
however, a dibenzocyclooctyne with one extra degree of un-
saturation across the ring to form an ene-yne is highly reac-
tive but also unstable.317 Thus to further reactivity but avoid 
instability, Bertozzi et al. explored the incorporation of an 
endocyclic amide bond to impart double bond character 
into the ring through electron delocalization. The incorpo-
rated amide bond in the ring, which has a resonance struc-
ture, yielded an internal double bond. Biarylazacy-
clooctynone (BARAC, Fig. 65), which contains such an inter-
nal amide group along with two benzene rings fused to the 
core structure, exhibited 400-fold higher reactivity com-
pared to OCT, 17-fold higher reactivity compared to DIBO, 
and 3-fold higher reactivity compared to DIBAC (Fig. 66).318 
Interestingly, the early assumption was that the higher in-
corporation of sp2-character imparts higher reactivity—
such a phenomenon can be seen to account for the reactivity 
order of BARAC>DIBAC>DIBO given that the number of sp2-
hybridized atoms in the ring decreases from 6 to 4, respec-
tively. However, more recent studies have shown that de-
spite the difference in reactivity, the alkyne angle compres-
sion for such molecules varies very little. Such an observa-
tion suggests that alkyne bending has little to do with the 
observed differences in reactivity. According to distor-
tion/interaction analysis (see section 2.3), the higher reac-
tivity for the various dibenzocyclooctynes is not due to the 
additional strain of the sp2-hybridized atoms. Instead, it 

originates from the greater interaction energy.319 These en-
ergies are much larger than the analogous cyclooctyne in-
teraction energy (–12.5 to –11.2 vs. –8 kcal mol-1).310 In ad-
dition to the widely-encountered examples discussed, a 
wide range of cyclooctynes suitable for bioorthogonal 
chemistry have been disclosed since the inception of OCT 
(Fig. 65). 

 

Figure 66. Adding positions with sp2-character to cyclooctyne 
increases reactivity by reactant destabilization. Reported rates 
are with benzyl azide or a similar aliphatic azide at room tem-
perature in the indicated solvents.  

 

4.5.3. Stereoelectronic Effects  

 

An alternative proven route to increasing reactivity of cy-
cloalkynes is to exploit stereoelectronic effects. Bertozzi in-
troduced DIFO (Fig. 65), which reacts 32-fold faster than 
OCT.118 Computational studies concluded that charge-trans-
fer interactions were the primary reason for the rate-accel-
erating effects of the fluorine groups and that differences in 
distortion/interaction were secondary.308 The reaction be-
tween an azide and an alkyne is dominated by the HOMOdi-

pole-LUMOdipolarophile interaction. The 3,3-difluoro moiety 
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exerts an electron-withdrawing effect, lowering the LUMO 
of the dipolarophile. Indeed, Houk et al. calculated that the 
difluoro substitution lowers the LUMO from 1.1 eV in cy-
clooctyne to 0.9 eV in DIFO.308 The lowered LUMO reduces 
the energy gap of the HOMOdipole-LUMOdipolarophile interaction, 
effectively accelerating the rate of reaction.  

 

 

 

 

Figure 67. Components of sterelectronic assistance demon-
strated between the azide-alkyne cycloaddition. (Adapted with 
permission from Ref. 319. Copyright 2013 American Chemical 
Society). 

In addition to the LUMO-lowering effect of the propargylic 
difluoro moiety, the fluorines also facilitate the reaction by 
hyperconjugation. The donor-acceptor interaction between 
the distorted alkyne π-system donor and the σ*C-F orbital ac-
ceptor from the vicinal fluorine can aid alkyne bending and 
stabilization of the transition state (Fig. 67).320  

 

However, the exocyclic placement of the fluorine groups in 
DIFO is suboptimal for hyperconjugation. Endocyclic σ-ac-
ceptors would have a more pronounced effect by being able 
to adopt an antiperiplanar arrangement (Fig. 68).320 This 
concept led groups to explore structural designs to fully ex-
ploit hyperconjugative interactions through incorporation 
of endocyclic heteroatoms (Fig. 68). Computational anal-
yses predicted that cyclooctynes with endocyclic heteroa-
toms with participating orbitals in the desired antiperipla-
nar orientation could further decrease the activation energy 
relative to DIFO.320 Empirical studies with several 

cyclooctynes based on this design concept have confirmed 
this prediction.  

 

 

Figure 68. Suboptimal (gauche) and optimal (antiperiplanar) 
placement of σ-acceptors for hyperconjugation. Maximal hy-
perconjugation is achieved with endocyclic propargylic σ-ac-
ceptors X.  

 

The group of Tomooka synthesized cycloalkynes with endo-
cyclic heteroatoms and demonstrated increased rates over 
OCT (compounds referred to as Tomooka 1-3; Fig. 65).321 
However, synthetic difficulties prevented the access of 
smaller ring sizes, which partially reversed the electronic 
benefit of these chemical changes. Although Tomooka 2 
(Fig. 65) is an 8-membered ring, the inclusion of two C-S 
bonds lowers the strain energy because of its longer length 
than C-C bonds, reducing its reactivity. The loss of strain en-
ergy ultimately prevents the reaction rates of Tomooka 1-3 
to surpass that of DIFO. Nonetheless, the incorporation of 
heteroatoms still endowed the them with higher reactivity 
compared to OCT. Tomooka 1-3 reacted 2 to 8-fold faster, 
when compared to OCT.321 Thus, larger cycloalkynes with 
properly aligned endocyclic σ-acceptors still outcompete 
the smaller ring size compounds with improperly placed σ-
acceptors. 

 

Stereoelectronic assistance by heteroatoms also contrib-
uted to rapid reactions of cyclooctynes with endocyclic sul-
famates (SNO-OCTs, Fig. 65 and 69).322 SNO-OCT 1 (Fig. 65) 
demonstrated 36-fold higher reactivity than OCT and was 
slightly faster than DIFO. In this design, the heteroatoms at 
the propargylic (R1 in Fig. 69) and the homopropargylic (X 
in Fig. 69) positions had a positive impact on stability and 
reactivity demonstrating that stereoelectronic effects could 
be utilized to relieve ring strain. SNO-OCT 1-4 were used for 
postpolymerization modifications323 and recently were 
shown to be rapidly internalized by mammalian cells and 
remain functional in the cytosol for live-cell labeling exper-
iments.324 For a more in-depth look into stereoelectronic as-
sistance in the context of cyclooctynes, readers are directed 
to a review focused on such a concept.310  
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Figure 69. Strained cyclooctynes containing a sulfamate back-
bone show that inclusion of heteroatoms has a positive impact 
on and allows for tuning both stability and reactivity, where 
electronic effects could relieve ring strain. 

 

 

4.5.4. Combining Stereoelectronic Effects with Ring Strain 

 

The effect of the position of phenyl rings in the cyclooctyne 
ring on the reaction with methyl azide was investigated. 
Monobenzocyclooctynes (MOBOs, Fig. 65) that differ in the 
position of the fused benzene ring result in MOBOs with dif-
ferent alkyne angle strains.310 However, the rates of the 1,3-
dipolar cycloaddition reaction with azides did not correlate 
with ring strain within the MOBO series.310 Given the estab-
lished effects of both ring strain (see section 4.5.2) and ste-
reoelectronic effects (see section 4.5.3) on alkyne reactivity, 
it is plausible that cycloalkyne reactivity is controllable by 
combining effects of both ring strain and electronics.  

 

Indeed, evidence of success can be seen with the introduc-
tion of TMTH (Fig. 65).325 While long believed that eight-
membered rings are the smallest cycloalkynes that could be 
isolated, TMTH is a stable seven-membered ring. Sulfur at-
oms have been introduced into cyclooctynes (thiaOCT and 
thiaDIFBO, Fig. 65 and 4.18) previously but led to lower re-
activities than OCT and DIFO, respectively,325 because of the 
longer C-S bond, which decreases ring strain.321 However, 
because of the longer C-S bond, TMTH was synthetically ac-
cessible, which regains the lost strain energy. Furthermore, 
while sulfur is a weak σ-acceptor, the endocyclic placement 
of a sulfur atom allows TMTH to still benefit from hypercon-
jugative assistance (Fig. 68). TMTH is ~1,700-fold more re-
active than OCT (k2 = 4.0 M-1 s-1, rt, MeCN; Fig. 70).325 TMTH 
is an example of the cooperative use of strain and electronic 
activation to allow for impressive rate enhancements and is 
a route worth exploring further. TMTH has been used for la-
beling purposes in cell lysates and on azide-functionalized 
proteins in vitro.325  

 

 

Figure 70. Introducing an endocyclic sulfur atom, while a weak 
σ-acceptor, allows for stereoelectronic assistance and due to 
the longer bond length for C-S bond compared to that of a C-C 
bond, TMTH was able to be synthesized contributing high 
strain energy. 

 

 

4.5.5. Steric Effects 

 

1,3-dipolar cycloadditions are sensitive to steric repulsions 
in the transition state. While increasing strain by fusing aryl 
rings to the cycloalkyne clearly increased reactivity (see 
4.5.2), the “flagpole” hydrogen atoms ortho to the aryl/cy-
clooctyne ring junction were predicted by Goddard et al. to 
cause steric interference with the azide in the transition 
state.326 The increase in reactivity of DIBO and BARAC re-
flects a shifted balance towards the rate-enhancing effect of 
aryl ring fusion over that of the rate-diminishing effect from 
steric hindrance.  

 

A study conducted on various BARAC structures gave in-
sight into the effects of sterics on cyclooctyne reactivity (15-
24, Fig. 71).327 Compared to the parent compound 1 (k2 = 
0.9 M-1 s-1; kinetics were measured in MeCN at room tem-
perature), compounds with two hydrogens as “flagpole” 
substituents (structures 16-21 in Fig. 71) exhibited rate 
constants that varied within experimental error. However, 
compounds with a fluoro or methyl “flagpole” substituent 
ortho to the alkyne displayed one to two orders of magni-
tude decreases in their rates relative to  
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Figure 71. BARAC analogues tested to determine effects of 
strain on cycloaddition rates with benzyl azide 

compound 15 (k2(22) = 5.8 × 10-2 M-1 s-1 (CD3CN), k2(23) = 
1.9 × 10-3 M-1 s-1 (CDCl3), k2(24) = 9.0 × 10-4 M-1 s-1 (CDCl3)). 
Computational calculations using the distortion/interaction 
model (see section 2.3) show that the flagpole substituents 
require additional distortion in the transition states for the 
reaction to occur, explaining the reduced reaction rates of 
compounds 22-24 relative to 15-21. The proximity of the 
substituent to the alkyne and its geometry relative to the in-
coming azide requires a higher degree of distortion of the 
cyclooctyne in the transition state (Fig. 72). Calculated tran-
sition states for reactions between methyl azide and com-
pound 15 or 23 show how the methyl group in compound 
23 causes unfavorable steric interactions with the incoming 
azide (Fig. 72).327 

 

 

Figure 72. Flagpole methyl substituents sterically hinder the 
transition state. a) Front and side views of the transition state 
of the reaction of BARAC 15 (Fig. 71) with methyl azide; b) 
Front and side views of the transition state of the reaction of 
BARAC 23 (Fig. 71) with methyl azide. Transition states were 
modeled using B3LYP/6-31G(d). (Adapted with permission 
from Ref. 328. Copyright 2012 American Chemical Society). 

 

4.5.6. Dipolarophile Stability 

 

Increasing the reactivity of dipolarophiles either by (ste-
reo)electronic effects or augmented ring strain comes at the 
detriment of making the cycloalkynes susceptible to side re-
actions. Rigidified cyclooctynes (DIBO, BCN, BARAC) form 
covalent bonds with biological functionalities and espe-
cially thiols, which limits their potential use in biological 
systems (Fig. 73).328 Compounds that include both higher 
ring strain and electronic effects like DIFBO (Fig. 65) are 
unstable and undergo spontaneous trimerization in solu-
tion (Fig. 73).329 Moreover, highly reactive strained cycloal-
kynes such as TMTH can undergo hydrogen transfer reac-
tions with alcohols, amines, and thiols (Fig. 73).330 Attempts 
to increase the ring strain of cycloalkynes beyond that of 
TMTH may lead to incompatibility in biological settings. 
However, the SNO-OCTs offer the benefits of fast reaction 
kinetics and high stability in the presence of glutathione 
(see section 4.5.3).322 The inclusion of the heteroatoms in 
the ring of SNO-OCTs attribute to the higher stability by 
lessening the strain imposed in the ring while also enforcing 
electronic activation to allow for considerable rate acceler-
ation. It is pertinent to continue the development of dipolar-
ophiles that balance reactivity, stability, and specificity for 
use in bioorthogonal contexts. 

 



 

 

47 

 

Figure 73. Routes of dipolarophile deactivation. a) nucleo-
philic addition by endogenous biological nucleophiles, espe-
cially from thiols (thiol-yne reaction); b) Reported spontane-
ous trimerization of DIFBO in solution; c) Reported hydrogen 
transfer reaction on TMTH from alcohols, amines, and thiols 

 

 

4.5.7. Photoactived Azide-Alkyne Cycloadditions 

 

As with photoactivatable 1,3-dipoles (nitrile imines, see 
section 4.4.4), photoactivatable dipolarophiles are being de-
veloped for bioorthogonal chemistry to access higher spa-
tial and temporal control of the labeling of the target sub-
strates. It has been long known that single331, 332 or two-pho-
ton excitation333 of cyclopropenones results in the for-
mation of the corresponding acetylenes. From that prece-
dence, the groups of Boons and Popik introduced cycloal-
kynes caged with cyclopropenone groups that dissociate 
upon irradiation with UV light to the bioorthogonal commu-
nity (Fig. 74).334 Such an approach has been altered to cage 
otherwise unstable dipolarophiles so that they can be re-
leased by photoirradiation for the rapid reaction with avail-
able 1,3-dipoles. For example, the two fastest 1,3-dipolar cy-
cloaddition reactions reported to date involve photoactivat-
able dipolarophiles (Klan and Popik, Fig. 65).335, 336 Klan et 
al. reported a dibenzosilacyclohept-4-yne photochemically 
generated in situ from its corresponding cyclopropenone 

derivative. The Klan dipolarophile upon photogeneration 
was shown to react with benzyl azide with a rate constant 
of 22.5 M-1 s-1 (Fig. 74).335 The cyclopropenone precursor 
was stable in water for 72 h and the 1,3-dipolar cycloaddi-
tion reaction was shown to proceed in aqueous media. 
While the authors suggest possible use in a bioorthogonal 
context for labeling purposes, this capability remains un-
tested. Additionally, Popik et al. presented a triazole fused 
dibenzocyclooctyne that reacted with butyl azide with a 
rate constant of 34 M-1 s-1 (Fig. 74).336 The triazole fused 
dibenzocyclooctyne was accessed with sequential photoac-
tivation and SPAAC. Such a strain-promoted “double-click” 
reaction was first introduced by Hosoya et al. using the 
Sondheimer diyne (Fig. 65), which enabled them to chemi-
cally modify an azido-biomolecule with a reporter azido-
molecule in studies in vitro and in living cells.337 In the study 
involving the double click reaction introduced by Popik et 
al., they were able to demonstrate the use of their system 
for in vitro protein labeling.336 However, to induce decar-
bonylation of the cyclopropenone to afford the strained al-
kyne, UV light ranging from 300 – 350 nm is used, which 
may pose phototoxicity issues to biological samples.  
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Figure 74. Cyclopropenones and the corresponding strained 
cycloalkynes upon photoactivation 

 

 

4.5.8. Reactions with Strained Alkenes 

 

While the previous sections mainly discussed the 1,3-dipo-
lar cycloaddition of alkynes, 1,3-dipoles also react with al-
kenes. Huisgen compared the rate constants for 1,3-dipolar 
cycloadditions of various 1,3-dipoles onto double and triple 
C-C bonds by reacting them with styrene and phenylacety-
lene, respectively.245 For the most part, the reaction rates 
were comparable. For example, phenyl azide reacted 1.4 
times faster with styrene than with phenylacetylene.245 
However, the reaction between azides and alkenes forms 
1,2,3-triazoline heterocycle adducts that are unstable in 
aqueous conditions.338, 339  

 

The triazoline heterocycle could not be isolated. Instead, a 
rearrangement rapidly occurs to release diatomic nitrogen 
and leads to imine intermediates (Fig. 75).339 In the pres-
ence of water, the imine products are labile to hydrolysis, 
and the reaction of alkenes with azides is therefore of lim-
ited use for labeling and bioconjugation applications. How-
ever, the instability of the 1,2,3-triazoline intermediate to-
wards the formation of the imine compounds makes it at-
tractive for click-to-release applications (see section 4.6). 
Suitable for bioconjugation purposes, route c leads to an 
aziridine compound (Fig. 75). In one account, aziridination 
of norbornenes in reactions with electron-deficient sulfonyl 
azides has been employed for bioconjugation purposes.340  

 

In reactions with other 1,3-dipoles, the lability of the 1,2,3-
triazoline is not an issue. For example, the reaction between 
cyclic nitrones and cyclooctenes to form isoxazolidine prod-
ucts have been used in metabolic labeling of bacteria with 
unnatural amino acids341 and the reaction between nitrile 
oxides and norbornene to form isooxazoline products has 
been used for the functionalization of oligodeoxyribonucle-
otides.342, 343 However, reaction rates with strained alkenes 
are typical in the same range as for reactions with strained 
alkynes, and therefore there is no strong rationale for using 
alkenes over alkynes. For example, the highly reactive 
trans-cyclooctene molecule reacts with nitrones at a rate of 
0.08 M-1 s-1 in MeOH at room temperature.341 For compari-
son, cyclic nitrones have been reported to react with DIBO 
at a rate of 3.38 M-1 s-1 in MeCN at room temperature.274 

There are however 1,3-dipoles that prefer to react with 
strained alkenes. Diazoacetamide was demonstrated to re-
act faster with ethyl acrylate (k2 = 1.6 × 10-3 M-1 s-1) than 
with ethyl propiolate (k2 = 5.8 × 10-4 M-1 s-1).286 While stud-
ied to a lesser extent in the ligation context of bioorthogonal 
chemistry, the reaction of 1,3-dipoles with alkenes has 
therefore gathered more attention in bioorthogonal disso-
ciative studies. 
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Figure 75. 1,3-dipolar cycloaddition between an azide and cy-
clooctene resulting in imine products that are labile under 
aqueous conditions. 

 

 

4.6. Linking 1,3-Dipolar Cycloadditions to a Release Step 

 

The reaction between an azide and oxanorbornadiene was 
the first demonstration of a 1,3-dipolar cycloaddition reac-
tion to feature a release of a molecule.344, 345 Trifluorome-
thyl-substituted oxanorbornadienes reacts with azides and 
undergoes a tandem 1,3-dipolar cycloaddition to form a la-
bile triazoline intermediate, followed by a retro-Diels-Alder, 
expelling furan, leading to the final formation of a stable 
1,2,3-triazole linkage.  

 

The first dissociative bioorthogonal reaction based on a 1,3-
dipolar cycloaddition step to release structurally diverse 
payloads was based on the reaction between aryl azides and 
trans-cyclooctene (TCO).346 Gamble et al. designed a para-
azidobenzyloxycarbonyl molecule (25, Fig. 76a and 76b) 
that upon reacting with TCO (28, Fig. 76a and 76c) formed 
a 1,2,3-triazoline intermediate. As mentioned in section 
4.5.8, such intermediates are labile in the presence of water 
and undergo rapid rearrangements to form an imine. The 
imine further hydrolyzes to afford p-aminobenzyloxycar-
bonyl (PABC), which is a well-established self-immolative 
linker that releases leaving groups by 1,6-elimination (Fig. 
76a).347, 348  

 

In dissociative bioorthogonal reactions, both the rate of cy-
cloaddition and the rate of hydrolysis of the ensuing labile 

intermediate affect the release of caged molecules.12 Tuning 
of the reactants allowed making both the bimolecular reac-
tion and the release step rapid. First, addition of fluorine at-
oms on the aryl azide improves reactivity towards alkenes 
(Fig. 76b).349 The reaction of aryl azides and alkenes falls 
under a type II 1,3-dipolar cycloaddition and therefore 
changes to reduce the energy gap between the LUMO of the 
dipole and the HOMO of the dipolarophile are expected to 
accelerate the cycloaddition. It was established previously 
in various studies that aromatic azides react faster with 
electron-rich dipolarophile partners (see section 4.4.1).244  
Indeed, the LUMO-lowering effect of fluorines on the phe-
nylazide group decreased the energy gap to TCO’s HOMO, 
which translated into a faster reaction.349 In a PBS:MeCN 
(18:1) solution, 26 (Fig. 76b) reacted with a highly strained 
cis-dioxolane-fused trans-cyclooctene (29, Fig. 76c) at a bi-
molecular rate of 4.9 M-1 s-1.350 However, the fluorines de-
terred the rate of elimination by stabilizing the intermedi-
ates.350 PABC-type linkers have shown to benefit from a 
faster release when containing a benzylic methyl substitu-
ent because of the stabilization of the buildup of positive 
charge in the transition state.348, 351, 352 With the combination 
of aryl azide 27 (Fig. 76b), Gamble et al. achieved rapid bi-
molecular kinetics and release from tetrafluorobenzyloxy 
type linkers within an hour (t1/2 = 54 min) and maximum 
release (94%) after 146 min.350 
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Figure 76. Release reaction based on the 1,3-dipolar cycload-
dition between an aryl azide and cyclooctene. a) Proposed 
mechanism for the decaging of molecules following the 
bioorthogonal 1,3-dipolar cycloaddition reaction; b) repre-
sentative structures of aryl azide self-immolative linkers used 
in these studies; c) representative structures of TCO deriva-
tives used in these studies. 

 

Another 1,3-dipolar cycloaddition reaction that has been 
adapted for release purposes is the cycloaddition between 
sydnones and alkynes (see section 4.4.6). The original reac-
tion contains an innate release step as after the initial cy-
cloaddition to form a bicyclic intermediate, a retro [4+2] cy-
cloreversion occurs to expel carbon dioxide (Fig. 77a).353 
Taran et al. modified the sydnone structure to an iminosyd-
none to instead expel acyl isocyanates.354 Water spontane-
ously hydrolyzes the acyl isocyanate, which is followed by 
decarboxylation to form a urea molecule (Fig. 77b).  

 

As mentioned in section 4.4.6, 4-halogen substituents on the 
sydnone accelerate the cycloaddition reaction with strained 
alkynes.302, 303 For example, a sydnone with a bromine atom 
at the 4-position reacted 16-fold faster with BCN (k2 = 3.73 
M-1 s-1; PBS at room temperature) than the  original sydnone 
(Fig. 77c).355 It will be interesting to explore iminosydnones 
that have a fluorine atom at the 4-position to determine 
whether such a substituent will lead to dramatic rate accel-
erations as demonstrated with sydnones (see section 4.4.6). 
An alternative design involving sulfonyl-modified 
iminosydnones allowed for the release of sulfonamides.356 
Instead of expelling acyl isocyanate as in Taran’s design, 
such sulfonyl-modified iminosydnones expel sulfonyl isocy-
anate, which is also highly unstable in aqueous media and 
quantitatively undergoes decarboxylation to form the de-
sired sulfonamide.  

 

 

Figure 77. Release reaction based on the 1,3-dipolar cycload-
dition between a sydnone and cyclooctyne. a) Mechanism for 
the sequential 1,3-dipolar cycloaddition of sydnones to alkynes 
followed by the spontaneous retro [4+2] reversion to release 
CO2; b) mechanism for the release of urea structures from 
iminosydnones; following cycloreversion, the resulting acyl 
isocyanate spontaneously undergoes hydrolysis and decarbox-
ylation to form the urea; c) representative halogen substituted 
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(4-Br) iminosydnone, 30, demonstrating faster kinetics (in PBS 
with 1% DMSO, room temperature) over its non-halogen sub-
stituted (4-H) counterpart, 31. 

 

 

4.7 Summary of Bioorthogonal 1,3-Dipolar Cycloadditions 

 

Reactions of dipoles and alkenes/alkynes are widely used in 
bioorthogonal chemistry. The availability of several bio-
compatible dipoles has led to a diverse range of chemistry. 
Similarly, mechanistic knowledge has led the design of nu-
merous strained cycloalkyne rings with greatly enhanced 
reactivity over the first-generation cycloalkyne reagents. 
Despite these extensive efforts 1,3-dipolar cycloadditions 
are orders of magnitude slower than the fastest IEDDA re-
actions. The compactness of some of the dipoles and in par-
ticular the azide group is an advantage for applications in 
which the bulky substituents are problematic. 

 

5. STAUDINGER REACTION 

 

The conversion of organic azides and phosphines into 
iminophosphoranes is a classic reaction in synthetic organic 
chemistry that was first reported by Meyer and Staudinger 
in 1919.357 Iminophosphoranes are important synthetic in-
termediates that for example, can be hydrolyzed to primary 
amines or react with carbonyl compounds in the aza-Wittig 
reaction.358 The absence of azides and phosphines from liv-
ing organisms and their high chemoselectivity against most 
biomolecules have made the Staudinger reaction one of the 

most widely pursued bioorthogonal transformations.1, 19 
The Staudinger reaction proceeds through a series of inter-
mediates in steps that are each sensitive to structural mod-
ifications. The resulting possibility to diverge the reaction 
in different directions has yielded several modified versions 
of the Staudinger reaction that are relevant to use with bio-
molecules. A detailed account on the scope of the Staudinger 
reaction can be found in a recent review.25 

 

 

5.1 Mechanism of the Staudinger Reaction 

 

Several rigorous studies have provided detailed insights 
into the mechanism of the Staudinger reaction. The initial 
bimolecular reaction of organic azides and phosphines gen-
erates a phosphazide intermediate, which in a second step 
proceeds to the iminophosphorane (also known as phos-
phane imide, phosphine imide, and phosphorus aza-ylide) 
with concomitant release of nitrogen gas (Fig. 78).248, 359 Hy-
drolysis of the iminophosphorane provides the primary 
amine and phosphine oxide.360 The transition state energies 
of the three steps are of comparable magnitude and depend 
on the structures of the reagents. Chemical modifications of 
both the azide and phosphine allow fine tuning of the reac-
tion. Understanding the mechanistic principles and the ef-
fect of substituents on the kinetics of the individual steps is 
therefore critical to design modified versions of the 
Staudinger reaction for applications with biomolecules. Key 
principles for each step are provided below.  
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Figure 78. Mechanism of the Staudinger reaction. a) Intermediates and transitions states for the conversion of azides and phos-
phines to iminophosphoranes. b) Energy profile of the reaction of PH3 and N3H calculated using density functional theory. (Adapted 
with permission from Ref. 248. Copyright 2004 American Chemical Society). 

 

5.2 Bimolecular Step of the Reaction of Phosphines and Az-
ides 

 

5.2.1 Phosphazide Intermediate 

 

The initial step of the Staudinger reaction is the attack of the 
phosphine lone pair onto the terminal Nα nitrogen of the az-
ide group (Fig. 78a). Computational studies revealed that 
the cis-phosphazide forms preferentially (Fig. 78b).248, 361, 

362 DFT calculations predicted the transition-state free en-
ergy for the cis-isomer to be 25 kcal mol-1 lower than for the 
trans-isomer.248 Interactions between the juxtaposed phos-
phorus and Nγ nitrogen atoms stabilize the cis-intermedi-
ate.248 A further disadvantage with the trans-isomer is that 
it requires a bond-rotation step to arrange the atoms for the 
subsequent cyclization step (Fig. 78b). The bimolecular 
step is reversible, and the phosphazide is in equilibrium 
with the phosphine and the azide.363 To give an idea of the 
stability of the phosphazide, the thermodynamic 

parameters for the formation of the cis-phosphazide from 
tricyclohexylphosphine and 1-adamantylazide have been 
reported as ΔH = -18.7 kcal mol-1 and ΔS = -52.5 kcal mol-1 
K-1.364 

 

 

5.2.2 Electronic Substituent Effects 

 

The substituent effects of the bimolecular step are intuitive 
when considering it as a polar reaction of the phosphine 
lone pair and the terminal azide nitrogen. Substituents that 
increase the electron-density on the phosphine or reduce 
the electron-density of the azide are anticipated to acceler-
ate the reaction. Consequently, electron-donating phos-
phine substituents and electron-withdrawing azide modifi-
cations favor the Staudinger reaction. 

 

Experimental results confirmed the predicted electronic ef-
fects of phosphine substituents on the reaction. The 
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logarithm of the second order rate constant of the reaction 
of phenyl azide with variable trivalent phosphorus com-
pounds correlated with Taft’s polar parameter σ* (see sec-
tion 2.1),365 which is in agreement with a buildup of positive 
charge on the phosphorus atom in the transition state.248, 361, 

362 For the reaction of phenyl azide with triarylphosphines, 
the slope of the rate constants to σ* was -2.43, which corre-
sponds to a Hammett reaction parameter of ρ = -0.73 (ben-
zene, 25 °C).365 The same reactivity trend was observed for 
compounds with one or more oxygens linked to the phos-
phorus (instead of three carbon-based substituents);365, 366 
however, the slope was offset by an increase in free energy 
of activation of 1.93 kcal mol-1. Trialkylphosphines react 
several-fold faster than triphenylphosphine (PPh3), possi-
bly because of the lack of conjugation of the phosphorus 
atom.365 

 

Studies confirmed that the reactivity towards phosphines 
increases with decreasing electron density on the azide. The 
reaction of PPh3 with aryl azides yielded a Hammett reac-
tion parameter of ρ = 1.25 with regard to aryl azides, which 
corresponds to a ~10-fold rate enhancement from phenyl 
azide to 4-nitrophenyl azide (benzene, 25 °C).359 Likewise, 
azidodifluoroacetamides react about 1000-fold faster than 
an unfluorinated alkyl azide (Fig. 79).367 This trend reflects 
the ability of electron-withdrawing substituents to stabilize 
the increased negative charge on the Nγ position in the 
cisTS transition state.248, 361, 362 The observation that acyl az-
ides and sulfonyl azides react several orders of magnitude 
faster than aryl azides further supports the effect of elec-
tron-withdrawing groups on the kinetics.368 Remarkably, 
aryl azides form phosphazides more readily than alkyl az-
ides.367 In fact, phosphines can chemoselectively reduce aryl 
azides in the presence of their aliphatic counterparts.369 In-
creased conjugation in the phosphazide-like transition 
state248 relative to the initial azide molecule may explain the 
kinetics difference between aryl and alkyl azides. 

 

 

 

Fig. 79. Influence of azide structure on the rate of the reaction 
with phosphines. 

 

5.2.3 Steric Substituent Effects 

 

The bimolecular reaction of azides and phosphines is rather 
insensitive to sterics, in contrast to the pronounced elec-
tronic substituent effects. Trivalent phosphorus com-
pounds with bulky substituents readily react with azides. 
For instance, replacing methyl in P(OMe)3 by adamantyl 
groups leaves the rate of the reaction nearly unchanged.366 
The effect of steric crowding on the azide is more pro-
nounced than for the phosphines. Ortho-substituted phenyl 
azides react slower with PPh3 than those substituted at the 
meta- and para-position.359 The reactivity towards phos-
phines also decreases from primary, to secondary and ter-
tiary azides,370 and certain sterically encumbered azides are 
unreactive to PPh3.371  

 

 

5.2.4 Solvent Effects 

 

Polar solvents slightly accelerate the reaction of azides and 
phosphines indicating a modest buildup of charge in the 
transition state. Phenyl azide reacts with PPh3 at 25 °C 
about 3.2-fold faster in DMSO than in benzene.359 Protic sol-
vents disproportionally accelerate the reaction relative to 
the dielectric constant372 indicating that hydrogen bonds 
may stabilize the transition state. 

 

 

5.2.5 Designing Fast Staudinger Reactions 

 

Implementing the aforementioned substituent effects (see 
5.2.2) makes it possible to design fast-reacting Staudinger 
reaction substrates. Such structural changes can overcome 
one of the most important drawbacks of the reaction of alkyl 
azides with PPh3, which is that it is among the slowest 
bioorthogonal transformations.9  

 

One approach to enhance reaction rates is to increase the 
electron-density on the phosphorus atom. The practical 
value of enhancing the reactivity of phosphines to acceler-
ate Staudinger reactions, for example in the form of trial-
kylphosphines or triarylphosphines with electron-donating 
substituents, is mitigated by the increased air sensitivity of 
such phosphorus compounds.23, 373, 374 Oxidative deactiva-
tion of phosphines is especially problematic in biological 
samples because thiols catalyze their oxidation. For exam-
ple, PPh3 derivatives are stable for hours in plain buffer,375, 

376 but are oxidized rapidly to the phosphine oxide in the 
presence of the disulfide of dithiothreitol,376 which rapidly 
forms in the presence of air.  
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As an alternative, several groups have explored electron-de-
ficient azides for fast bioconjugation based on the 
Staudinger reaction,369, 377-380 and 2,3,5,6-tetrafluorophenyl 
azides have proven to be especially reactive.379, 381 A tetra-
fluorophenyl azide with a para-carboxamide group reacted 
with a substituted triphenylphosphine derivative at a rate 
of k2 = 139 M-1 s-1 under physiological conditions (PBS, pH 
7.4, room temperature),367 which compares favorably to 
other widely-used bioorthogonal reactions (Fig. 79).9, 382 
Within the tetrafluorophenyl azide series, electron-with-
drawing substituents increased the reactivity (Hammett re-
action parameter: ρ = 0.43),381 although the effect is weaker 
than for the parental phenyl azides.359 The high reaction 
rate of halogenated phenyl azides is especially significant 
because iminophosphoranes generated from electron-defi-
cient azides are inert to hydrolysis (see section 5.4).377-379, 

381 Therefore, the reaction of tetrafluorophenyl azides with 
phosphines is attractive for bioconjugation applications. Ar-
omatic azides with electron-withdrawing substituents are 
also unusually reactive towards thiols undergoing reduc-
tion to the amine.380 This characteristic is important to con-
sider when designing azide-based photoaffinity probes,383 
and it is advantageous for aryl azide-based sensors of hy-
drogen sulfides384 because the signal response is rapid.380, 

385 

 

In summary, the bimolecular reaction of organic azides and 
phosphines generates phosphazide intermediates and this 
step is often rate-limiting. Electronic effects strongly modify 
the rate of this step and electron-deficient aromatic azides 
react especially rapidly with phosphines and generate sta-
ble adducts. 

 

 

5.3 Conversion of Phosphazides to Iminophosphoranes 

 

The second step on the trajectory of the phosphine-medi-
ated transformation of organic azides to amines is the con-
version of the initial phosphazide intermediate to the 
iminophosphorane (Fig. 78).248, 386 Although this step is 
generally rapid relative to the initial bimolecular reaction, it 
can become rate-limiting depending on the structure of the 
reactants.359, 386 There are many examples of phosphazides 
that are stable enough for structural analysis.363 These in-
termediates can be chemically trapped, and stalled phos-
phazides can participate in diverse reactions. 

 

 

5.3.1 Overall Mechanism 

 

The conversion of the phosphazide to the iminophospho-
rane is a two-step process according to theoretical studies 
(Fig. 78).248 First, the geometry of the cis-phosphazide pro-
motes the formation of a bond between the phosphorus and 
the Nγ azide atom to generate a four-membered ring inter-
mediate. This non-planar cyclic structure rapidly extrudes 
nitrogen in a second step. The energy levels of the transition 

states of the bond-forming/breaking processes and the cy-
clic intermediate are very close. The cyclic intermediate is 
therefore experimentally undetectable, and the formation 
of the P-Nγ bond controls the rate of the reaction step.248  

 

 

5.3.2 Electronic Substituent Effects 

 

The cyclization involves interaction of the phosphorus-cen-
tered LUMO with the Nγ-localized HOMO and is associated 
with a decrease of polarity in the transition state. This 
mechanism implies that substituents that increase the elec-
tron density on the Nγ atom and those that decrease the 
electron density on the phosphorus favor the cyclization 
step. Leffler and Temple reported a modestly negative Ham-
mett reaction parameter of ρ = -0.19 for substituted phenyl 
azides and a Hammett parameter of  ρ = 0.43 with regard to 
triarylphosphine substituents.359 The electronic effects on 
the intramolecular steps are therefore less pronounced 
than those for the bimolecular reaction (see section 
5.2.2).359, 365 However, the sensitivity of the cyclization step 
on the electronic properties of the phosphines become 
more pronounced for electron-deficient azides. For exam-
ple, in case of 2,3,5,6-tetrafluoro-4-methylcarboxyphenyl 
azide the cyclization of the phosphazide formed with PPh3 
occurred 8-fold faster compared to P(4-MeOC6H4)3.378 Az-
ides with bulky and/or strongly electron-withdrawing sub-
stituents are privileged to form stable phosphazides be-
cause cyclization is disfavored. For instance, the phosphaz-
ide of diphenylcyanomethyl azide and PPh3 could be iso-
lated even though it adopted the cis-conformation that fa-
vors conversion to the iminophosphorane (Fig 80a).387 

 

 

Figure 80. Examples of X-ray crystal structures of isolatable 
phosphazides. a) The phosphazide formed from diphenylcy-
anomethyl azide and triphenylphosphine adopted the cis-con-
formation. b) The phosphazide formed from ethyl 4-azidoben-
zoate and APhos adopted the trans-conformation.  

 

 

5.3.3 Steric Substituent Effects 
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The size of phosphine substituents strongly affects the cy-
clization step, contrasting the relative insensitivity of the bi-
molecular reaction of azides and phosphines to sterics.366 
The dependency of the cyclization rate on the bulkiness of 
the substituents is intuitive in light of the crowded transi-
tion state.248 For instance, the reaction of 4-methylcarboxy-
phenyl azide with tributylphosphine (THF/H2O, 10/1; rt, 12 
h) quantitatively yielded the aniline, whereas the yield for 
tricyclohexylphosphine dropped to 26%, and tri-tert-bu-
tylphosphine formed no product.369 There are numerous ex-
amples of stable phosphazides generated from phosphines 
with bulky substituents.363 In particular, two tert-butyl 
groups such as in bis-(tert-butyl)phenyl phosphine com-
pletely block iminophosphorane formation by generating 
stable trans-phosphazides (Fig. 80b), whereas substantial 
product formation occurs with phosphines with a single 
tert-butyl group.388 

 

 

5.3.4 Phosphazides as Protecting Groups for Azides 

 

Hosoya et al. exploited the aforementioned substituent ef-
fects (see  sections 5.3.2 and 5.3.3) to design azide protect-
ing groups.388 Aryl azides could be trapped as phosphazides 
by exposure to bis-(tert-butyl)phenyl phosphine and block 
the 1,3-dipolar cycloaddition with strained alkynes. Be-
cause phosphazides are in equilibrium with the free azide, 
it was necessary to stabilize the complex by incorporating 
electron-donating phenyl substituents to prevent residual 
reaction. [4-(Dimethylamino)phenyl]bis(tert-butyl)phos-
phine (APhos) completely protected azides from 1,3-dipo-
lar cycloaddition with strained alkynes, and it was possible 
to chemoselectively protect aryl azides in the presence of 
alkyl azides (Fig. 81). Treatment with S8 conveniently re-
moved the phosphazide protecting group. Such an azide 
protecting group will be of great value in bioorganic chem-
istry, for example in multi-labeling applications. While the 
use of sulfur is incompatible with living organism, such an 
approach may be used for selective modification of biomol-
ecules. The reversibility of phosphazide formation opens 
additional opportunities for future developments in bioor-
ganic chemistry. 

 

Figure 81. Protecting azides as phosphazides.  

 

In conclusion, bulky substituents hinder the cyclization step 
required to convert phosphazides into iminophosphoranes. 
This effect can be used to form chemically reversible azide 
adducts, for example as protecting groups.   

 

 

5.4 Iminophosphorane Hydrolysis 

 

5.4.1 Controlling the Hydrolysis of the Iminophosphorane 
Intermediate: Rapid Formation of Amines or Generating 
Stable Adducts 

 

Bioorthogonal reactions are typically performed in water, 
which in the case of the Staudinger reaction can lead to the 
hydrolysis of the iminophosphorane to amines and phos-
phine oxides.386 The inertness of iminophosphoranes to wa-
ter varies widely. Depending on the application of interest, 
rapid generation of the amine or the formation of stable 
iminophosphorane linkages is desired. For example, phos-
phine-responsive reporter probes based on azide-contain-
ing fluorophores have been reported and implemented in 
detection schemes.374, 389, 390 The electronic changes associ-
ated with reduction of an azide (Hammett substituent pa-
rameters:391 σm = 0.37, σp = 0.08) to the primary amine 
(Hammett substituent parameters:391 σm = -0.16, σp = -0.66) 
can induce readily detectable fluorescence turn-on sig-
nals.384 In such applications, rapid and quantitative release 
of the amine is advantageous. This need is particularly evi-
dent in the detection of nucleic acid markers with template-
mediated probes,392 because stable linkages prevent the 
dissociation of the strands and signal amplification.393, 394 On 
the other hand, in cases where stable iminophosphorane 
linkages are preferred, such as for bioconjugation applica-
tions, it is necessary to suppress its hydrolysis (see section 
5.4.4). Understanding the mechanism and kinetics of imino-
phosphorane hydrolysis is therefore important for 
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designing modified Staudinger reactions for uses in biology 
and bioorganic chemistry. 

 

 

 

Figure 82. Dependence of the rate of aniline formation on the 
degree of iminophosphorane protonation. Inset: relative rate of 
hydrolysis for iminophosphorane with R: -OMe and -NO2 (rela-
tive rate = k(OMe)/k(NO2)) . 

 

 

5.4.2 Mechanism of Iminophosphorane Hydrolysis 

 

Kim et al. performed a detailed kinetics analysis of the hy-
drolysis of N-aryliminotriphenylphosphoranes.360 The pH-
dependence of the iminophosphorane hydrolysis was de-
termined for five phenyl azides reacting with PPh3 (Fig. 82). 
In all experiments, the reaction followed a unimolecular 
rate law. The hydrolysis rate was constant above pH 8 and 
increased with hydronium concentration before leveling off 
at pH 3-5 depending on the pKa of the iminophosphorane 
(Fig. 82). This kinetics profile implicates a mechanism that 
involves the protonation of the iminophosphorane followed 
by attack of water or hydroxide and elimination of phospho-
rus oxide and the free amine (Fig. 83).  

 

At high pH, protonation of the iminophosphorane by water 
is the limiting step resulting in a constant rate. Hydroxide 
attacks the phosphonium ion and the pentavalent interme-
diate disintegrates rapidly. At lower pH, the rate of the re-
action becomes proportional to the fraction of protonated 
iminophosphorane. Water attacks the phosphonium and in-
duces its decomposition. In case of the hydrolysis from the 
protonated iminophosphorane, attack of water is rate limit-
ing if the general base concentration is high, whereas in the 
absence of general base the deprotonation step becomes 
rate limiting. 

 

 

Figure 83. Mechanism of iminophosphorane hydrolysis.  

 

 

 

5.4.3 Effects of Phosphine and Azide Structure on Hydroly-
sis 

 

The phosphine structure markedly influences the kinetics 
of iminophosphorane hydrolysis. Phenyl azides reacting 
with triphenylphosphines typically persist for hours in 
aqueous solution.390 This result agrees with the outlined 
mechanism (Fig. 83), because many of these iminophos-
phoranes are predominantly deprotonated at physiological 

pH (Fig. 82).360 Phosphines with electron-withdrawing sub-
stituents (tris[3,5-bis(trifluoromethyl)phenyl]phosphine 
and tri(2-furyl)phosphine395) favored the hydrolysis of the 
iminophosphoranes to the amine relative to PPh3.377 This 
observation conflicts with the proposed mechanism, which 
predicts that iminophosphorane hydrolysis decreases with 
the basicity of the iminophosphorane.360, 369 However, the 
mechanistic study by Kim et al. was limited to iminophos-
phoranes of PPh3,360 and it is conceivable that alternative re-
action mechanisms emerge as the electron density on the 
phosphorus decreases, and this possibility remains to be 
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studied. Iminophosphoranes formed from tri(n-alkyl)phos-
phines with aromatic azides readily hydrolyze in minutes in 
water.374 Steric shielding on aliphatic phosphines can stabi-
lize their iminiphosphoranes either by preventing protona-
tion or blocking attack by water.369, 377  

 

 

5.4.4 Neighboring Group Participation 

 

Persistence of iminophosphoranes from phosphines with 
aromatic groups is problematic for applications that require 
prompt amine release. Although aliphatic phosphines read-
ily liberate the amines, their use under physiological condi-
tions is limited by their ease of oxidation.374 Dithiols are also 
effective in reducing azides to amines;390, 396 however, air 
rapidly oxidizes dithiols to disulfides.397 Abe et al. exploited 
neighboring group participation to develop phosphines that 
readily reduced aromatic azides to amines (Fig. 84).398 Tri-
phenylphosphine ortho-carboxamide generated 4-(methyl-
carboxy)aniline from the corresponding azide in less than 
10 minutes and in near-quantitative yield.398 The proposed 
mechanism involved the intramolecular attack of the 
nearby carboxamide oxygen onto the phosphorus ylide fol-
lowed by breakdown of the pentavalent intermediate to re-
lease the amine and generate phosphine oxide by attack of 
water (Fig. 84). 

 

 

Figure 84. Neighboring groups accelerate the hydrolysis of 
iminophosphoranes.  

 

 

5.4.5 Inert Iminophosphoranes 

 

Research groups aimed to identify azide/phosphine combi-
nations that form biostable iminophosphorane linkages.399 
Such easily accessible reactant pairs would have favorable 
properties for applications in bioconjugation and materials 

chemistry. Based on the mechanism of iminophosphorane 
hydrolysis that involves attack of water or hydroxide on the 
protonated aza-ylide (Fig. 83),360 electron-withdrawing az-
ide substituents are predicted to slow the dissociation step. 
Indeed, electron deficient phenyl azides (e.g. tetrafluoro-
phenyl azides) formed the iminophosphoranes quantita-
tively upon reaction with PPh3, whereas methoxy-substi-
tuted phenyl azides partially hydrolyzed to the amine.377 At 
pH 8, the Hammett reaction parameter with regard to the 
phenyl azide substituents is negative (ρ = -0.63) in agree-
ment with a reduced polarity in the transition state.360 How-
ever, at pH 6 the triphenyliminophosphorane of 4-methox-
yphenyl azide hydrolyzed 230-fold faster than the aza-ylide 
of 4-nitrophenyl azide, whereas at pH 9 the relative ratio of 
the rates is only 2.2-fold (Inset in Fig. 82).360 This result es-
tablishes that the difference in iminophosphoranes proto-
nation is the primary mechanism by which azide substitu-
ents affect amine formation at neutral pH. Furthermore, ste-
ric shielding of the iminophosphorane by bulky ortho-sub-
stituents (e.g. isopropyl) hindered the hydrolysis to the 
amine.377 

 

 

Figure 85. Fast-reacting Staudinger reaction forming inert 
iminophosphoranes.  

 

Electron-deficient phenyl azides were applied to bioconju-
gation. 2,6-dichloro,377 2,6-difluoro,380 and 2,3,5,6-tetra-
fluorophenylazides378, 379 formed iminophosphoranes that 
were inert to hydrolytic dissociation (Fig. 85). An imino-
phosphorane of 2,3,5,6-tetrafluoro-4-methylcarboxyphenyl 
azide and a triphenylphosphine was stable for at least 35 
days in CD3CN/D2O (9:1).378 The stability of the linkage com-
bined with the fast kinetics of the bimolecular step (see 
5.2.4) make the nonhydrolytic Staudinger reaction attrac-
tive for applications in chemical biology and related disci-
plines as illustrated by several recent reports.367, 378, 400-402 

 

 

5.5 Summary of Substituent Effects 

 

Taken together, the mechanism of the Staudinger reaction 
allows tuning the individual steps by simple structural 
changes. These structure-reactivity trends are summarized 
in Fig. 86. The initial bimolecular step is highly sensitive to 
the electron density on the phosphine and azide, and elec-
tron-deficient aromatic azides react ~104-fold faster than 
simple alkyl azides (Fig. 79). The conversion of phosphaz-
ides to iminophosphoranes is highly sensitive to steric 
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repulsions in the transition states, and phosphines with 
bulky substituents form phosphazides that are stable in so-
lution and can even be isolated (Fig. 80). Hydrolysis of the 
iminophosphorane is controlled by the protonation of the 
aza-ylide and is therefore responsive to electronic effects on 

the azide (Figs. 82 and 83). In this way, it is possible to gen-
erate stable iminophosphorane linkages for bioconjugation 
chemistry (Fig. 85). 

 

 

 

Fig. 86. Summary of electronic and steric effects on the individual steps of the Staudinger reaction. 

 
5.6 Intramolecular Trapping of the Iminophosphorane In-
termediate 

 

The iminophosphorane is a good nucleophile and reacts 
with diverse groups.386 For example, acylating reagents 
readily react with iminophosphoranes generating amides 
and other products.403 Vilarrasa and his group pioneered 
the formation of amide bonds from azides and carboxylic 
acids mediated by phosphines in synthesis.404-406 It should 
therefore be possible to form stable conjugates by strategi-
cally placing electrophiles to trap the iminophosphorane. In 
seminal studies, Bertozzi and coworkers harnessed this 
concept to covalently label azide-containing carbohydrates 
on cells.407-409 They designed methyl 2-(diphe-
nylphosphino)benzoate derivatives that undergo a 
Staudinger reaction with azides and form stable amide link-
ages by intramolecular reaction of the iminophosphorane 
with the ester at the ortho position (Figs. 87 and 88).407 The 
phosphine could be modified with fluorophores for imaging 
purposes and linked to molecules of interest for bioconju-
gation.19, 25 This reaction, often called the Staudinger-
Bertozzi ligation, is broadly used in biological chemistry,19, 

25 and it was one of the first reactions to be applied to the 
labeling of molecules in living vertebrates.409 Analogous to 
the original 2-(diphenylphosphino)benzoate esters, a pro-
line-derived diphenylphosphine derivative410 and phos-
phines with electrophilic fluorosulfate traps411 can also un-
dergo Staudinger ligation reactions with azides (Fig. 87). 

 

 

 

Figure 87. Ligation reactions of reacting azides with phos-
phines containing electrophilic traps.  

 

 

5.6.1 Mechanism of the Staudinger-Bertozzi Ligation 

 

The mechanism and substituent effects of the Staudinger-
Bertozzi ligation have been investigated. The effects of sub-
stituents on the reaction kinetics mirror the trends ob-
served for the general Staudinger reaction (see sections 
5.2.1 and 5.2.2). Electron-withdrawing phosphine substitu-
ents slow the transformation and polar solvents have a 
modestly accelerating effect.372 The structure of the ester 
group has little effect on the overall kinetics.
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Figure 88. Mechanism of Bertozzi-Staudinger ligation. Pathway A (green): initially proposed mechanism for the conversion of the 
iminophosphorane to the amide through a oxazaphosphetane intermediate; Pathway B (orange): Revised mechanism for conversion 
of iminophosphorane to the amide through a pentacovalent phosphorane supported by X-ray structure analysis (see inset); Pathway 
C (blue): Proposed mechanism of accessing O-alkyl imidates from aromatic azides by intramolecular attack of the phosphazide on 
the ester; Pathway D: formation of stable iminophosphoranes for electron-deficient aromatic azides. 

 

 

The initial steps of the proposed mechanism follow that of 
the general Staudinger reaction, generating the iminophos-
phorane via formation of the phosphazide, cyclization, and 
loss of nitrogen (Figs. 81 and 88). An intramolecular attack 
of the nucleophilic aza-ylide onto the nearby ester gener-
ates the C-N bond of the amide. In case of bulky tert-butyl 
esters, the amine and triphenylphosphine oxide ester 
formed as side products. This observation suggests that am-
ide-bond formation and iminophosphorane hydrolysis are 
in kinetic competition. Relatedly, a proline-derived trivalent 
phosphorus compound  (Fig. 87) required more reactive 
phenolic esters and thioesters for amide bond formation to 
occur.410 Therefore, the electrophilicity of the ester group 
and the nucleophilicity of the iminophosphoranes appear to 
influence the rate of amide bond formation. 

  

In water, the Staudinger-Bertozzi ligation proceeded di-
rectly to the amide. However, an intermediate with a 31P 
NMR signal at -54.47 ppm was observed in MeCN containing 
substoichiometric amounts of water.408 Initially, this inter-
mediate was interpreted as a bridged bicyclic 

oxazaphosphetane species according to an aza-Witting 
mechanism (Pathway A in Fig. 88).408 Subsequent X-ray 
crystallography analysis revealed that the intermediate in-
stead was a pentacovalent phosphorane with an axial meth-
oxy group bound to the phosphorus (inset in Fig. 88).372 Ac-
cordingly, the nucleophilic attack is likely followed by de-
composition of the tetrahedral intermediate, attack by wa-
ter in aqueous solution, and ring opening to generate the fi-
nal product containing an amide linkage and a phosphine 
oxide moiety (Pathway B in Fig. 88).  

 

 

5.6.2 Staudinger Ligation with Aromatic Azides 

 

Studies revealed that there are differences between the 
Staudinger ligation reaction mechanisms for alkyl and aryl 
azides. Rajski et al. reported that certain aryl azides reacting 
with 2-(diphenylphosphino)benzoate esters form O-alkyl 
imidates instead of amides and that such imidates could be 
inert to hydrolysis (Fig. 88).412 In contrast, Bertozzi et al. 
observed the rapid formation of iminophosphoranes from 
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the reaction of ortho-substituted triphenylphosphine esters 
and aryl azides.372 The generation of the reported O-alkyl 
imidates was proposed to involve a cyclic intermediate 
formed from an intramolecular reaction of the phosphazide 
and the ester group (Pathway C in Fig. 88). An analogous 
intermediate was implicated in the conversion of an alkyl 
azide reacting with PPh3 in the presence of acetyl chloride 
to the corresponding chlorimine (not shown).403 However, 
experimental evidence for the existence of an oxaphos-
phatriazine intermediate during the formation of O-alkyl 
imidates was lacking.403 The nucleophilicity of the phos-
phazide is significantly lower than that of the iminophos-
phorane, and replacing acetyl chloride in the aforemen-
tioned study by acetic anhydride suppressed chlorimine 
formation.403 A reaction sequence going through the oxaza-
phosphetane intermediate (pathway A in Fig. 88) appears 
as a plausible alternative; such a mechanism has been pro-
posed for the generation of chlorimines from iminophos-
phoranes and acetyl chloride403 and in the formation of side 
products in the traceless Staudinger-ligation.413 Additional 
studies are needed to fully elucidate these processes. 

 

Cyclization of the iminophosphorane is the critical step to-
wards amide bond formation from aryl azides. Electron-
withdrawing substituents on phenyl azides impede the in-
tramolecular nucleophilic attack onto the ester group and 
instead generate stable iminophosphoranes (pathway D in 
Fig. 88)379 as confirmed by X-ray crystallography.378 In case 
of phenol esters, attack of the ester group has been reported 
to occur even with electron-deficient azides.367  

 

 

5.6.3 Phosphine-induced Peptide Cleavage 

Trapping of Staudinger reaction intermediates was re-
ported to lead to cleavage of amide bonds C-terminal to an 
azidohomoalanine residue in peptides and proteins (Fig. 
89).414 The reaction generated a C-terminal homoserine-
lactone ring that could be further functionalized by treat-
ment with amines.414 In the proposed mechanism, the phos-
phorus-nitrogen moiety (i.e. protonated iminophosphorane 
or phosphazide) acts as a leaving group and the peptide am-
ide bond as the nucleophile. The imidate subsequently hy-
drolyzes to the lactone ring. Direct evidence for the pro-
posed steps and intermediates is lacking, and additional ex-
periments are needed to fully elucidate how this intriguing 
reaction occurs. 

 

 

 

 

Figure 89. Phosphine-induced peptide-cleavage next to az-
idohomoalanine residues.  

 

 

5.7 O/S→N Acyl Transfer – the Traceless Staudinger Liga-
tion and Related Reactions 

 

The Staudinger-Bertozzi ligation is not traceless because it 
forms a diphenylphosphine oxide group as an integral part 
of the linker (Fig. 88).407 While such a moiety is acceptable 
for many bioconjugation applications and labeling of azido-
sugars, other implementations (i.e. chemical protein syn-
thesis415) require the sole formation of the amide bond. 
Traceless versions of the Staudinger ligation were devel-
oped to overcome this limitation.416-418  

 

Traceless Staudinger ligations rely on an auxiliary that con-
sists of an activated ester and a nearby phosphine group. An 
incoming azide reacts with the phosphine, which is followed 
by an intramolecular attack of the ester group, formation of 
the peptide bond, and hydrolytic dissociation of the auxil-
iary group.20 Several designs of such auxiliaries for traceless 
Staudinger ligations have been explored based on esters, 
phenol esters, thioesters, and thiophenyl esters (Fig 
90a).416-420  The diphenylphosphine methyl thioester is the 
most widely used group for traceless Staudinger ligations. 
Comprehensive summaries of traceless versions of the 
Staudinger ligation are available in dedicated review arti-
cles.20, 25    
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Figure 90. Mechanism of traceless Staudinger ligation.  

 

 

 

5.7.1 Mechanism of the Traceless Staudinger Ligation 

 

Rigorous studies provided detailed insights into the mecha-
nism of the traceless Staudinger ligation (Fig. 90).413 The bi-
molecular reaction of azides and ester/phosphine hybrid 
groups generates the iminophosphorane, which intramo-
lecularly attacks the ester and forms a cyclic tetrahedral in-
termediate. Breakdown of the tetrahedral intermediate and 
hydrolysis of the P-N bond yield the amide. The observation 
that the presence of H218O during the reaction led to incor-
poration of 18O to the phosphine oxide instead of the amide 
supports the outlined mechanism over an aza-Wittig like re-
action.413 NMR studies with 13C-labeled molecules con-
firmed the presence of the ring-opened intermediate 
formed by O/S→N acyl transfer with the phosphorus-nitro-
gen bond.413  

 

 

5.7.2 Enhancing the Yield of the Traceless Staudinger Liga-
tion 

 

Both the iminophosphorane and the cyclic intermediate can 
convert into different molecules, and the degree to which 
this happens affects the yield of the Staudinger ligation re-
action (Fig. 90). Iminophosphorane hydrolysis competes 
with O/S→N acyl transfer.420 Protonation of the iminophos-
phorane in aqueous buffer critically shifts the reaction away 
from amide-bond formation because it impedes with the cy-
clization step420 and at same time promotes the hydrolysis 
to the amine and phosphine oxide (see section 5.4.1). Along 

this rationale, structural modifications that lower the pKa of 
the iminophosphorane enhance the yields of the traceless 
Staudinger ligation.417, 419 Strategically placed positive 
charges (i.e. protonated dimethylaminomethyl groups)419 
reduce iminophosphorane deprotonation without decreas-
ing the nucleophilicity of the nitrogen. In this way, positively 
charged phosphine auxiliaries enhance the yields of amide-
bond formation in water.419, 421  

 

The O/S→N acyl transfer step is further sensitive to steric 
repulsions in the transition state. Initial studies used gly-
cine-derived azides and activated esters.416-418 Replacing ei-
ther of the glycine residues by alanine hindered the cycliza-
tion step and reaction yields were typically low.413 NMR 
studies provided experimental evidence for the differences 
in the reaction path; the iminophosphorane intermediate 
was barely noticeable for the glycine-glycine coupling but 
accumulated for the alanine-alanine reaction.413  

 

On the level of the cyclic intermediate, there is competition 
between the fragmentation step to the ring-opened inter-
mediate and an aza-Witting side-reaction leading to a phos-
phonamide product (Fig. 90).413 This effect can be rational-
ized by steric clash of substituents in the tetrahedral inter-
mediate that can be released by formation of the oxazaphos-
phetane intermediate by formation of a P-O bond.419 Elec-
tron-donating substituents that lower the oxophilicity of the 
phosphorus atom decrease the aza-Witting side reaction. 
For instance, p-methoxyphenyl phosphine substituents in-
creased amide synthesis yields whereas electron-with-
drawing p-chlorophenyl groups decreased them.419 
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5.7.3 Phosphine-mediated Peptide Switch 

 

Coupling the Staudinger reaction to an O→N acyl transfer 
step further allowed controlling the structure of a peptide 
(Fig. 91).422 It is known that nucleophiles in the proximity 
of an ester group can lead to acyl-transfer and the 
Staudinger reaction allows for the controlled generation of 
a nucleophile within a biomolecule. In the present example, 
the initial peptide contained an O-acyl isopeptide linkage 
that disrupted its α-helical structure and an azide group ad-
jacent to the subsequent amide bond. Treatment of the az-
ide with tris(2-carboxyethyl)phosphine (TCEP) under 
physiological conditions reduced it to the amine, which then 
attacked the ester and formed the amide bond to reach the 
peptide’s desired conformation. Hydrolysis of TCEP-
derived iminophosphoranes was rapid and preceded the cy-
clization step that involved the amine group. 

 

 

Figure 91. Phosphine-controlled peptide rearrangement.  

 

 

In summary, auxiliary phosphines allow coupling azides 
and activated esters to form amide bonds in a traceless 
manner. Forming amide bonds between non-glycine resi-
dues and under aqueous conditions constitute challenges 
that however can be overcome by structural design. The ex-
emplary use in the peptide-switch application illustrates 
the potential utility of coupling the Staudinger reaction to 
an O→N acyl transfer beyond peptide synthesis. 

 

 

5.8 Trapping of the Phosphazide Intermediate – A Conven-
ient Route to Diazo-compounds 

 

5.8.1 Intramolecular Reaction of Phosphazides with Esters 

 

In a conventional Staudinger reaction, the phosphazide in-
termediate rapidly transforms to the iminophosphorane by 
a cyclization step associated with loss of nitrogen (Fig. 81). 
Depending on the reactants, this step can become rate lim-
iting,359 and there are numerous phosphazides that are 

stable enough to be isolated and characterized (Fig. 79).363 
The phosphazide intermediate can be trapped chemically, 
although more reactive electrophiles are required than for 
the iminophosphorane.386, 403 Therefore, phosphazides react 
intramolecularly with appropriately positioned electro-
philes in analogy to the trapping of the iminophosphoranes 
in the Staudinger-Bertozzi ligation.372 An informative exam-
ple of an intramolecular reaction of a phosphazide is the re-
cently described treatment of α-azidoesters with trialkyl 
phosphines that generates 2H-1,2,3-triazol-4-ol (Fig. 
92).423, 424 The phosphazide’s Nα atom acts as a nucleophile 
attacking the ester and releasing the alcohol in an addition-
elimination mechanism. Hydrolysis of the P-N bond and tau-
tomerization generates the hydroxytriazole (Fig. 92). In-
creasing the leaving group ability (i.e. phenolic esters in-
stead of alkyl esters) improved reaction yields and hydrox-
ytriazoles were formed selectively over six-membered 
rings.424 These outcomes reflect the lower nucleophilicity of 
the phosphazide compared to the iminophosphorane403 and 
the resulting need for strategically positioning the electro-
phile trap and tuning the electrophilicity to access down-
stream reactions. 

 

Figure 92. Intramolecular trapping of phosphazide – synthesis 
of hydroxytriazoles.  

 

 

5.8.2 Phosphine-induced Conversion of Azides into Diazo 
Compounds 
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Figure 93. Influence of the ester leaving group in determining 
the relative ratio of diazo and amide products. 2-(diphe-
nylphosphino)benzoic acid esters with leaving groups having a 
pKa of >9.2 quantitatively generate the amide, and those with 
leaving groups having a pKa of <7.1 yielded the diazo product. 
(Figure was drawn based on data in Ref. 425). 

 

 

Figure 94. Phosphine-mediated conversion of azides into di-
azo-compounds.  

 

 

Raines and his research group explored the intramolecular 
acylation of phosphazides to access diazo compounds.288 
The underlying hypothesis was that replacing the methyl 
ester group of 2-(diphenylphosphino)benzoic acid by better 
leaving groups would trap the phosphazides as acyltri-
azenes that then would dissociate into the diazo-compound 
and a carboxamide (Fig. 94).288 Experiments confirmed that 
thioester and N-hydroxysuccinimide esters of 2-(diphe-
nylphosphino)benzoic acid yielded the diazo compounds, 
and X-ray crystallography confirmed the structure of the 
acyltriazene intermediate that originated from a phenyl-
azide.288 A 3-diphenylphosphino propionyl ester was subse-
quently developed to favor the intramolecular attack by re-
ducing delocalization of the phosphazide charge.288 Using 
this scaffold, the effect of the ester group was assessed and 
revealed a correlation between the leaving group ability 
and the formation of the diazo-compound (Fig. 93).425 Es-
ters whose leaving groups had a pKa of 9.2 or higher yielded 
the amide as the exclusive product; in contrast, for leaving 
groups with pKa below 7.1 the diazo-compound formed se-
lectively. The 4-nitrophenol leaving group was identified as 
a good compromise between high-yielding diazo formation 
and hydrolytic stability for applications in water.425 This 
synthetic strategy provides straightforward access to diazo 
compounds, which are valuable functional groups in biolog-
ical systems readily undergoing cycloaddition (see section 
4.4.5) and esterification reactions.426 

 

 

5.9 The Staudinger-phosphite Reaction 

 

Azides react with various trivalent phosphorus compounds 
including phosphites that contain alkoxy substituents.386 
The reaction of phosphites with azides proceeds analo-
gously to that with phosphines. However, the formed P-N 
bond is stable for phosphites, and hydrolysis leads to re-
placement of alkoxy groups.427 

 

5.9.1 Mechanism of Phosphite Iminophosphorane Hydroly-
sis 
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Figure 95. Reaction of phosphites with azides and subsequent 
hydrolysis to phosphamides.  

 

 

Chaturvedi et al. studied the mechanism of the hydrolysis of 
phosphite iminophosphoranes.427 The reaction rate’s pH 
dependence was similar to that of iminophosphoranes of 
PPh3 (Fig. 82).360 Hydrolysis was fast at low pH and 
dropped as the pH of the solution exceeded the pKa of the 
iminophosphorane (pKa = 6.3 for N-phenyl triethoxyimino-
phosphorane), and protonation of the iminophosphorane is 
therefore required for hydrolysis. Furthermore, incorpora-
tion of 18O from isotopically labeled water was dependent 
on the pH of the solution. These observations agreed with a 
tentative mechanism in which the iminophosphorane 
formed from the reaction of azides with phosphites is pro-
tonated and attacked by either water or hydroxide to form 
a pentavalent intermediate. Depending on pH, the interme-
diate proceeds to the products either via dealkylation by 
solvent attack with consecutive expulsion of the water mol-
ecule or alternatively by expulsion of ethoxide with con-
comitant deprotonation (Fig. 95).427  

 

The Staudinger-phosphite reaction has been applied to gen-
erate phosphotyrosine mimetics, using photodeprotection 
to remove the phosphite alkyl group.428 Furthermore, the 
stable P-N bond can also be used in bioconjugation applica-
tions429-431 although the bimolecular reaction of azides with 
phosphites tends to be slower than for the corresponding 
aryl/alkyl phosphines (see section 5.2.2).365 Phosphon-
ites431, 432 and phosphoramidates433 also undergo bioorthog-
onal reactions with azide-labeled molecules. 

 

 

5.10 Linking the Staudinger Reaction to a Dissociative Step 

 

Conversion of azide groups to an iminophosphorane or 
amine is associated with an increased electron-donating 
ability (Hammett substituent constants:391 σp(-N3) = 0.08, 
σp(-NH2) = -0.66, σp(-N=PPh3) = -0.77). Leaving groups at 
the α-carbon are therefore prone to elimination upon re-
duction of the azide. Several examples of biocompatible 
phosphine-responsive protecting groups have been re-
ported based on this mechanistic principle (Fig. 96). For ex-
ample, many α-azidoethers are stable in water for hours to 
days,434 whereas the corresponding hemiaminal ethers dis-
sociate rapidly. Examples of such structures include the az-
idomethyl435 and azidomethyloxycarbonyl436 protecting 
groups. The α-azidoether group can also be part of phos-
phine-cleavable linkers.375, 437, 438 Similarly, 4-azidoben-
zyloxycarbonyl439 and 4-(azidomethoxy)benzyloxycar-
bonyl440 protecting groups release amines by a 1,6-elimina-
tion upon reduction.  

 

The studies reporting such phosphine-responsive release 
chemistry left it unanswered whether the elimination step 
occurs from the amine or from the iminophosphorane inter-
mediate for these protecting groups. At least in case of 4-
azidobenzyloxycarbonyls, release from the iminophospho-
rane is likely439 given the hydrolytic stability of iminophos-
phoranes of aryl azides (see section 5.4).390 
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Figure 96. Coupling the Staudinger reaction to an elimination 
step. The structures in red indicate protecting groups.  

 

A related case for which the dissociative step was demon-
strated to occur from the iminophosphorane was the phos-
phine-induced opening of an azido-substituted benzocyclo-
butene ring (Fig. 97).371 Electron-donating groups favor the 
opening of benzocyclobutene.441 The corresponding amino-
benzocyclobutene was stable at room temperature whereas 
phosphine-reduction of the azide-modified benzocyclobu-
tene ring led to formation of ortho-quinodimethane and this 
intermediate could be trapped intramolecularly by a nearby 
vinyl group (not shown).371 This result indicates that elimi-
nation from the iminophosphoranes is likely the major 
mechanism of these dissociative reactions and that such 
chemistry may possibly be applied to releasing groups that 
are normally difficult to deprotect. 

 

Figure 97. Iminophosphorane-promoted opening of benzocy-
clobutene ring.  

 

Figure 98. Azide-responsive release linker. 

 

The Staudinger ligation intrinsically includes a dissociative 
step (i.e. elimination of alcohol) that may be exploited for 
release applications. Azoulay et al. developed a phosphine 
with a phenolic carbamate as an electrophile trap (Fig. 
98).442 Reaction with azides generates the iminophospho-
ranes that attack the carbamate and release the phenol; this 
step is coupled to a 1,6-elimination to release amines. A po-
tential problem with such designs is the propensity of phos-
phines to oxidation, and azides are considerably more sta-
ble under physiological conditions.  

 

In conclusion, the intrinsic dissociative character of the 
Staudinger reaction and the change in electronic properties 
from the azide to amine/iminophosphorane groups make 
possible the design of protecting groups and chemically 
cleavable linker structures. To illustrate the importance of 
such chemistry, azidomethoxy and α-azidoether groups are 
at the heart of the chemistry used in Illumina DNA-
sequencers.443 
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5.11 Summary of Staudinger Reactions in Bioorthogonal 
Chemistry 

 

In summary, the Staudinger reaction is a valuable transfor-
mation for biology-related research because the azide and 
phosphine starting products are xenobiotic and react with 
each other at room temperature. The stepwise mechanism 
allows directing the reaction towards different outcomes 
such as formation of stable conjugates, reduction of the az-
ide to the amine, formation of diazo compounds, and release 
of payloads. Furthermore, understanding structure-reactiv-
ity relationships made it possible to accelerate the reaction 
by more than 104-fold. The diverse chemistry resulting from 
a single reaction illustrates how mechanistic understanding 
can help advance bioorthogonal chemistry.  

 

 

6. CONCLUSIONS 

 

Recent years have brought about tremendous progress in 
developing innovative bioorthogonal chemistry. The re-
stricted scope of bioorthogonal functional groups made 
necessary the detailed mechanistic understanding of rele-
vant transformations to access reactions with new capabil-
ities. Combining computer-based theoretical studies and 
structure-reactivity analyses with chemical ingenuity al-
lowed accessing reactions that can be extremely fast, pre-
dictably provide stable conjugates or release of a molecule, 
and open new capabilities in the life sciences. The extensive 
mechanistic knowledge available will constitute a solid 
foundation for developing future chemistry for use in bio-
logical systems. 
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