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Abstract

Keystroke dynamics is a powerful behavioral biometric
capable of user authentication based on typing patterns. As
larger keystroke datasets become available, machine learn-
ing and deep learning algorithms are becoming popular.
Knowledge of every possible impostor is not known during
training which means that keystroke dynamics is an open set
recognition problem. Treating open set recognition prob-
lems as closed set (assuming samples from all impostors
are present) can cause models to incur data leakage, which
can provide unrealistic overestimates of performance. Itis a
common problem in machine learning and can cause mod-
els to report higher accuracies than would be expected in
the real world. In this paper, we outline open set recogni-
tion and discuss how, if not handled properly, it can lead to
data leakage. The performance of common machine learn-
ing methods, such as SVM and MLP are investigated with
and without leakage to clearly demonstrate the differences
in performance. A synthetic dataset and a publicly avail-
able keystroke dynamics fixed-text dataset are used for re-
search transparency and reproducibility.

1. Introduction

Keystroke dynamics is a behavioral biometric that can
determine identity based on typing patterns [1,2,6,24]. By
requiring the typing patterns to match, in addition to exist-
ing measures, keystroke dynamics can be used to provide
an additional layer of security to traditional user authenti-
cation systems. This additional layer does not require any
additional hardware as most computers have a physical or
virtual keyboard. Keystroke dynamics can have other appli-
cations such as narrowing down suspects in an online chat
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Figure 1. Graphical representation of how features can be ex-
tracted from two consecutive keystrokes. The digraphs (DD, DU,
UD, UU) are also referred to as press-press, press-release, release-
press, and release-release (see [3-5, 11]).

(identification, 1:n) or continuous user authentication (1:1,
verification).

There are two main types of keystroke dynamics: fixed-
text and free-text. Fixed-text requires the keystrokes of
the test sample to exactly match with the keystrokes of the
profile, making deploying machine learning models easier
than for free-text. It is common practice to extract features
such as durations of monographs and digraphs (hold time
and flight time of key-presses associated with specific letter
combinations as shown in Figure 1) from the keystrokes.

Now that larger datasets exist, and with recent computa-
tional advances, machine learning and deep learning tech-
niques are becoming increasingly popular for keystroke dy-
namics. When using binary or multi-label classifiers (or
any algorithm requiring impostor data) to learn the perfor-
mance of keystroke dynamics, the research community has
largely treated keystroke dynamics as a closed set recog-
nition (CSR) problem rather than an open set recogni-
tion (OSR) problem. However, there has been work in
keystroke dynamics where OSR has been handled perfectly
and helped to benchmark existing algorithms [19]. Further-
more, some existing work in biometrics quantifies the accu-
racy of open set identification performance through the use
of false positive identification rate (FPIR) and false negative
identification rate (FNIR) [17,23].

Closed set recognition, in this context, assumes full



knowledge of all impostors. Real-world keystroke dynam-
ics systems are trying to authenticate a genuine user against
impostors, and the majority of times there is no available
knowledge of impostors before they attack. Many perfor-
mance evaluations appear to have been performed under
the assumption that the only impostors are contained in the
dataset. Of course, for keystroke dynamic authentication
systems we are actually more interested in the performance
on unknown impostors rather than known impostors. If
we knew which impostors would attack the genuine user,
it would be much easier to develop a model to detect them.

Furthermore, by treating the open set recognition prob-
lem as a closed set recognition problem leakage can oc-
cur, which can cause researchers to falsely conclude per-
formance is better than it actually is. The performance
is measured against impostors that have been trained on,
which will cause the performance to appear better than (or
at least equal to) the performance on impostors not seen dur-
ing training. Information about which impostor is attacking
has been leaked into the model. Data leakage is defined as
“The introduction of information about the target of a data
mining problem that should not be legitimately available to
mine from” [14]. In the case of keystroke dynamics, knowl-
edge of all impostors is not available during training and
by introducing all impostors to the model during training
causes leakage to occur.

Deemed to be one of the top 10 data mining mistakes
[20], data leakage can cause models to report strong perfor-
mance on testing sets, but when deployed in the real world,
the performance can be lackluster. Data Leakage is unde-
sirable as a suboptimal model that overestimates the models
performance may be learned [14]. As a result, it is impor-
tant for researchers to be aware of data leakage and take
appropriate action to not only avoid leakage but to also dis-
close how models are trained. For example, Kaufman et
al., point out that the majority of documented examples of
data leakage occur in data mining competitions such as the
Data Mining and Knowledge Discovery competition (KDD-
Cup) [14]. While documented much less often in practical
applications of data mining, leakage is no less likely to ap-
pear in the real world than in the competitions.

There are multiple ways of leaking information from
the testing set into the training set for a machine learn-
ing model. These types of leakage include normalization
leakage, group leakage, and augmentation leakage [14].
In this paper, we focus on group leakage, which not only
has the largest overall effect on performance, but is com-
monly overlooked. The publicly available CMU fixed-text
dataset is used as a well-known benchmark in addition to a
synthetic dataset to demonstrate group leakage in machine
learning models. The percent difference between the equal
error rates (EER) for the leakage and leakage-free models
was found to be 31.3% and 32.2% for the SVM and MLP

algorithms, respectively.

The rest of this paper is organized as follows: The open
set recognition framework is outlined in Section 2. In Sec-
tion 3 the keystroke dynamics fixed-text dataset used is de-
scribed and the two machine learning algorithms, support
vector machine (SVM) and multilayer perceptron (MLP) al-
gorithms are presented. Section 4 quantifies the effects of
group leakage in keystroke dynamics, Section 5 discusses
potential ways of avoiding leakage, and concluding remarks
are made in Section 6.

2. Open Set Recognition

Open set recognition is defined as having incomplete
knowledge of the world at training time [13,21,22]. In
contrast, closed set recognition assumes that all classes are
known at training time. The majority of machine learn-
ing algorithms are designed for the closed-set case, and far
fewer work has been done to develop algorithms that are
specifically designed for the open-set case.

Most research involving open set recognition uses com-
puter vision as an example, but open and closed set recogni-
tion can be generalized to any application. One example of
open set recognition in computer vision is object detection.
For object detection, the goal is to recognize a specified ob-
ject of interest. Every other possible image that does not
contain the object is a negative example. Of course, it is
impossible to collect every possible negative example (one
can see there would be an infinite number of them).

For keystroke dynamics, knowledge of one class, the
genuine user, is known, but only a subset of all possible
impostor classes are known at the time of training. Fig-
ure 2, in 2a, 2b, and 2c, shows the discrepancy between
CSR and OSR with and without leakage. It is possible that
there could be some keystroke dynamics application where
knowledge of all impostors may be known beforehand, but
we argue those applications would not be common. There-
fore, keystroke dynamics is an OSR problem and needs to
treated as such to properly measure expected performance.

Open set recognition can be challenging especially when
there are large numbers of classes missing or unavailable
during training. Intuitively, it is expected that the more un-
available classes the more complex the problem is to solve.
Researchers have tried to define the “openness” of a prob-
lem, defined in equation 1, in order to quantify how com-
plex the problem will be [9,21].

2 X |CTR|
O=1- )~ 1=Trl_ 1
|Crr| + |CrE| M

where Crr and C'r g are the set of classes used in train-
ing and the set of classes used during testing. If the number
of training and testing classes are equal then O = 0, which
means the problem is 0% open (closed).



- ~
N
\

i
, Decision

-
P d
@ ’
Bound
N -’ oundary

(a) CSR: Closed set recognition has access to all impostors and a decision
boundary can be easily drawn around the genuine user.
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(b) OSR without leakage: Open set recognition does not have access to all
impostors at the time of training. It is important to evaluate performance
in this scenario by holding out impostors during training to avoid incurring
leakage. The model can be evaluated with unseen impostors to properly
determine expected system performance.
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(c) OSR with leakage: Open set recognition does not have access to all
impostors at the time of training. Unlike the system in Figure 2b, this
model is trained and tested with all of the impostors in the dataset. When
this model is deployed in the real world, it will come across classes not
seen before. As a result the system reports a stronger testing accuracy that
is not representative of what will occur in the real world.

Figure 2. Graphical depiction of (a) a closed set recognition; (b) an
open set recognition without leakage; and (c) an open set recogni-
tion with leakage. Leakage can lead to a significant loss in perfor-
mance when systems trained and tested under leakage conditions
are deployed in the real world. In this example, the openness, as
defined in Equation (1), is O = 0.16 because there are 6 training
classes and 11 testing classes.

In general, the less open a problem, the less complex it
is and it will likely be easier to solve. As a problem be-
comes more open, less information is available and it will
be harder to effectively generalize to the unseen classes. For
keystroke dynamics, the theoretical total number of impos-
tors classes, |Crg|, is the total number of people you expect
could launch an attack, which is often an enormous num-
ber (although a sub-population may be reduced to a similar
cluster, thus effectively reducing the total number of classes
that we have to consider). Training data from multitudes
of different impostors is hard to collect so due to a lack
of training data and classes the openness of a problem can
rapidly approach 100%.

While the keystroke dynamics problem is very open, it is
not necessarily essential to collect data from every possible
impostor. Many impostors may have similar distributions
and a reasonably sized subset may be adequate to train mod-
els effectively. However, in practice, knowing when you
have adequate impostors can be near impossible and more
data is always preferred. This phenomenon is discussed fur-
ther in Section 4.1.

Mistreating the OSR problem using a closed set ap-
proach will result in group leakage. Group leakage causes
performance results to be higher during testing than can be
expected in deployment. For some applications misreported
error rates could be the difference between life and death.
Additionally, this can be detrimental to researchers by slow-
ing the advancement of the field. Not only is the reported
performance misleading, but, in many situations, the leak-
age model is overfitting to particular impostors rather than
learning the differences between the genuine and impostor
typing patterns. Group leakage and related problems are
discussed in more detail in Section 4.

3. Dataset and Algorithms

To ensure reproducibility of our results, the CMU fixed-
text dataset is used to demonstrate group leakage [15]. This
dataset was collected to study password hardening and con-
sists of 51 users, each with 400 total password entries
across 8 different sessions. All users were required to type
“.tieSRoanl” without any errors. The dataset consists of 31
features including monographs, DD digraphs, and UD di-
graphs. Monographs are defined as the hold time of a key,
DD digraphs are the elapsed time between the key-down
of a key to the key-down of the following key, and UD di-
graphs are the time of a key released to the press of the
following key (see Figure 1) [3-5, 1 1]. The CMU dataset is
one of the largest publicly available fixed-text datasets and
is used by many different researchers. Therefore, it is per-
fect to demonstrate the hazards of data leakage.

Our goal is not to advance the state-of-the-art in
keystroke dynamics algorithms, but instead to reveal the im-
pacts of group leakage on performance. Therefore, we use



two common machine learning algorithms, support vector
machine (SVM) and multilayer perceptron (MLP), to eval-
uate the effects of data leakage on fixed-text keystroke dy-
namics. SVM is a supervised machine learning technique
that constructs a hyperplane between classes in a high di-
mensional space [7, 8]. We use an rbf kernel with param-
eters C' = 10 and v = 0.01. Neural networks are another
common supervised machine learning technique inspired by
the human brain [7, 10]. Our neural network structure is
based off existing works for keystroke dynamics [18, 25]
and can be seen in Figure 3.
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Figure 3. Network architecture for the multilayer perceptron.
There are two hidden layers with 64 and 16 neurons followed by
dropout layers of 0.25 and 0.5, respectively. Both have a relu acti-
vation function and L2 regularization parameters of 0.99 and 0.05
respectively.

4. Quantifying Group Leakage

In the context of keystroke dynamics, group leakage will
occur when an open set recognition problem is treated as
a closed set recognition problem. Under OSR, it assumed
there is incomplete knowledge of every impostor. The
model should be trained with a subset of impostor data and
evaluated with unseen impostors to obtain an accurate mea-
sure of how well the model can be expected to perform in
deployment. Group leakage occurs when an impostor in
the testing set is also present in the training set. The exact
typing samples are not necessarily shared between training
and testing sets, but often samples from the same impostor
are highly correlated. Therefore, if an impostor’s data is in
the training set, all other data from that user should be ex-
cluded from the testing set. This process ensures that no
group leakage will occur.

A majority of keystroke dynamics systems are OSR
problems and assume no knowledge of impostors. There-
fore, attacker keystrokes are unknown. In this case, training
the model with impostors that also appear in the testing set
gives the model information about those impostors (leak-

age) that it should not have. In this case, the model may
be biased by the keystroke patterns of the impostors in a
way that will not generalize well to other unseen impostors.
On the other hand, we can also envision keystroke dynam-
ics systems that authenticate a user while knowing all the
possible impostors (CSR). While this scenario may be rare,
no leakage has occurred and it is perfectly valid to train the
model with all impostors. The case of known attackers is al-
most never present in the real world but is still an important
distinction to make.

Group leakage is dangerous because it will almost al-
ways result in higher testing accuracy compared to the real-
world performance. However, group leakage may have very
little impact if the data is sufficiently large or representative
of the entire population. Unfortunately, in practice it is al-
most impossible to know when there is enough data. There-
fore, it is still preferred to avoid group leakage entirely.

To better illustrate the performance difference group
leakage can cause, a simple synthetic dataset is introduced
and fit with an SVM classifier. The effects of group leakage
are then demonstrated on a well known fixed-text dataset
[15] using two commonly used machine learning algo-
rithms: support vector machine (SVM) and multilayer per-
ceptron (MLP).

4.1. Synthetic Example

The artificial dataset exists in two dimensions with the
genuine user’s samples centered around (0, 0), generated
with unit variance. Data for each impostor are generated
centered at a random (but fixed) angle on a circle of radius
four; the distribution of the features has unit variance. The
dataset can be seen in Figure 4, where the genuine user can
be seen plotted against 1, 3, 5, and 50 impostors respec-
tively. With enough impostors, the synthetic data will take
on the form of a donut with the genuine user in the center.

In this simulated experiment the dataset consists of 151
impostors and one genuine user. In order to obtain deploy-
ment performance, 100 impostors are set aside. The leakage
and leakage-free models will be trained using the genuine
user and 51 impostors. Therefore, the openness, as defined
in Equation (1), is O = 0.29 because there are 51 training
classes and 151 testing classes. From Figure 4, it is easy to
tell that if only one impostor is used to train the model, it
will not be able to learn the underlying nature of the data (a
donut shape). However, if a sufficient number of impostors
are used to train the model, the model can easily learn the
donut-type nature of the data.

We now illustrate the effects of leakage using SVMs on
this data. Two cases are considered when training the mod-
els, with leakage and leakage-free. The leakage case ran-
domly splits the data from all available impostors (CSR),
while the leakage-free case uses data from two thirds of the
impostors for training and data from one third of the im-
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Figure 4. Illustration of the synthetic experiment. For simplicity,
there are only two features. The genuine user is centered at (0, 0)
with unit variance. The impostors fall on a circle with radius four,
each at a different angle, and have unit variance. The genuine
user is plotted against 1, 3, 5, and 50 impostors, respectively. The
openness, as defined in Equation (1), is O = 0.29 because there
are 51 training classes and 151 testing classes.

postors for testing (OSR). For the leakage-free case, if data
from a user is in the training set, that user will not be used
for testing, and vice-versa.

The deployment performance of each model is plotted to
show the performance of the model in the real world. The
deployment performance is determined using the leakage
and leakage-free models trained with a certain number of
impostors, but tested with the 100 impostors set aside be-
fore training the models. These impostors are unseen by
both models during training and testing and can be consid-
ered real world impostors attacking the genuine user. The
models are trained 1,000 times with different genuine and
impostor data and the average accuracies are reported. A
plot of EER versus number of impostors is shown in Figure
5. Notice that in a synthetic example it is easy to show the
true in-the-wild performance using these 100 unseen im-
postors, but with real-world data this is usually impossible
without a follow-up study or additional data.

From Figure 5, looking at the leakage and no leakage
curves, it can be seen that as more impostors are added to
the system, the EER for the model with leakage increases.
However, as more impostors are added, the model is ac-
tually fitting the donut shape of the data better. This is
not surprising because for a closed set recognition problem
adding additional classes often reduces the overall accuracy.
Group leakage can be especially dangerous when working
with small amounts of data as it can be tempting to con-
clude a model has excellent performance, when in fact, it
is overfit to the specific impostors used during training. As
a result of this overfitting, when deployed, this model will
likely perform worse than expected.
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Figure 5. EER versus number of impostors for the leakage and
leakage-free cases on the synthetic dataset. As more impostors are
added to the system, the leakage EER increases, while the leakage-
free EER decreases. The deployment performance of each model,
determined with additional unseen impostors, is also shown.

Initially, the model trained without leakage (OSR) per-
forms worse than the model with leakage (CSR). This is
representative of the fact that more data is needed to learn
the optimal donut shape boundary. The leakage-free EER
decreases as the number of of impostors are added and re-
searchers can correctly conclude that more data will im-
prove this model. When deployed, this model should be-
have as expected. As we add impostors, the leakage and
leakage-free cases tend to converge to the same perfor-
mance. Once there is plenty of data, leakage is no longer
an issue. Knowing when you are at this point is difficult to
determine with complex real-world data, but can be easy to
spot in this synthetic example.

Figure 5, in the black and green lines, also shows the
deployment performance of both the leakage and leakage-
free models. The deployment performance illustrates the in-
the-wild performance. The leakage and leakage-free mod-
els in deployment are very similar to each other, and to
the leakage-free model’s testing performance. The leakage
model appears to perform very well during testing, but in
deployment the performance is significantly worse. On the
other hand, the leakage-free model in testing performs al-
most identically to the leakage-free model in deployment.
This further highlights the importance of properly handling
OSR problems and avoiding group leakage.

4.2. Real-world Example

For the real-world CMU dataset, the effects of group
leakage are demonstrated through differences in the EER
to be more comparable with previous keystroke dynamics
works. For the leakage case, data is treated as a CSR prob-
lem and randomly partitioned into training and testing with-



out considering which impostor the data was drawn from.
Leakage is present because OSR guidelines were not fol-
lowed and impostors that are in the training set can also
be in the testing set. The leakage-free case follows OSR
guidelines and ensures if data from a user is in the training
set, that user will not be used for testing, and vice-versa.

For training in the leakage and leakage-free cases, 300
password attempts from the genuine user and 300 impostor
attempts are used. Testing is done with the remaining 100
genuine samples and 100 impostor samples. Each experi-
ment is repeated 50 times using different random subsets of
the data for training and testing to ensure representative re-
sults. For the results in Table 1, the leakage-free case holds
out 20% of the 50 impostors so that 10 unseen impostors are
in the testing set and 40 impostors are seen during training.
The percentage of impostors for training is increased from
67% (Figure 6) to 80% (Table 1) to match the generally rec-
ommended 80/20 split (Pareto principle [16]). Training and
testing with 40 impostors and 10 impostors gives 41 train-
ing classes and 51 testing classes resulting in an openness
value of O = 0.06. The leakage case contains training and
testing data from all impostors.

Table 1. EERs with standard deviations for the SVM and MLP
algorithms with and without group leakage. For the leakage-free
case, 20% of impostors are held so that 10 unseen impostors are
in the testing set and 40 impostors are seen during training. When
training the model with leakage, impostors in the training set can
also appear in the testing set. The openness, as defined in Equation
(1), for this scenario is O = 0.06

Sampling Method

Algorithm

Leakage No Leakage | Difference
SVM  |3.983 £0.159(5.461 +0.340| 31.3%
MLP |3.544 £0.157(4.903 £0.387| 32.2%

The differences in EER between the leakage and
leakage-free case range from 31% to 33% demonstrating
group leakage can have a significant impact on perfor-
mance. An independent two-sample t-test [12] is used to
determine if the differences in performance are significant.
For the SVM algorithm and MLP algorithms the t-scores
were 27.8 and 23.0. The probability of getting those results
if the leakage and leakage-free EERs were equal, for both
algorithms, was less than 0.0001. Therefore, we can con-
clude the difference in performance is significant and that
leakage has an impact on performance measures.

To illustrate this effect further, Figure 6 shows the SVM
algorithm’s average EER versus the number of impostors.
The SVM algorithm is chosen over the MLP as it is simpler
and was slightly less affected by group leakage. The leak-
age case trains and tests with data from all impostors. For
the leakage-free case, two thirds of the impostors are used
for training and the remaining one third of unseen impos-
tors are used for testing. The 67/33 split is chosen instead

of 80/20 to allow for a data point every three impostors.

As more impostors are added to the system, the leak-
age EER increases, while the leakage-free EER decreases.
This is consistent with the trends in the synthetic example.
This means that the leakage model is overfitting to partic-
ular impostors rather than learning the differences between
the genuine and impostor typing patterns.

For the synthetic data, after about 30 impostors the leak-
age and leakage-free EER converged (see Figure 5). When
sufficient numbers of impostors are used for the real-world
data, the leakage and leakage-free performances will con-
verge as well. However, this real-world data is more com-
plex than the synthetic example and it is not possible to
tell exactly how much data is adequate for leakage to be-
come negligible. Looking at Figure 6, at least 100 impos-
tors, if not 250 or more, would be needed for the leakage
and leakage-free cases to converge. Note that this conver-
gence point might imply that no more impostors are needed,
but it is possible that all impostors came from a university
background and that their typing patterns may still not be
completely representative of the entire world. This further
illustrates the challenge of dealing with OSR problems.

EER versus Number of Impostors
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Figure 6. EER versus number of impostors for the SVM algorithm
and the CMU dataset. As the number of impostors increases, the
leakage ERR increases while the leakage-free EER decreases.

5. Avoiding Leakage

As we have shown throughout the paper, group leakage
can have a serious impact on performance. There can be
a substantial difference in performance between a model
with and without leakage. For certain applications, a slight
difference between expected performance and actual per-
formance when deployed, could have serious ramifications.
Additionally, the overly optimistic results may lead to non-
optimal models being deployed, when a model trained with-
out leakage would give actual better performance.

In this section, we present guidelines that can be used



to prevent types of leakage that are common to keystroke
dynamics. This is not a comprehensive list, but is intended
to be useful for the keystroke dynamics and the broader be-
havioral biometrics community.

First of all, it is important to understand if the problem at
hand is CSR or OSR. When working CSR problems, group
leakage will not be relevant. However, when working with
OSR problems, care should be taken to ensure the same im-
postors do not appear in both the training and testing sets.
This ensures that the performance of a model during train-
ing and testing will be consistent (as much as possible) with
the deployment performance. Eliminating group leakage
also helps to prevent models from memorizing individual
impostor typing patterns, promotes learning the differences
in how people type, and can deal with new data from un-
known users in a more effective manner.

After accounting for OSR, the best way to avoid other
types of data leakage is to separate the data into training
and testing sets before doing anything else. This can help
to eliminate both normalization and augmentation leakage.
These types of leakage occur because information from un-
seen data leaks into the model before it is evaluated with
that data. Therefore, to avoid these types of leakage, the
testing set should be untouched until testing time. Scaling
features after training and testing separation can help avoid
accidentally introducing information from the testing set to
the model during training. Similarly, generating synthetic
data using only the training data ensures information about
the distribution of the testing set data remains unseen.

6. Conclusion and Future Work

We have shown that keystroke dynamics is an open set
recognition problem. Open set recognition problems have
incomplete knowledge of the world at training time and we
have demonstrated that, when not handled properly, can in-
cur group leakage. Furthermore, through synthetic and real-
world keystroke dynamics data, we have shown that group
leakage can cause a significant difference in performance
between testing and deployment. This performance differ-
ence, depending on the application, can have catastrophic
impacts and even lead to the selection of sub-optimal mod-
els. Lastly, methods of avoidance are presented to help re-
searchers reduce leakage in their machine learning models.

Future work includes studying the impact of different
types of leakage as well as on different types of data.
We have demonstrated the effects of group leakage for
keystroke dynamics, but this work can be expanded to not
only other forms of leakage, but also other research ar-
eas well. Additional experiments using different datasets
and algorithms are needed to better explain and character-
ize data leakage. Raising awareness about OSR and data
leakage is important so that researchers can provide rea-
sonable performance estimates and keep improving perfor-

mance within their respective fields.
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