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Abstract—A hybrid multivector model predictive control 

strategy for an inner-interleaved hybrid multilevel converter is 

brought forward in this work, which can enable the separation of 

the low- and high-frequency stages. It initiates with the use of 

sign patterns of the reference vector in the stationary reference 

frame to determine switching states of the low-frequency stage. 

Then, the reference vector is converted to the inner virtual space 

vector diagram, which is further transformed into a 120° oblique 

coordinate system, where the adjacent vectors are selected. 

Further, the current tracking is realized through the duty cycle 

optimization of the chosen vectors. Finally, a symmetric 

switching sequence, which serves as the best one for dc capacitors 

voltages balancing and circulating current suppression, is 

selected among all the switching sequences that belong to the 

three chosen vectors with optimal duty cycles. The proposed 

method reduces both current ripples and computational burden 

while achieving a constant equivalent switching frequency. 

Comprehensive experimental results performed on an all silicon-

carbide prototype verify the effectiveness of the proposed control. 

Index Terms—Hybrid multilevel converter (HMC), model 

predictive control (MPC), optimal duty cycle.  

NOMENCLATURE 

j      Three phases, j  {a, b, c}. 

x      Power switch index, x  {1, 2, …, 10}. 

R, L      Load resistance and inductance. 

Udc      External dc-source voltage. 

udc_1, udc_2   DC-link capacitor voltages and deviation. 

∆udc      Deviation of dc-link capacitor voltages. 

L0, Leq      Interleaved and equivalent inductance. 

v, i      Converter voltage and current vectors. 

C, C1      DC-link and flying capacitance. 

udc_j1, ifj      Flying capacitors voltages and currents. 

idc_1, idc_2      Currents of the dc-link capacitors. 

ioj, io      Three-phase and total neutral point currents. 

ij, icj      Converter phase and circulating currents. 

ij1, ij2      Currents of the interleaved legs. 

ujo1, ujo2      Interleaved legs voltages in each phase. 

vj      Equivalent three-phase output voltages. 

Mjx      Power switches in each phase. 

Sj, Sjx      Switching states of phase j and power switches. 

djx      Duty cycles of the power switches. 
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y(k), y(k+1) Variable y at k, k+1 time instant. 

v*, vabc
*      Reference vectors in αβ- and abc-coordinate. 

vv
*      Reference in the virtual space vector diagram. 

Vn, Sn     Shift vector and state, n  {1, 2, …, 6}. 

vv1
*, θv1     Virtual reference vector and its angle in Sector 1 

of the virtual space vector diagram. 

Vk, Sk     Adjacent vectors and their slops, k  {1, 2, 3}. 

tk,     Dwell time of the three chosen vectors. 

dk     Optimal duty cycles of the three chose vectors. 

Ts     Control or sampling period 

[Vvg1 Vvh1]T Virtual reference vector in the 120° gh-frame. 

Jdc, Jcir     DC voltages and circulating currents cost function. 

J, Jmin     Total cost function and minimum cost function. 

λ1, λ2     Weighting factors. 

Sjx_i      The ith switching state of Mjx, i  {1, 2, 3, 4}. 

I. INTRODUCTION 

YBRID multilevel converters (HMCs) [1] have been 

ever-increasingly injecting vitality to the multilevel 

converter family [2] over the past few decades, which 

are adopted in a wide range of applications [3]-[5]. Compared 

with multilevel converters constructed with a single type of 

power electronic building block (PEBB) [6], the HMC has 

multiple advantages due to the integration of multiple PEBBs 

into the topology [7]. In particular, the inner-interleaved 

HMCs (IHMCs), which contains inner-interleaved structures, 

feature additional benefits such as increased output voltage 

levels, reduced device current stress, enhanced modularity [8], 

etc. In spite of inarguable advantages, the combination of 

various types of PEBBs complicates the control of HMCs, 

especially the IHMCs, which therefore, requires enhanced 

control strategies to deal with multiple control objectives, e.g., 

capacitor voltages balancing, current quality improvement, 

and circulating current mitigation, etc. 

Heretofore, the vast majority of research effort on the 

control of the HMCs concentrates upon the phase-disposition 

(PD) pulse width modulation (PWM) [9], the phase-shifted 

(PS) PWM [2], [10], and the space vector modulation (SVM) 

[3], [11], which, although mature, suffer from inherent 

weaknesses, to name a few: the difficulty to balance dc 

capacitor voltages and to tune controller parameters, and the 

cross-coupling among co-existing multiple control loops [12]. 

In addition, due to the increased complexity of the IHMC in 

both circuit-level and control-level, achieving capacitor 

voltage balancing and other control objectives may become 

even harder. In particular, an SVM for a five-level diode-

clamped-converter is proposed in [13], which innovatively 
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uses the minimum energy concept, searching for the lowest 

derivative of the energy coefficient, effectively achieves the 

current tracking and dc voltage balancing at the same time. 

However, this SVM method is specifically designed for this 

five-level diode-clamped-converter, where the minimization 

of the dc capacitor energy is very similar to the cost function 

minimization process of the model predictive control (MPC) 

[14], which on the other hand, is born for dealing with multi-

objective controls [15], [16], and therefore, perfectly fits the 

needs of HMCs. Nevertheless, it faces two major challenges 

when applied to HMCs. On one hand, assessing the massive 

switching states brought by the multilevel topology 

significantly burdens the state-of-the-art digital processors 

[17]. On the other hand, applying only one switching state 

over each control period results in relatively large output 

current ripples and a variable equivalent switching frequency, 

which further complicates the filter design [18]. 

Meanwhile, a broad range of research has been conducted 

in an effort to cope with these issues. For instance, the dc 

capacitors voltages sorting method is adopted to mitigate the 

calculation burden in modular multilevel converters [19] and 

cascaded H-bridge converters [20]. In [21], the proposed 

indirect MPC for the MMC uses the field programmable gate 

array (FPGA) to conduct the sorting algorithm, while the 

switching control actions are further simplified through 

consideration of only neighboring index values with respect to 

their previously applied values, which significantly reduces he 

computational burden. In [18], a simplified MPC scheme is 

proposed to theoretically increase the sampling rate up to 60 

kHz, which can fully exploit the benefits of the wide-bandgap 

(WBG) power devices. In addition, there are also extensive 

literatures focusing on the steady-state performance 

improvement for the MPC. A long-horizon MPC is introduced 

in [22], which however, faces tremendous calculation burden 

when increasing the prediction horizon. The authors hence 

bring forward a modified sphere decoding algorithm to 

dramatically reduce the calculation burden. Whereas, the long-

horizon MPC still remains a mathematically complicated 

approach [15]. In [23], the sampling cycle is divided into N 

parts, enabling insertion of N voltage vectors within each 

control period, such that the current tracking can be improved. 

However, the performance of this method depends largely on 

the circuit parameters. A novel MPC method that combines 

the reference trajectory tracking and its derivative trajectory 

tracking together is presented in [24] to reduce the voltage 

total harmonic distortion (THD). In addition, the virtual 

vectors-based MPC method has also been widely studied to 

improve the steady-state performance [7], [25]-[27], but is 

associated with several drawbacks. First, when dividing the 

control cycle, the pulse pattern is presumably asymmetric 

[26], which results in unnecessary switching actions. Second, 

the design of the virtual vectors group seems to vary greatly 

on a case-by-case basis [27]. Third, synthesis of the virtual 

vectors can result in higher switching frequency, and thus, 

higher power losses, unless the WBG devices are used [7]. 

In addition, there is also research attempting to design MPC 

with a constant equivalent switching frequency. In [28], the 

harmonics of the output current are shaped into concentrated 

groups by a notch filter, and in [29], the harmonics are re-

shaped by a period management method. Nonetheless, these 

re-shaped harmonics are limited to the frequency barrier set by 

the sampling frequency, that is, half of the sampling 

frequency. In other words, the modification of the harmonics 

can only be conducted with the half sampling frequency range. 

When it comes to HMCs, the sampling frequency is very hard 

to be too high to provide enough bandwidth for the regulations 

of current harmonics. Moreover, the output current may have 

obvious oscillations at the regulated frequency when applying 

these methods [28]. Besides, the concept of duty cycle 

optimization is proposed in [30], then the three-vector-based 

MPC [31] for motor drives is brought forward recently, which 

also works well in achieving both satisfactory current tracking 

and the constant switching frequency. However, the 

abovementioned approaches cannot be directly employed to 

HMCs because of the enormous number of voltage vectors to 

be evaluated and the difficulty in shaping symmetric switching 

patterns. As such, there is a research gap. 

This article proposes a hybrid multivector MPC (HMV-

MPC) for a nine-level IHMC, which overcomes inherent 

obstacles of the conventional MPC (C-MPC). The proposed 

method can enable the separation of the low-frequency stage 

(LFS) and high-frequency stage (HFS) in the IHMC and 

reduce both the output current THD and computational burden 

while achieving a constant equivalent switching frequency. 

The remainder of this article is organized as follows. Section 

II analyzes the IHMC from the topological point of view. 

Section III elaborates the proposed HMV-MPC from LFS to 

HFS control. Section IV validates the proposed method by 

experimental results on an all silicon-carbide (SiC) prototype. 

Finally, Section VI draws the conclusion of this article. 

II. CIRCUIT DESCRIPTION 

Fig. 1 illustrates the configuration of the nine-level IHMC, 

where udc_1 = udc_2 = Udc/2 and udc_j1 = Udc/4. Table I lists all 

the switching states, where it can be seen that Mj1-Mj4 can 

work at fundamental switching frequency. The IHMC is 

thereby split into an LFS and HFS, respectively, as 

highlighted in Fig.1. 

A. Comparison and Discussion 

To better understand the advantages of the nine-level IHMC, 

comparisons between other nine-level multilevel topologies 

and the nine-level IHMC are hereby conducted. Fig. 2 

demonstrates a wide range of nine-level multilevel topologies, 

covering the flying capacitor converter (FCC) [32], the hybrid 

MMC (HMMC) [1], the nine-level ANPC (ANPC-9L) [33], 

the five-level ANPC cascaded with H-bridge (ANPC-5L-H) 

[34], the stacked T-type converter [35], the T-type ANPC 

converter (T-ANPC) [9], the flying capacitor (FC) internal 

parallel converter (IPC) (FC-IPC) [8], and the nine-level 
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IHMC in this work. Table II compares the above nine-level 

topologies in terms of LFS, HFS, and FCs count. As shown, 

the nine-level IHMC in this work has the lowest device count 

and lowest capacitor energy storage at the same time. 

Specifically, it is noteworthy that compared with the FC-IPC 

in [8], the nine-level IHMC in this work has two fewer power 

devices when generating a nine-level voltage. Therefore, 

voltage stresses across power devices of the HFS and the 

current stresses of Mj7-Mj9 are reduced, these facts can enable 

the choice of using lower-cost devices with lower-voltage or -

current ratings. 

 
Fig. 1. The nine-level IHMC topology. 

TABLE I 

SWITCHING STATES OF THE NINE-LEVEL IHMC 

Switching 

States Sj 

LFS HFS 

ujo1 ujo2 ioj ifj Sj1 Sj3 Sj5 Sj7 Sj9 

(S͞j2) (S͞j4) (S͞j6) (S͞j8) (S͞j10) 

8 (Udc/2) 1 1 1 1 1 Udc/2 Udc/2 0 0 

7 (3Udc/8) 
1 1 1 1 0 Udc/2 Udc/4 0 ij2 

1 1 1 0 1 Udc/4 Udc/2 0 ij1 

6 (Udc/4) 
1 1 1 0 0 Udc/4 Udc/4 0 ij 

1 1 0 1 1 Udc/4 Udc/4 ij −ij 

5 (Udc/8) 
1 1 0 1 0 Udc/4 0 ij −ij1 

1 1 0 0 1 0 Udc/4 ij −ij2 

4 (0) 
1 1 0 0 0 0 0 ij 0 

0 0 1 1 1 0 0 ij 0 

3 (−Udc/8) 
0 0 1 1 0 0 −Udc/4 ij ij2 

0 0 1 0 1 −Udc/4 0 ij ij1 

2 (−Udc/4) 
0 0 1 0 0 −Udc/4 −Udc/4 ij ij 

0 0 0 1 1 −Udc/4 −Udc/4 0 −ij 

1 (−3Udc/8) 
0 0 0 1 0 −Udc/4 −Udc/2 0 −ij1 

0 0 0 0 1 −Udc/2 −Udc/4 0 −ij2 

0 (−Udc/2) 0 0 0 0 0 −Udc/2 −Udc/2 0 0 

B. Modeling and Analysis 

1) System Model: The current model can be given by 

eq

d
L R

dt
= +

i
v i    (1) 

where v = [vα vβ]T, i = [iα iβ]T, and Leq = L0/2+L. Also, the 

equivalent output voltage vj = (ujo1+ujo2)/2 [36]. 

2) Capacitor Model: The models of the dc capacitors are 

dc
o

d u
i C

dt


=    (2) 

_ 1

1

dc j

fj

du
i C

dt
=    (3) 

where 

( )1 5 1 5

, , , ,

2o oj j j j j j

j a b c j a b c

i i S S S S i
= =

= = + −   (4) 

5 7 1 9 2fj j j j j j ji S i S i S i= − − .  (5) 

3) Inner Circulating Current Model: The models of the 

inner circulating currents can be given by 

1 2 02
cj

jo jo

di
u u L

dt
− =   (6) 

where 

( )

( )

1 1 5 7

2 1 5 9

2 4 4 1 2

2 4 4 1 2

jo dc j j j

jo dc j j j

u U S S S

u U S S S

 = + + −


= + + −

 (7) 

( )1 2 2cj j ji i i= − .   (8) 

TABLE II 
COMPARISON OF VARIOUS NINE-LEVEL MULTILEVEL CONVERTERS 

Topology 
Device Count 

Energy Storage 
LFS Switch HFS Switch FC 

FCC 0 16 7 
243

32
dcCU =  

HMMC 4 8 4 
23

8
dcCU =  

ANPC-9L 4 8 3 
223

64
dcCU =  

ANPC-5L-H 4 8 2 
237

128
dcCU =  

S-T 0 16 6 
215

32
dcCU =  

T-ANPC 4 10 4 
221

64
dcCU =  

FC-IPC 4 8 2 
25

16
dcCU =  

Nine-Level 

IHMC 
4 6 1 

29

32
dcCU =  

4) Discrete-Time Model: The discrete-time models can be 

obtained by applying the Euler Forward Approximation as 

( ) ( ) ( ) ( )1 1s eq s eqk T k L RT L k+ = + −i v i   (9) 

( ) ( ) ( )1dc s o dcu k T i k C u k + = +    (10) 

( ) ( ) ( )_ 1 1 _ 11dc j s fj dc ju k T i k C u k+ = +  (11) 

( ) ( ) ( ) ( ) ( )1 2 01 2cj s jo jo cji k T u k u k L i k + = − +  . (12) 

When applying multiple vectors, the current variables at time 

instant k can be given by 

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

1 2

5 7 1 9 2

1 5 1 5

, ,

2

2

cj j j

fj j j j j j j

o j j j j j

j a b c

i k i k i k

i k d i k d i k d i k

i k d d d d i k
=

  = − 

 = − −

 = + −





. (13) 

The voltage variables at time instant k can be given in the duty 

cycle manner by: 

( ) ( )

( ) ( )

1 1 5 7

2 1 5 9

2 4 4 1 2

2 4 4 1 2

jo dc j j j

jo dc j j j

u k U d d d

u k U d d d

 = + + −


= + + −    (14) 
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where djx can be simply derived through switching states of 

the employed vectors and their corresponding dwell time. 

       
(a)                                               (b) 

       
(c)                                               (d) 

       
(e)                                               (f) 

       
(g)                                               (h) 

       
(i)                                               (j) 

Fig. 2. Various nine-level multilevel topologies. (a) CHB, (b) MMC, (c) FCC, 

(d) HMMC, (e) ANPC-9L, (f) ANPC-5L-H, (g) S-T, (h) T-ANPC, (i) FC-IPC, 

and (j) Nine-level IHMC. 

III. HYBRID MULTIVECTOR MODEL PREDICTIVE CONTROL 

A. LFS Control 

The control framework of the proposed HMV-MPC is given 

in Fig. 3. Since Sj1/Sj3 works at fundamental switching 

frequency, it can be directly determined by the sign pattern of 

the references. The reference vector, through the use of the 

system model (1), can be given by: 

( ) ( ) ( )1
eq eq

s s

L L
k k R k

T T

   
= + + − 

 
v i i .  (15) 

Then the reference vector in the abc-frame can be derived by 

the inverse Clarke Transformation [37] as vabc
* = [va

* vb
* vc

*]T. 

As such, the original space vector diagram (SVD) of the 

IHMC can be categorized into six types of internal hexagons 

(Fig. 4), i.e., the virtual SVDs, which respectively, refer to the 

six sign patterns described in Table III. It is noteworthy that 

although the reference vector may lie in the overlapped area of 

two adjacent internal hexagons, there are redundant switching 

states for each voltage vector in the space vector diagram, 

which are affiliated to adjacent hexagons separately. In other 

words, the voltage vectors in the overlapped areas have 

redundant switching states that can be subject to two different 

adjacent hexagons, which can be used individually to obtain 

optimal control performance. 

 
Fig. 3. The control framework of the proposed HMV-MPC. 

As depicted in Fig. 5, the reference vector can be converted 

from the original SVD to the virtual SVD as 
* * −

v n
v = v V .   (16) 

Proceeding to Fig. 6, the switching states of the original SVD 

and the virtual switching states of the virtual SVD are 

highlighted with yellow and grey background, respectively. 

Through adding the “Shift State” in Table III to the virtual 

switching states, the original switching states can be obtained. 

TABLE III 
SWITCHING STATES OF THE INTERNAL HEXAGON 

Sign Pattern Sa1Sb1Sc1 

(Sa3Sb3Sc3) 

Internal 

Hexagon (Hn) 

Shift Vector 

(Vn) 

Shift State 

(Sn) va
* vb

* vc
* 

≥ 0 ≤ 0 ≤ 0 100 H1 V1 = [4 0] S1 = [4 0 0] 

≥ 0 ≥ 0 ≤ 0 110 H2 V2 = [2 2√3] S2 = [4 4 0] 

≤ 0 ≥ 0 ≤ 0 010 H3 V3 = [−2 2√3] S3 = [0 4 0] 

≤ 0 ≥ 0 ≥ 0 011 H4 V4 = [−4 0] S4 = [0 4 4] 

≤ 0 ≤ 0 ≥ 0 001 H5 V5 = [−2 −2√3] S5 = [0 0 4] 

≥ 0 ≤ 0 ≥ 0 101 H6 V6 = [2 −2√3] S6 = [4 0 4] 

B. HFS Control 

1) Multivector Selection: 

There are two effective ways to facilitate the selection 

process: 1) through leveraging the symmetry of the virtual 

SVD [18], the selection process can be performed in Sector 1 

of the virtual SVD, and 2) via converting the αβ-frame to the 

120° gh-frame [18], a complete integer coordinate system is 

established, which leads to the integer arithmetic when 

seeking multiple vectors, which further, translates into a much 

simpler calculation process than the trigonometric calculation 

or the lookup-table approach [31]. 

Fig. 7 depicts the virtual reference vector and its adjacent 

vectors in Sector 1 of the virtual SVD, where the minimum-

value switching states are defined as the fundamental 

switching states (FSSs). The conversion table of the FSSs is 
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exhibited in Table IV, where [Sva1 Svb1 Svc1] is the FSS in 

Sector 1. The vector V1 in the 120° gh-frame can be given by 

 
TT

0 0 1 1v v vg vhg h V V  =     
.  (17) 

The following criterion can be applied to further define the 

switching triangle type where the reference vector locates in: 

1 1 0 0

1 1 0 0

I,  

II,  

vg vh v v

vg vh v v

V V g h

V V g h


−  −

 
−  −

1v
v .  (18) 

Recapping Fig. 7, the vectors Vk are the chosen adjacent 

vectors, the FSSs of which can be deduced from the vector 

coordinates, as per the characteristic of the 120° coordinate 

system [18]. 

 
Fig. 4. Six virtual SVDs in the original SVD. 

 
Fig. 5. Vector shifting process (to Hexagon H1). 

2) Duty Cycle Optimization: 
TABLE IV 

FSS CONVERSION TABLE 

Sector Phase A Phase B Phase C 

1 Sva1 Svb1 Svc1 

2 Sva1−Svb1 Sva1 0 

3 0 Sva1 Svb1 

4 0 Sva1−Svb1 Sva1 

5 Svb1 0 Sva1 

6 Sva1 0 Sva1−Svb1 

The duty cycle optimization is enabled by the current 

tracking error minimization. The current slopes are given by 

( )R L= −
k k

s V i    (19) 

where sk = [sαk sβk]T. Then, the current error can be given by 

( )

( )
1 1 2 2 3 1 2

1 1 2 2 3 1 2

s

s

I I s t s t s T t t

I I s t s t s T t t

    

    

 = − − − − −


 = − − − − −

  (20) 

where Iα = iα*(k+1)−iα(k), Iβ = iβ*(k+1)−iβ(k). Subsequently, the 

cost function is given by J = ΔIα2+ΔIβ2. To solve the quadratic 

programming problem, the optimal condition can be obtained 

through the gradient method [38]: 

1 0J t  = ;
2 0J t  = .   (21) 

Solving (21) yields the optimal duty cycles: 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )

3 2 2 3 3 2 2 3

1

1 2 3 2 3 1 3 1 2

1 3 3 1 1 3 3 1

2

1 2 3 2 3 1 3 1 2

3 1 21

s

s s s

s

s s s

I s s I s s T s s s s
d

T s s s T s s s T s s s

I s s I s s T s s s s
d

T s s s T s s s T s s s

d d d

         

        

         

        

 − + − + −
=

− + − + −

 − + − + −

=
− + − + −

 = − − (22

) 

where dk = tk/Ts. 

 
Fig. 6. Original and virtual SSs in the virtual SVD (Hexagon H1). 

 
Fig. 7. The multiple adjacent vectors in Sector 1 of the virtual SVD. 

3) Switching Sequence Selection and Modulation: 

The symmetric switching sequences (SSs), the ones have 

fixed equivalent switching frequency, can be achieved through: 

1) shifting only one voltage level over each switching cycle 

and 2) resuming the voltage level when each switching cycle 

ends to lower switching actions. Fig. 8 shows the switching 

states of the chosen vectors distributed to six sectors, and Fig. 

9 enumerates all the symmetric SSs that are subject to the 

chosen vectors, where the vectors of each sector are marked 

with various background color. Notably, four switching states 

are employed in total over each control cycle. As it can be 

seen, the initial direction of the vector rotation in Sectors 1, 3, 

and 5 is inverse to that in Sectors 2, 4, and 6, i.e., in a 

clockwise and counter-clockwise manner, respectively. As 

such, all the symmetric SSs can be found in an effort to 

leverage the symmetry of the virtual SVD, which further leads 

to the abandonment of the inefficient lookup-table [31]. 
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Further, selecting the symmetric SS can be transformed into 

an optimization problem whose constraint conditions are the 

regulation of dc capacitor voltages and suppression of inner 

circulating currents. Thus, the cost functions can be given by 

( ) ( )

( )

2 2

_ 1 22
, ,

2

2
, ,

1 2

1 4 1

1

dc dc j dc dc

j a b c

cir cj

j a b c

dc cir

J u k U u k

J i k

J J J 

=

=

 = + − +  +


 = +



= +





. (23) 

In addition, the duty cycles of each switch can be derived by 

( )1 _1 _ 4 2 _ 2 3 _ 32jx jx jx jx jxd D S S D S D S= + + +   (24) 

where Dk  {d1, d2, d3}, which is defined as the duty cycles of 

the vectors in the candidate SS, with the initial vector being 

either V1, V2, or V3, and Sjx_i can be inferred from the ith 

switching state in the SS to be evaluated. Subsequently, the 

variables at time instant k+1 can be attained by substituting 

(24) into (10)-(14). As a result, the description of the 

constrained optimization problem for seeking the optimal 

symmetric SS can be given by 

 

_

_

3

1

min  

. .   equations (10)-(14), (22), and (24)

       0,  1

       1

jx iS

jx i

i

i
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s t

S

D
=





 



=




. (25) 

 
Fig. 8. The virtual SVD and switching states distributed to its six sectors. 

Fig. 10 illustrates a flowchart, which, together with the 

control diagram in Fig. 3, gives an overview of the proposed 

HMV-MPC strategy. On top of that, the modulation for each 

switch can be conducted individually [7] through comparing 

the duty cycles derived from (24) with a group of 

synchronized triangle carriers. Fig. 11 exemplifies the 

modulation of one particular case in Figs. 8 and 9, where the 

selected SS in the virtual SVD is: (310), (320), (420), (421), 

(420), (320), and (310), which is equivalent to the SS in the 

original SVD: (531), (541), (641), (642), (641), (541), and 

(531), is selected (D1 = 1/2, D2 = 1/4, D3 = 1/4). As it can be 

seen, whenever the switching states unfolds the state shift of 

1-to-0, it needs to adjust its derived duty cycle from (24), e.g., 

the Sb9 is modulated by an inverse triangle carrier in Fig. 11. 

In addition, due to the adoption of multiple vectors over 

each switching period, the delay effect caused by digital 

implementation is even severer [14], which significantly 

exacerbates the dc capacitor voltage balancing in particular. It 

is therefore of great significance to eradicate the adverse effect 

of the delay through two-step prediction of not only the 

current but also the dc voltages and circulating currents [7]. 

 
Fig. 9. Symmetric SSs subject to the chosen vectors. 

 

Fig. 10. Flowchart of the optimal SS selection. 

IV. EXPERIMENTAL RESULTS 

To evaluate the proposed HMV-MPC in a real-world 

scenario, an all-SiC scaled-down prototype is developed using 

the discrete SiC MOSFETs (Wolfspeed: C2M0160120D, 1.2 

kV, 18 A, 160 mΩ) [39]. The system parameters are listed in 

Table IV. Fig. 12 shows the experimental rig. The control 

algorithm is conducted in the dSPACE MicroLabBox, while 

the gate pulses are generated by an Intel Max-10 FPGA. The 

optic fibers are used to enhance the noise immunity. To avoid 
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the infeasibility caused by tremendous computational burden, 

a modified C-MPC, which only assesses three vectors that 

encompass the reference vector [18], is used for comparison. 

Table V summarizes the average switching frequency and 

current THD comparison. As shown, the HMV-MPC at 8 kHz 

sampling rate even has lower average switching frequency 

than the C-MPC at 15 kHz sampling rate does, which hence, 

can be used as a benchmark for fair comparison. In addition, 

the operation limitation analysis of the nine-level IHMC with 

both the C-MPC and the proposed HMV-MPC is conducted 

through simulation study (since the resistive-inductive load is 

the only load we have) [13], [18]. All other parameters are the 

same as Table IV. The power factor is regulated through 

changing the load resistance, while the reference current is 

adjusted correspondingly based on the load impedance 

calculation at the same time. Whenever the inner circulating 

currents or floating capacitor voltages cannot be mitigated or 

balanced, the system is considered unstable. In this regard, the 

operation limitations are demonstrated in Fig. 13. As shown, 

for the vast majority of the operating points, the system is 

stable. Specifically, for all the circumstances enclosed by the 

solid line, the inner circulating currents or floating capacitor 

voltages can be mitigated or balanced, while for the conditions 

beyond the solid line, these control objectives cannot be 

guaranteed, thus, the converter system is unstable. 

 
Fig. 11. Modulation of one specific symmetric SS. 

 
Fig. 12. Experimental rig. 

Fig. 14 shows the steady-state waveforms, where the pulse 

trains of Sa1 of the proposed HMV-MPC unfold fundamental- 

frequency patterns, which are in line with the control objective. 

On the contrary, the C-MPC reveals a relatively high-

frequency patterns for pulse trains of Sa1. As set forth in 

Section III, the low-frequency pulse trains can enable fewer 

switching actions than the high-frequency ones and thus, 

results in lower switching losses. In addition, since the 

proposed HMV-MPC is actually based on the line-to-line 

voltage control from the SVD point of view, the equivalent 

line-to-line voltage vab shows a clear sinusoidal shape, which 

also possesses more voltage levels than the phase voltages do. 

 
Fig. 13. Experimental rig. 

Fig. 15 exemplifies Phase A to exhibit the steady-state 

performances of both control strategies. As it can be seen, 

even though the circulating current under the proposed HMV-

MPC appears to have slightly larger ripples than the C-MPC 

does, the output current waveform of the proposed HMV-

MPC at 8 kHz sampling rate is smoother than those of the C-

MPC at both 8 kHz and 15 kHz sampling rate. Therefore, the 

main control objective, the current tracking, is better 

safeguarded by the proposed HMV-MPC. The dc voltages are 

all well-regulated under both control strategies. Fig. 16 

demonstrates the waveforms at transient-state. As shown, all 

the dc voltages are well-regulated to their reference despite 

some trivial surges, which are caused by the inner-regulation 

of the dc power source. It also noteworthy that proposed 

HMV-MPC and the C-MPC at 8 kHz sampling rate have 

approximately the same responding time, while the C-MPC at 

15 kHz has shorter responding time due to a higher sampling 

rate. In a nutshell, the responding time at all scenarios is 

relatively fast and the proposed HMV-MPC retains the fast 

dynamics nature of the MPC, while improves the current 

tracking performance at the same time. Furthermore, as it can 

be observed from the phase voltages, the C-MPC has a 

relatively higher dv/dt especially at the lower modulation 

range, where the phase voltage may shift more than one unit 

voltage step (Udc/4), which is caused by the concurrent 

switching action among power devices and may exacerbate 

the noise immunity of gate drivers. On the contrary, the HMV-

MPC unfolds lower dv/dt due to the decoupling of the LFS 

and HFS, which shows another superior aspect over the C-

MPC. 
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To further showcase the current THD improvement of 

HMV-MPC, the current spectra comparison based on the 

collected oscilloscope data are depicted in Fig. 16. It can be 

observed in Fig. 16 that the proposed HMV-MPC at 8 kHz  

   
(a)                                                                                   (b)                                                                                (c) 

Fig. 13. Waveforms of steady-state. (a) C-MPC at 8 kHz sampling rate. (b) C-MPC at 15 kHz sampling rate. (c) HMV-MPC at 8 kHz sampling rate. 

   
(a)                                                                                   (b)                                                                                (c) 

Fig. 14. Waveforms of steady-state. (a) C-MPC at 8 kHz sampling rate. (b) C-MPC at 15 kHz sampling rate. (c) HMV-MPC at 8 kHz sampling rate. 

   
(a)                                                                                   (b)                                                                                (c) 

Fig. 15. Waveforms of transient-state. (a) C-MPC at 8 kHz sampling rate. (b) C-MPC at 15 kHz sampling rate. (c) HMV-MPC at 8 kHz sampling rate. 

 
(a)                                                                      (b)                                                                       (c) 

Fig. 16. Current spectra comparison. (a) C-MPC at 8 kHz sampling rate. (b) C-MPC at 15 kHz sampling rate. (c) HMV-MPC at 8 kHz sampling rate. 

sampling rate has much lower current THD than the C-MPC 

does at both 8 kHz and 15 kHz sampling rate. In addition, 

there are concentrated harmonic groups around 8 kHz, 16 kHz, 

and so on, in the output current spectra under the proposed 
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HMV-MPC, while the current spectra of C-MPC at both 8 

kHz and 15 kHz exhibit more widespread fashions. 

Fig. 17 depicts the comparison of the current THD versus 

amplitude by using the data in Table V. As shown, the current 

THD of the proposed HMV-MPC at 8 kHz sampling rate is 

lower than those of the C-MPC at both 8 kHz and 15 kHz 

sampling rate. Thus, it can be interpreted that the proposed 

HMV-MPC has better current tacking performance than the C-

MPC does with even lower average switching frequency. 

Further, Fig. 18 shows the turnaround time comparison 

between the two algorithms, where the turnaround time is 

calculated in dSPACE using the real-time mode. Apparently, 

the proposed HMV-MPC enables approximately 34% 

turnaround time reduction, which indicates another advantage 

of the proposed HMV-MPC in addition to the current THD 

reduction. 

 
Fig. 17. Current THD comparison. 

 

 

 

 
Fig. 18. Turnaround time comparison. 

 

TABLE IV 

SYSTEM PARMETERS 

Variable Description Symbol Value 

Interleaved inductance L0 2.5 mH 

Load inductance L 1.5 mH 

Load resistance R 10 Ω 

DC-link capacitance C 240 μF 

Floating capacitance C1 200 μF 

Floating capacitor voltage Udc 160 V 

H-bridge dc voltage udc_j1 40 V 

Dead time Td 1 μs 

Fundamental frequency f 60 Hz 

 

 

TABLE V 

THD AND SWITCHING FREQUENCY VERSUS CURRENT AMPLITUDE 

Current Amplitude 

(A) 

Control Method/ 

Sampling Rate 

Average Switching 

Frequency (kHz) 

THD  

(ia, %) 

3/0.38 

C-MPC/8 kHz 2.552 11.23 

C-MPC/15 kHz 4.141 9.39 

HMV-MPC/8 kHz 3.344 4.18 

5/0.63 

C-MPC/8 kHz 2.254 5.62 

C-MPC/15 kHz 3.727 5.01 

HMV-MPC/8 kHz 3.147 2.98 

7/0.88 

C-MPC/8 kHz 1.708 4.78 

C-MPC/15 kHz 3.238 4.09 

HMV-MPC/8 kHz 3.017 1.78 

V. CONCLUSION 

This article brings forward an HMV-MPC for a nine-level 

IHMC. The performance of the HMV-MPC is studied through 

comprehensive experiments, where the results substantiate the 

following aspects: 

1) The proposed method enables the independent 

operation of the LFS and HFS, which leads to the 

reduction of the average switching frequency and may 

further pave the way for the hybrid use of SiC metal-

oxide semiconductor field-effect transistors 

(MOSFETs) to the HFS and silicon (Si) insulated-gate 

bipolar transistors (IGBTs) to the LFS, to significantly 

enhance the cost-effectiveness and efficiency of the 

system. 

2) The proposed method cuts down both the calculation 

burden and output current THD while retaining the fast 

dynamics nature of the MPC simultaneously. 

3) The proposed method achieves a constant equivalent 

switching frequency and overcomes the variable 

switching frequency associated with the C-MPC, which 

further facilitates the filter design. 

4) The dc capacitor voltage balancing and circulating 

current suppression are independent from the current 

tacking and therefore, has no impact on it. 
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