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Rapid screening of high-throughput ground state predictions
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Abstract

High-through computational thermodynamic approaches are becoming an increasingly popular tool
to uncover novel compounds. However, traditional methods tend to be limited to stability predictions
of stoichiometric phases at absolute zero. Such methods thus carry the risk of identifying an excess
of possible phases that do not survive to temperatures of practical relevance. We demonstrate how
the Calphad formalism, informed by simple first-principles input can be simply used to overcome
this problem at a low computational cost and deliver quantitatively useful phase diagram predictions
at all temperatures. We illustrate the method by re-assessing prior compound formation predictions
and reconcile these findings with long-standing experimental evidence to the contrary.

Keywords: Ab initio calculations, High-throughput, Compound Energy Formalism, Ground state

prediction

1. Introduction

Phase diagram determination is a well-documented bottleneck for novel materials discovery and
design [1]. To address this, high-throughput calculation tools [2, 3, 4] have been designed to provide
robust and automated end-to-end first principles pipelines to generate phase stability information.
However, traditional approaches in this field tend to focus solely on ordered stoichiometric phases,
which entails important limitations [5]. First, real engineering alloys tend to specifically exploit
deviations from stoichiometry to optimize materials properties. Second, a focus on ordered phases
essentially implies that only phase stability at absolute zero is considered!. This focus has the
undesirable side-effect that it generally predicts a wide range of possible ordered ground states that

exaggerate the number of phases that would typically observed at commonly accessible temperatures.
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Talthough phonon contributions are at least being increasingly considered in high-throughput settings [6]
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In this paper, we seek to address this last shortcoming by providing a simple way to verify whether
an ordered phase predicted to be stable at absolute zero, based on high-throughput calculations, is
indeed a phase that should be considered in a phase diagram covering room temperature and above.
Part of the solution is to leverage the CALculation of PHAse Diagrams (CALPHAD) [7, 8, 9]
framework and the Compound Energy Formalism (CEF) [10, 11, 12]. Ab-initio electronic structure
methods [13, 14] are routinely included to augment experimental input in CALPHAD assessments,
[15, 16, 17] but these efforts typically focus on ordered phases. The inclusion of ab initio data for
nonstoichiometric phases is less frequently attempted [18, 19, 20, 21] but when it is, it typically relies
on the cluster expansion formalism, which is not easily amenable to a high-throughput treatment.

Methods that are more amenable to a high-throughput treatment in the construction of accurate
phase diagrams at nonzero temperature constructed purely computationally from first principles
could revolutionise the process of new materials screening and discovery in an unprecedented manner
[22, 23, 24]. In this work we demonstrate the effectiveness of a software pipeline that can model the
thermodynamics of an alloy system by fitting the coefficients of a polynomial expression representing
excess solution free energies in the CALPHAD formalism to a set of distinct ab-initio calculation [25].
To expedite the ab-initio calculations, this framework relies on the concept of Special Quasirandom
Structure (SQS)[26, 27]. An SQS is a representation of a completely disordered alloy that attempts
to mimic the short-range correlations functions of a true completely disordered material in a small
periodic simulation cell. The code [25] generates select compositions which are a function of the
phase being modeled and the number of components from a SQS database. A key distinguishing
feature of this software system is that it offers an independent control over the different sublattice
compositions (i.e., site fractions) when exploring structure space, which allows the determination
all the CEF parameters from the ab initio data (and not only the end member energies). Once the
energetics of each configuration is completed, the code then packages the result in a Thermodynamic
Database (TDB) file that can then be used by standard CALPHAD modeling tools [28, 29, 30, 31, 32]
for further analysis.

For the aforementioned demonstrations, we chose to investigate the binary Iridium-Ruthenium
phase diagram. Iridium and Ruthenium (alloys and oxides), have primarily been of interest in the
catalysis community and has applications in treatment of breast cancer [33], coatings [34], oxygen
evolution reaction [35, 36]. Hart et. al. [37] also published the results of a large number of stable
binary phases in alloys of the Pt-group metals (PGMs), in which it was reported that Ir-Ru binary

alloys may have possible stable ordered phases. Thus, it is a good candidate alloy system for our
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illustration.

2. Methods

The process of quickly generating a phase diagram from ab initio data has been explained in
detail in reference [25] and illustrated in [38]. The theoretical framework and the description of each
command and of the code can be found in that paper as well. Here, we only outline the major steps

of the process for the specific example system considered.

1. Setting up structures for electronic structure calculation:
Sampling the accessible composition range of each potential phase using pre-generated Spe-
cial Quasirandom Structures (SQS). Here, based on the high-throughput study from [37], we
consider the hep, fee, Lls [39] and D09 [40] phases, to which we add the liquid phase. We
jointly model the fcc and L1, as well as the hcp and D019 phases using the same CEF model.
The composition grid used includes samples of each sublattice compositions in steps of 50 %
with additional point at 25 % interval on either one sublattice when the other sublattice is
defect-free. This corresponds to a composition sampling density “level” of 3 in the sqs2tdb
structure generation command (see Appendix for details). For the sake of completeness we
also have included the other phase (B19, PtsTi, IroTc, Hf5Sc) modeled as line compounds even
though we had strong indications that those phases will not be energetically competitive. We
confirmed this exclusionary hypothesis through our calculations as well.
2. Calculating ab initio energies for each structure:

One can calculate the electronic ground state formation energies of each of the structures
using any electronic structure code. In this work, we used the plane wave basis projector
augmented wave method (PAW) [41] with the exchange correlation approximation being the
generalised gradient approximation (GGA) in the Perdew-Burke-Ernzerhof (PBE) [42] form
as implemented in the Vienna Ab-initio Simulation Package (VASP) [43, 44]. All calculations
were conducted at a precision flag of Accurate (to set the plane wave cut-off as the maximum of
the ENMAX in the POTCAR of the participating species) and an ionic convergence criterion of
10~* eV. The optimisation was performed using the conjugate gradient algorithm [45]. The no.
of kpoints to sample the first Brillouin Zone was generated automatically at a fixed density
of 20°A73. The partial electronic occupancies were set according to the Methfessel-Paxton
scheme of order 1 [46] with a smearing width of 0.1 eV (for overall good force and energies).

At the end of the initial relaxation run, a further static electronic relaxation was performed
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using the tetrahedron method with Bléchl correction [47] (for more accurate energy calculation
of the ground state configuration)

Ab-initio molecular dynamics [48] was run at temperature above the melting point of Ir and
Ru to obtain the energy of the liquid phase. The MD runs were conducted at fixed number
of atoms, fixed volume and temperature (NVT ensemble) employing a Langevin Thermostat
[49, 50]. The desired external pressure of 0 was achieved by adjusting the simulation cell
size. Calculation settings (potential and exchange correlation functional, cutoffs, k-points,
etc.) were kept consistent with that of the relaxation runs, except for the Fermi smearing,
which was set to match the ionic temperature of 3000 K. MD was run for 3300 steps, with
each step size being 1.5 fs for a total time of 4.95 ps. We considered the first 1000 steps as
equilibration and averaged the energy of the final 2300 steps. The liquid composition sampling
grid was kept coarse (levels 0 and 1 in sqs2tdb).

. Calculating Vibrational Entropies:

To calculate the effect of atomic vibrations in the neighborhood of the relaxed configuration
at finite temperature, the fitfc code was used [51]. Symmetrically distinct configurations
were generated by displacing atoms from their relaxed position and calculating the static
energies of these configurations. Subsequently the reaction forces induced by the displacements
(frozen in place) were fit to a harmonic spring model to calculate the free energy of vibrations.
This standard procedure is elaborated in [51]. In practice, a good speed/accuracy trade-
off is obtained by performing these calculations for endmembers only (corresponding to a
composition sampling accuracy “level” of 0). However, more accurate phase boundaries might
demand similar calculations on a finer compositions sampling.

In the present work, phonon vibrations were calculated for the end-members of all phases and
additionally up to level 1 for the fcc and hep phase.

In all calculations, the minimum distance between periodic images of the displaced atoms were
kept to 4 times the nearest neighbor distance for the phase under considerations (corresponding
to the setting frnn=4 in fitfc ), while the range of the springs included while fitting a purely
harmonic model (ns=1 setting in fitfc) was at 2 times the nearest neighbor distance (ernn=2
setting in fitfc). The magnitude of displacement of the atoms from the relaxed state were
kept at dr=0.04 A.

In cases where there were spurious mechanically unstable phonon modes, the procedure as

described in the paper [51] was adopted, in which the code generates displacements along the
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unstable directions to double-check stability. If the instability is not confirmed, the newly
generated reaction forces are added to the fit in order to correct the problem.

4. Reference states used:
All formation energies were referenced to fcc Ir and hep Ru. We did not make use of the
experimental SGTE free energy difference between the fcc and hep pure phases. The reason
for proceeding in this way is that the SGTE and DFT hcp-fcc free energy differences do not
agree very well [52] and we wanted our results to purely reflect the DFT predictions. The
corresponding difference for Ru does agree well, so our strategy has little effect on the Ru-rich
side of the phase diagram. In the sqs2tdb code, this choice of reference states is indicated by
including the hep Ir and fcc Ru phases in the file exfromsgte.in in the parent folder of the
phase diagram calculations. It should be noted that hcp Ir and fcc Ru are not mechanically
unstable, so the discrepancies with SGTE values found here can be attributed to DFT and
not any specific treatment of mechanical instability [53].

5. Fitting the data with CALPHAD model:
With all the energetics computed, a least square fit is performed to obtain the coefficients of
the different polynomial thermodynamic functions (formation energy and vibrational formation
free energy) according to the CALPHAD formalism. The numbers of terms in the excess free
energy function for binary interactions in a sub-lattice of the phase under consideration was
limited to 2. The inherent constraint of the CALPHAD formalism dictates that only one

sublattice can have higher order interactions per term.

It should be noted that in this system, the predicted L1s and D019 phases from [37] turn out to
be superstructures of fcc and hcp, respectively. This suggests making use of a multiple-sublattice
framework to jointly handle each ordered phase and its associated disordered phase in a single
phase description [11, 54]. This approach enables a good approximation of short-range-order (SRO)
effects in the solid solution phases by allowing the different sublattices to adopt slightly different
compositions. While it would be admittedly preferable to have fcc and hep phases with uniform
sublattice-independent compositions in a fully optimized CALPHAD model of the system, the simple
scheme adopted here is ideal for rapid screening. As an input, this approach only demands a few
extra SQS calculations in which the different sublattices have different compositions rather than

necessitating the use of more advanced models, such as a cluster expansion.
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3. Results and Discussion

The prediction by Hart and colleagues [37] of new ordered phases in the Ir-Ru system is surprising,
given that existing experimental assessments of this system find no such phases [55, 56, 36](see, for
instance, Figure 1). Our calculated Ir-Ru phase diagram (reported in Figure 2) immediately resolve
this apparent conundrum: all predicted ordered phases disorder below room temperature, making
it unlikely that such phases could form through standard heat treatments.However, as our method
does not account for SRO within each of the sublattices of L1y and D049, there is a risk that our

calculated free energies for those phases are biased upward.
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Figure 1: Experimental phase Diagram for Ir-Ru binary alloy, Okamoto H., Ir-Ru (Iridium-Ruthenium), Binary Alloy
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Our calculated liquidus and solidus do not agree particularly well with the experimental assess-
ments, but this is expected given the relatively simplified treatment used for the liquid state (only
formation energies are calculated while entropic contributions solely come from the end members’
entropy). Likewise, the shift in the predicted fcc-hep two-phase region at high temperature, relative
to the experimental result, is likely due to the use of a harmonic approximation the phonon calcula-
tions that becomes progressively less justified at higher temperatures. These inaccuracies, however,
are inconsequential for our finding, namely that the predicted ordered phases become unstable at a
relatively low temperature.

Even though disordering occurs at low-temperatures in this system, the predicted ground states
could still provide some information regarding the nature of the SRO in this system. To gain further

insight into the system’s ordering behavior, we calculate the equilibrium sublattices compositions
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(i.e. site fractions) for each of the ordered phases as a function of temperature (see Figure 4).
We select overall compositions such that the graphs cut through the point of highest temperature
in the phase’s respective region of stability. For both the L1ls and D09 phases, we find that the
sublattice compositions sharply change at the transition temperature, consistent with a first order
transition. The fact that the two sublattices of L1s have the essentially the same composition above
the transition suggests that the fcc phase exhibits little SRO. For the D019 phase, the small (< 5%)
remaining difference in sublattice compositions above the transition temperature suggests that SRO
in the hep phase is also small, although more pronounced than in the fcc phase.

Given that the decomposition temperatures of all the ordered phases are so low, it proves more
convenient for most applications to have a thermodynamic model that ignores the low temperature
ordered phases and provides a single-sublattice description of the fcc and hcp phases. We have
generated a such a thermodynamic model, using standard single-sublattice SQS and including the
effect of short-range order using the Cluster Variation Method-based scheme described in [25]. This
database is included in the supplementary information and the corresponding phase diagram is

shown in Figure 3.
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Figure 4: (a) Distribution of Iridium in each sublattice of L12 at an overall composition of Irg.gRuo.2, , (b) Distribution

of Iridium in each sublattice of D019 at an overall composition of Irg.2Rug.g, across a range of temperature 50-2000 K

170 It is also instructive to study in more detail the order-disorder transition by considering the
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metastable phase diagram for fce-based and hep-based phases separately (see Figure 5). At the level
of accuracy of our thermodynamic description we use, it is not possible to unambiguously identify
second-order transitions, as all parametrizations used are smooth in composition and temperature
by construction. However, whenever the width of a two-phase region shrinks to a point, this is
suggestive that the phase transition becomes second-order. The L1s phase appears to be surrounded
by first-order transitions, albeit very narrow ones on the Ir-rich side. The Ru-rich side transition are
masked by hcp phases in the full phase diagram. The D019 phase exhibits clear first-order transition
towards the Ir-rich side while the first-order character completely vanishes towards the Ru-rich side.
To ascertain that this disappearance of the first-order transition is not merely a numerical artifact,
we also plotted the chemical potential as a function of composition in Figure 6. These plots clearly
confirm the absence of first-order transition on the Ru-rich side of the D019 phase, which would
have been seen as a horizontal line. We conjecture that the phase transition becomes second-order
and we indicate this possibility by a dashed line in Figure 5b (although its exact position cannot be

determined from the present calculations).
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Figure 5: (a) L1z, (b) D019 phases only between 50-300 K, dashed lines denote a possible second order phase transition
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4. Conclusion

Our first principles approach to the construction of phase diagram, applied to the Iridium-
Ruthenium Binary alloy system, has successfully helped explain certain inconsistencies between
past experimental and high-throughput results. The absence of stable ordered phases, (such as the
L1s and D019 phases in this work), in contrast to the predictions from high-throughput calculations,
can be attributed to order-disorder transitions at a temperature range lower than the temperature
range at which experimental phase diagrams are constructed.

In the process, we observe that representing disordered phases by a partially ordered multi-
sublattice can act as a good proxy short range ordering (SRO) behavior. This is advantageous as
SRO is computationally expensive [58, 59] to explicitly evaluate, although alternative KKR-~-CPA-
based approaches [60, 61, 62, 63], have been shown to be helpful to address this. In general, the
CALPHAD formalism, in conjunction with our technique, can provide a general representation for
both solid solutions and stoichiometric phases that is amenable to a high-throughput pipeline.

We also observe that entropic contributions to the free energy at higher temperatures can be
approximated to a reasonable degree of accuracy by phonon calculations on a few structures (often
end-members). For further improvements (particularly to address the greater mismatch solidus
and liquidus curves between our calculation and experiments at higher temperature), we postulate
that adopting anharmonic spring models and/or denser compositional grids would result in better
estimations. A better model of the entropy of the liquid would also likely be needed.

For the purpose of speeding up the liquid calculations, our group is also working on including the
liquid phase within the SQS framework. Our method nevertheless provides a automated pipeline for
quick assessment of phase diagrams for exploratory purposes, that can be incrementally improved
at each step of the calculation to desired levels of accuracy. Although the process described is with
first principles calculations only, it can be easily augmented, when fitting the CALPHAD model,

with experimental data to further enhance the accuracy.
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5. Data Availability

The raw data required to reproduce these findings can be obtained by following the steps as
illustrated in Appendix A The processed data required to reproduce the phase diagrams and the
supporting findings are available to download from this link and have also been provided as sup-

porting files with this article.

Appendix A. ATAT Commands used in this work

To facilitate reproducing the results and help readers undertake their own analysis on other
systems, we here provide the commands of the ATAT package used in this work (we omit ab initio

code-specific commands).
1. To generate the input structures for the ab initio calulations, we use:
sqs2tdb -cp -1v=[1,2,3], -1=[FCC_A1,BCC_A2,...] -sp=Ir,Ru

This creates a set of folder for each phase where the SQS structures up to the desired levels
are copied. We can run our ab-initio code inside these to calculate the electronic ground state
structure and energy.
2. For the phonon calculations:

For every level of a particular phase for which we want to include phonon vibrational entropy
calculations, we can generate symmetrically distinct configurations with specified displace-
ments per atom and distance between the periodic images of the displaced atom (here the
distance between two periodic atom images is in units of nearest neighbour distance. Check

[51] for more details).
fitfc -ernn=4 -ns=1 -dr=0.04

This creates a set of folders vol_x/p* representing every symmetrically distinct perturbed
structures. Calculate energy of each from ab-initio method. Then we can fit the forces to a

specified spring model (here ns=1 indicate a harmonic model), using the code snippet
fitfc -frnn=2 -ns=1 -dr=0.04 -fu
The -fu tag provides information on the unstable modes if any suggested by the initial fit report

suggestive of the presence of mechanical instability. If any such modes are suspected, we can
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read the file vol_*/unstable.out. Re-running the fitting procedure with an addition tag
-gu=[index], creates a supercell representing the mode describing the imaginary mode which
is described in the row matching the [index] at the second column of the vol_*/unstable.out
file . We can then calculate the reaction forces in the direction and include it in the fit. Often
if the instability is an artifact of the fitting process (imaginary modes), this process can solve
the issue. Note that this process might have to be repeated multiple times until we include all

the suspected unstable modes in our fit or unless a true unstable mode is found.

. Generate Thermodynamic Database file:

We first input to the code the types of interactions (just single atom, binary, ternary etc.) and
to which levels (0,1,2 etc.) in the excess free energy term as per the CALPHAD formalism [9]

in to the terms.in file with the following format

cat <<EOF > terms.in
1,0:1,0

2,1:1,0

EOF

(the example shown is for a two sublattice phase where we include all first order terms (only
level 0 is possible). We also include order 2 terms with 1 level. Note. that the CALPHAD
model only allows greater than 1 order for only one sublattice at a time.)

Then run the command:
sqs2tdb -fit [-sro]

This creates a partial Thermodynamic DataBase (TDB) file containing the function and struc-
ture for the particular phase. The optional parameter -sro can be specified to include short-
range order effects in single-sublattice phases (this was used for the fcc and hep phases in this
work). It is at this step when the code decides which reference values are to be drawn from
SGTE database or not. These individual TDB files (one for each phase) can be combined in

to a single TDB file for the alloy system using the command.
sqs2tdb -tdb [-oc]

The -oc tag is optional used to create the TDB file in the OpenCalphad format (OC) [32]
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