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In the Compton regime, the computational pipeline that

follows digitization is comprised of event detection (determin-

ing the nominal xyz coordinates of each energy deposition),

reconstruction (determining the sequence of energy deposi-

tions by each photon), and localization (estimating the origin

direction from a burst of photons). Each of these is described

in turn in the sections below.

III. EVENT DETECTION USING AN FPGA

When the analog waveform digitizer ASICs trigger an event,

the information that is passed into the event detection stage

is the collection of contiguous fibers that have a signal, with

the ith fiber represented by fi, and the intensity signal on

each of these fibers, represented by si. This happens in both

the x and y dimensions. In this stage of the computation, we

must determine the centroid in each dimension of each energy

deposition. Adapting the techniques from Hyde [9], here we

investigate the use of high-level synthesis (HLS) to perform

the centroid computation, which is shown in Figure 3 and

expressed in Equation (1).
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Fig. 3. Centroiding computation.

c =

∑
i
si · fi∑
i
si

(1)

Here, c is in units of fibers, but that is easily converted to

mm as the width for each fiber is 2 mm (see Figure 2).

Given that an FPGA will be used to interface with the analog

ASICs, we are interested in performing the centroiding com-

putation on the same FPGA. Flight hardware has not yet been

chosen, so we utilize a desktop card for evaluation purposes

(a Xilinx Alveo U250 accelerator card, which includes an

UltraScale+ architecture FPGA). The number of contiguous

fibers with a signal for each energy deposition can vary. In

this work, we explore a maximum of 24 contiguous fibers,

guided by the simulation models of Chen et al. [10].

The area limitations are completely dominated by DSP

blocks (see Table I). For 12 instances of a 24-fiber version

of Figure 3, 864 DSP blocks are required, comprising 7% of

the FPGA. This corresponds to 3 DSP blocks per fiber. All

other resources are underutilized by comparison.

TABLE I
FPGA RESOURCE USAGE

Instances LUTs BRAM Registers DSPs

12 25,529 (1.5%) 23 (0.9%) 67,528 (2.3%) 864 (7.0%)

The 12-instance design can be clocked at 300 MHz

and completes a single event computation in 68 cycles, or

0.23 µs. This design therefore supports an event throughput

of 53 Mevents/s, well above the anticipated photon arrival rate.

Figure 4 shows a scatter plot of the positional error (sep-

arately for x and y) that results from the above technique.

Incident γ-ray photon interactions and ground-truth positions

are provided by [10]. The large majority of the errors are less

than 2 mm, the width of a single WLS fiber.

Fig. 4. Positional error as a function of position.

When used in a different context (a microscope design),

Hyde [9] reported significant positioning errors near the

boundaries of the sensor. The geometry of our instrument is

sufficiently different that, at least qualitatively, we do not see

this issue in our application. Our current investigation is fo-

cused on the few outliers with large positioning errors — both

understanding their cause and mitigating their downstream

impact.

IV. RECONSTRUCTION ON A MULTICORE PROCESSOR

Reconstruction takes the Compton scattering events detected

from one incident γ-ray photon by the centroiding stage,

including both their locations and their deposited energies, and

infers the order in which they occurred in the detector. The

goal of this inference is to discover the locations of the most

likely first and second scatterings in order, which are used

along with the first scattering’s deposited energy to constrain

the direction in the sky from which the photon arrived at

the detector. The time between scatterings is too small to

directly observe their sequence; instead, we consider every

possible ordering, each implying a trajectory of the photon in

the instrument, and select the trajectory that best explains the

observed locations and energy depositions.

Our basic approach to trajectory reconstruction from Comp-

ton scatterings follows Boggs and Jean [11], who described a

figure of merit for a putative trajectory based on agreement

between the angles at which the photon scatters (given the

trajectory) and the corresponding energy deposits, which pro-

vide independent estimates of each scattering angle via the

Compton law. In [3], we describe an algorithmic approach

to accelerate the testing of all possible trajectories over a

set of scattering events. To eliminate redundant computation

and ensure rapid analysis even of photons with multiple
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Appendix: Artifact Description

SUMMARY OF THE EXPERIMENTS REPORTED

The localization algorithms were run on a Washington

University server that has a Intel(R) Xeon(R) CPU E5-2620 v4

for the CPU and an NVIDIA RTX 2080 for the GPU. CUDA

11.4, Eigen Version 3.3.9 and gcc (GCC) 9.2.1 20191120 (Red

Hat 9.2.1-2) were used on this machine for testing.

ARTIFACT AVAILABILITY

Software Artifact Availability

All author-created software artifacts are maintained in a

public repository under an OSI-approved license. The URL

is below.

Hardware Artifact Availability

There are no author-created hardware artifacts.

Data Artifact Availability

The data artifacts are not yet publicly available.

Proprietary Artifacts

None of the associated artifacts, author-created or otherwise,

are proprietary.

List of URLs and/or DOIs where artifacts are available

https://sbs.wustl.edu/ADAPTsoftware.html

BASELINE EXPERIMENTAL SETUP AND MODIFICATIONS

MADE FOR THE PAPER

Relevant hardware details

Server - see details below.

Operating Systems and Versions

Rocky Linux 8.4 (Green Obsidian)

Compilers and Versions

gcc (GCC) 9.2.1 20191120 (Red Hat 9.2.1-2), nvcc 11.0

Libraries and Versions

CUDA 11.4, Eigen 3.3.9

Key Algorithms

GEMM, Linear Least-Squares

Output from scripts that gather execution environment infor-

mation

+ uname −a

Linux l o t u s . eng r . w u s t l . edu 5 . 1 0 . 1 6 − 1 . e l 8 .

e l r e p o . x86 64 #1 SMP Thu Feb 11

1 7 : 4 4 : 0 6 EST 2021 x86 64 x86 64 x86 64

GNU/ Linux

+ l s c p u

A r c h i t e c t u r e : x86 64

CPU op−mode ( s ) : 32− b i t , 64− b i t

Byte Order : L i t t l e Endian

CPU( s ) : 32

On− l i n e CPU( s ) l i s t : 0−31

Thread ( s ) p e r c o r e : 2

Core ( s ) p e r s o c k e t : 8

So c k e t ( s ) : 2

NUMA node ( s ) : 2

Vendor ID : G e n u i n e I n t e l

CPU f a m i l y : 6

Model : 79

Model name : I n t e l (R) Xeon (R) CPU

E5−2620 v4 @ 2 . 1 0GHz

S t e p p i n g : 1

CPU MHz: 1494 .107

CPU max MHz: 3000 .0000

CPU min MHz: 1200 .0000

BogoMIPS : 4199 .94

V i r t u a l i z a t i o n : VT−x

L1d cache : 32K

L1i cache : 32K

L2 cache : 256K

L3 cache : 20480K

NUMA node0 CPU( s ) : 0 −7 ,16 −23

NUMA node1 CPU( s ) : 8 −15 ,24 −31

F l a g s : fpu vme de pse t s c

msr pae mce cx8 a p i c sep m t r r pge mca

cmov p a t pse36 c l f l u s h d t s a c p i mmx

f x s r s s e s s e 2 s s h t tm pbe s y s c a l l nx

pdpe1gb r d t s c p lm c o n s t a n t t s c

a rch pe r fmon pebs b t s rep good nop l

x t o p o l o g y n o n s t o p t s c c p u i d a p e r f m p e r f

p n i pc lmulqdq d t e s 6 4 m o n i t o r d s c p l

vmx smx e s t tm2 s s s e 3 sdbg fma cx16

x t p r pdcm p c i d dca s s e 4 1 s s e 4 2

x 2 a p i c movbe p opc n t t s c d e a d l i n e t i m e r

a e s xsave avx f 16c r d r a n d l a h f l m abm

3 d n o w p r e f e t c h c p u i d f a u l t epb c a t l 3

c d p l3 i n v p c i d s i n g l e p t i i n t e l p p i n

s sbd i b r s i bpb s t i b p tp r shadow vnmi

f l e x p r i o r i t y e p t vp id e p t a d f s g s b a s e

t s c a d j u s t bmi1 h l e avx2 smep bmi2

erms i n v p c i d r tm cqm r d t a r d s e e d adx

smap i n t e l p t x s a v e o p t cqm l l c

cqm occup l l c cqm mbm total

cqm mbm local d therm i d a a r a t p l n p t s

f l u s h l 1 d


