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Abstract—Traffic safety is an important topic in the intelligent
transportation system. One major factor that causes traffic acci-
dent is anomalous driving. This paper presents a novel anomalous
driving detection method in videos, which can detect unsafe
anomalous driving behaviors. The contributions of this paper are
three-fold. First, a new multiple object tracking (MOT) method
is proposed to extract the velocities and trajectories of moving
foreground objects in video. The new MOT method is a motion-
based tracking method, which integrates the temporal and spatial
features. Second, a novel Gaussian local velocity (GLV) modeling
method is presented to model the normal moving behavior in
traffic videos. The GLV model is built for every location in
the video frame, and updated online. Third, a discrimination
function is proposed to detect anomalous driving behaviors.
Experimental results using the real traffic data from the New
Jersey Department of Transportation (NJDOT) show that our
proposed method can perform anomalous driving detection fast
and accurately.

I. INTRODUCTION

Traffic video analysis is a compelling topic in computer
vision. How to use AI technologies to improve traffic safety
is always a major concern of society. Anomalous driving
behaviors are one of the most dangerous behaviors in traffic.
Every year, thousands of lives are lost in traffic due to
anomalous driving. In this paper, we propose an anomalous
driving detection method, which can detect anomalous driving
behaviors in traffic surveillance videos fast and accurately.

Many methods are proposed to detect the anomalies in
videos bases on spacial feature representations [1], [2], [3].
This kind of approach is generally applied to detect all kinds
of anomalies without specification. People want to utilize
anomaly detection methods in real-world applications. There-
fore, more methods are proposed with a specific concentration.
To concentrate the attention on anomalous driving behaviors,
we proposed our anomalous driving detection method, which
integrates the MOT method, the GLV model, and the discrim-
ination function.

We first propose a new multiple object tracking (MOT)
method to track the motions of the vehicles in traffic. Many
MOT methods are proposed based on a track-by-detection
procedure, which needs high computational power. Our pro-
posed MOT method is based on spatial and temporal feature
representations, which can process the video frames fast and
accurately. By considering the spatial and temporal distance

between the objects in two adjacent frames, our MOT method
can quickly match the same object in two adjacent frames.

Second, we use a novel Gaussian local velocity (GLV)
modeling method to model the normal driving behaviors in
traffic. In order to detect anomalies in traffic, we consider
modeling the normal behaviors. Everything that cannot be
classified in the normal class is an anomaly. As we know,
the vehicles in traffic should be driving in a queue. Every
vehicle that passes the same location should follow similar
speeds and directions, otherwise, traffic accidents may happen.
Therefore, we can use a Gaussian distribution to model the
normal driving speed and direction at a specific time and
location. The Gaussian distribution can be updated online
while the speed may change over time.

Third, we use a discrimination function to distinguish the
anomalous driving behaviors in videos. With the GLV model,
we can describe the normal driving behaviors in traffic. Then
we can use a discrimination function to classify each moving
vehicle in traffic into a normal class or an anomalous class.
Figure. 1 shows the workflow of our proposed anomalous
driving detection method.

There are three major contributions of our proposed method.
First, the method does not need any training process. The
foreground segmentation, MOT process, and GLV modeling
method are all unsupervised methods. The models are built
when the video is processing. The whole process doe not
require any manual label work which increases the general
ability of our method. Second, the computational complexity
of our proposed method is low and the processing speed is
fast. Recently, many anomaly detection methods are proposed
based on deep neural networks. However, the implementation
of this kind of method requires high-performance GPU, and
some of them still cannot process the video in real-time.
Unlike deep neural networks, our statistical modeling method
has low computational complexity. Even on a regular desktop
PC, our method can reach a processing speed of 60 frames per
second or faster. Third, our method is robust and generalized.
We tested our method on dozens of real traffic videos with
different illumination conditions, weather, and resolutions. Our
method is able to detect anomalous driving behaviors accu-
rately and robustly. The accuracy is an important criterion to
evaluate an anomalous driving detection method. Our method
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Fig. 1. The workflow of our proposed anomalous driving detection method using the new MOT method and the novel GLV model.

reaches a 100% detection rate without a false alert during
testing.

II. RELATED WORK

A. Foreground Segmentation
Most video analytic tasks in computer vision applications

involve segmenting each of the video frames into moving
foreground and stationary background as an initial step. In re-
cent years, foreground segmentation has been one of the most
studied fields in computer vision with applications in target
tracking, behavior understanding, multimedia, and intelligent
video surveillance. The accuracy of foreground segmentation
as an initial preprocessing step has a major influence on
the overall performance of the application in its following
steps. However, this accuracy can be challenged by changes in
illumination conditions, noises, and clutter in the background,
occlusion, flickering camera, etc. A significant amount of
work has been carried out on improving the reliability and
robustness of foreground segmentation methods.

Many Unsupervised methods extract the moving foreground
by applying spatial and temporal features to model the back-
ground and subtract it from the foreground [4]–[7]. In [8],
an adaptive Gaussian mixture model (AGMM) is applied to
extract foreground objects and is followed by a BP neural
network as a post-process step to deal with challenging scenes
with illumination changes or moving shadows. Wang et al. [9]
apply the scene division method for foreground segmentation
based on a spatio-temporal stochastic update strategy in GMM.
[?] proposes a global foreground modeling (GFM) method,
which considers the global information of the foreground. In
recent years, many supervised foreground segmentation meth-
ods have been proposed based on deep learning algorithms

[10], [11]. However, the supervised methods depend on models
that are trained on a number of visually similar videos and
perform purely when tested on unseen videos with different
visual aspects. As foreground segmentation is the very first
step of our proposed system, we choose to use fast and efficient
unsupervised foreground detection methods to segment the
foreground information from frames.

B. Multiple Object Tracking

Multiple Object Tracking (MOT) is one of the essential
steps in most video analytic tasks. Tracking multiple objects
in videos at the same time involves the detection of objects
at each video frame and the association of the detected
objects across multiple consecutive frames. There has been a
significant amount of research conducted on Multiple Object
Tracking (MOT) in recent years. Tang et al. [12] deal with
the MOT problem as a Minimum Cost Subgraph Multicut
Problem and apply the Kernighan-Lin algorithm to solve it.
[13] utilizes a fully differentiable graph-based framework and
a Message Passing Network (MPN) to propagate the node
features throughout the graph. Maksai et al. [14] use behav-
ioral patterns to propose a non-Markovian approach in order to
impose global consistency and further improve upon state-of-
the-art tracking algorithms. In [15], a deep prediction-decision
network is developed in a collaborative deep reinforcement
learning (C-DRL) method, which simultaneously detects and
predicts objects under a unified network.

With the improvements in object detection methods in
recent years, tracking by detection has been the most studied
approach in multi-target tracking. In [16], the multi-object
state is modeled as a labeled random finite set and using the
Bayes recursion to reduce false negatives and false positives
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and propagate the multi-object filtering density forward in
time. A CNN-based framework is proposed by Chu et al. [17],
which uses single object tracking (SOT) to enrich detections
in MOT. Jorquera et al. [18] use the Probability Density
Hypothesis (PHD) filter and Determinantal Point Processes
(DPP) to deal with data association uncertainty, noise, and
false alarms and improve the detection accuracy.

C. Anomaly Detection in Video

In most video surveillance systems, anomaly detection is an
important component. Recently, anomaly detection in videos
has been an active research area with applications in intelligent
video surveillance and secure related video analytic tasks.
Since the occurrence of abnormal actions in real-world video
analysis applications is infrequent, detecting anomaly in videos
automatically reduces a significant amount of manual work.

Some of the recent research efforts have tried to detect the
anomalies in videos. A deep CNN is proposed by Nguyen et al.
[19], which is a combination of a reconstruction network that
determines the main structures that appear in video frames and
an image translation model which associates motion templates
to such structures. In [20], anomaly detection in videos is dealt
with within a video prediction framework in which a future
frame is predicted based on spatial and temporal constraints
and then compared to its ground truth to detect abnormal
incidents. An end-to-end network is proposed by Tang et al.
[21] that conducts future frame prediction which enlargers the
reconstruction errors to help with the identification of abnor-
mal events followed by reconstruction which helps enhance
the predicted future frames from normal events.

Besides the methods that are aiming at detecting anomalies
in general videos, many methods are proposed to detect
anomalies in traffic videos. Doshi and Yasin proposed an
unsupervised method to detect anomalies in traffic videos [22].
[23] presents a 3-stage pipeline for anomaly detection in traffic
videos. This kind of approach considers the specific scenarios
in traffic, and are aiming at landing in real-world applications.
In this paper, we propose an anomalous driving detection
method, which uses a Gaussian model to model the normal
driving behaviors, and detects the anomaly by a discrimination
function in traffic videos.

III. THE NEW MULTIPLE OBJECT TRACKING METHOD
BASED ON TEMPORAL AND SPACIAL FEATURES

Object tracking is an important topic in video processing.
Many methods are proposed to track the moving objects
in videos [24], [25], [26]. Multiple object tracking (MOT),
which is an extension of single object tracking, plays a more
important role in AI applications. People want to catch the
trajectories of each individual moving item with MOT, and
further tackle some high-level tasks with the tracking results,
such as action recognition [27], anomaly detection [28], and
object counting [29]. In this section, we propose a new MOT
method using the spatial and temporal information in videos,
which can tracking multiple objects fast and accurately.

Fig. 2. Two adjacent video frames from the NJDOT video and their
corresponding foreground masks.

To utilize the temporal information in videos, we apply
the GFM foreground segmentation method to extract the
foreground mask [4], [5]. The GFM method is an unsuper-
vised foreground segmentation method, which can detect the
foreground pixels fast and accurately. In the GFM method,
foreground pixels are detected using the Bayes decision rule
for minimum error, which is described as [30]:

C (xi,j) =

{
1, p(xi,j|ωf )P (ωf ) > p(xi,j|ωb)P (ωb)

0, Otherwise
(1)

where xi,j represents the pixel at location (i, j), p(x|ωf ) and
p(x|ωf ) means the conditional probability density functions
(CPDF) for the foreground and background, respectively,
P (ωf ) and P (ωb) denote the prior probability of the fore-
ground and background, respectively, and C is a binary mask
where C (xi,j) = 1 means the pixel at location (i, j) is
classified as foreground. The foreground mask represents the
moving components in a video. For two adjacent frames Fi

and Fi+1, we can get the foreground masks using the GFM
method. Figure. 2 shows two adjacent video frames from an
NJDOT traffic video and the corresponding foreground masks
detected by the GFM method.

In each foreground mask, there are some foreground pix-
els, which can indicate the moving objects. A connected-
component labeling method [31] is applied to the fore-
ground mask to label every connected region in the fore-
ground mask with a block id. Then we can get two
sets of block Si = {Bi,1, Bi,2, . . . , Bi,m}, and Si+1 =
{Bi+1,1, Bi+1,2, . . . , Bi+1,n} from the two adjacent frames.
For every B in set Si, we pair it with one block B′ in set
Si+1, which can minimize the distance function Dist(B,B′).

Dist(B,B′) =
Euc Dist(B,B′)

Cos Dist (B,B′)
(2)

Euc Dist(B,B′) = e|CentB−CentB′ | (3)
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Cos Dist(B,B′) =
fB
||fB ||

· fB′

||fB′ ||
(4)

where CentB and CentB′ means the centroids of block B
and B′, fB and fB′ means the spacial feature vector extracted
from the video frame at the corresponding location of block
B and B′. In this paper, we select the mean and variance of
the block area as the spatial features. Note that both the mean
and variance are non-negative numbers, the feature vectors are
all fall in the same quadrant. Therefore the Cosine similarity
is always positive. The novel distance function Dist(B,B′),
on one hand, considers the temporal information, which is
the Euclidean distance between the blocks, on the other
hand, considers the spatial information, which is the Cosine
similarity between the blocks.

After all the blocks in set Si have paired with a block in
set Si+1, we apply the Algorithm. 1 to convert the block pairs
to trajectories.

Algorithm 1 pseudocode of MOT method
if i is the first frame then

Create a new trajectory for each block in Si.
end if
for all paired blocks {B,B′} do

if The value of the Dist(B,B′) is over the threshold
then

Discard the pair and mark the trajectory associated with
B as END.

else
Assign block B’ to the trajectory of B, and add the
connection between B and B’ into the trajectory.

end if
end for
for all blocks in Si+1 that do not have paired blocks in Si

do
Crease a new trajectory.

end for

Different from the detection-based tracking methods, our
proposed MOT method does not need to detect each individual
item, which can save computational power. Our proposed
method is based on a motion-tracking procedure and further
involves the spatial features to define an innovative distance
function. The combination of the temporal and spatial features
can improve the tracking performance with a limited compu-
tational requirement.

IV. THE ANOMALOUS DRIVING DETECTION USING A
NOVEL GAUSSIAN LOCAL VELOCITY MODEL

Anomalous driving is one of the most dangerous behaviors
in traffic. Many traffic accidents are caused by anomalous
driving behaviors, such as wrong-way driving, sudden lane
merge, and stopped in traffic. To detect the anomalous driving
behaviors, we propose the novel Gaussian local velocity (GLV)
model to model the normal driving behaviors and use a set of

Fig. 3. The moving trajectories detected by our new MOT method. The red
lines indicate the moving trajectories of the vehicles in two seconds.

discrimination functions to identify the anomalies in traffic
surveillance videos.

Our proposed GLV model uses an unsupervised online
updating strategy to establish the model. First, we use the
velocities achieved from the MOT method in each frame as
input feature vectors to estimate an initial GLV model. The
model is updated every frame to satisfy the speed change of
traffic. Finally, we apply the discrimination functions to the
trajectories of each individual foreground object achieved from
the MOT method to determine if the driving behavior of that
object is anomalous.

Our proposed method is mainly focusing on traffic surveil-
lance video analysis. As we know, vehicles in traffic are
moving along the traffic lanes, every vehicle normally moves
along a similar direction at the same location. Therefore, we
can build a Gaussian distribution for every location in a frame
to model the normal velocity. For each location i, j in a frame,
the feature vector xi,j is composed of the magnitude si,j and
the angle θi,j . The GLV model at location i, j can be described
as:

Vi,j =
exp

{
− 1

2 (xi,j −Mi,j)
tΣ−1i,j (xi,j −Mi,j)

}
(2π)d/2 | Σi,j |1/2

(5)

where d is the dimensionality of the feature vector xi,j , Mi,j

is the mean vector, and Σi,j is the covariance matrix. The
GLV model is updated with every moving object passed by
the location.

The GLV model describes the normal moving behaviors in
traffic. If the motion feature of an object is far from the mean
vector of the GLV model, it can be considered as anomalous
motion. We further propose an anomalous driving detection
method based on the GLV model.

As we know, the normal driving vehicles should follow a
similar direction to that of the traffic flow. If a vehicle drove in
the wrong direction that is away from the traffic flow, it may
cause a traffic accident. Our anomalous driving detection is
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Fig. 4. The wrong-way driving vehicles detected by our proposed method. The red rectangles are the wrong-way driving vehicles detected by our proposed
method, the areas in the green lines are the region of interest (ROI).

aiming at detecting and alerting this kind of wrong-way driving
behavior. We propose a discrimination function to identify the
anomalous driving based on the GLV model:

D(xi,j) =
xi,j

||xi,j ||
· Mi,j

||Mi,j ||
(6)

where xi,j is the motion feature vector of a vehicle, and Mi,j

is the mean vector of the GLV model at location i, j. If the
discrimination function D(xi,j) < 0, we classify that vehicle
as an anomalous driving. If the duration of the anomalous
driving behavior of a specific vehicle is longer than the
threshold, we identify it as dangerous and send an alert.

V. EXPERIMENTS

To evaluate our proposed anomalous driving detection
method, we run experiments on the real traffic video sequences
from the New Jersey Department of Transportation (NJDOT).
We used a desktop with an Intel Core i7-8700 Processor to
implement our proposed method. Our method can process
65 frames per second (fps) for the videos with the spatial
resolution of 352 × 240, which is a general resolution of the
traffic surveillance videos.

We first present the results achieved by our proposed MOT
method. The processing speed is a very important factor of an
MOT method. For a video frame with a resolution of 352×240,
the average processing time of our proposed MOT method is
13 ms, which is 77 frames per second or fps. Figure. 3 shows
the vehicle moving trajectories detected by our proposed MOT
method. The red lines show 2 seconds of the vehicle moving
trajectories. We can see the normal moving vehicles have
relatively straight moving trajectories along the road.

The GLV model is built after the moving trajectories are
extracted. By utilizing the GLV model, we detect anomalous
driving behaviors in traffic videos. The most commonly seen
anomalous driving in traffic is wrong-way driving. Drivers may
back up the vehicles in traffic due to missing the existing ramp

or entering a wrong ramp. Our proposed method is able to de-
tect these dangerous behaviors in order to minimize the traffic
accident happening. Figure. 4 shows some wrong-way driving
vehicles detected by our anomalous driving detection method.
We tested our proposed methods on dozens of different real
traffic scenarios, our method can reach a 100% detection rate
without a false alert. We can see our method is able to deal
with both the night videos and daytime videos.

VI. CONCLUSION

We proposed a novel anomalous driving behavior detection
method for traffic surveillance video analysis in this paper.
The method integrates a new multiple object tracking (MOT)
method, a novel GLV model, and an anomalous driving
discrimination function to detect and alert the wrong-way
driving behaviors. The MOT method utilizes the spatial and
temporal information in the video and is able to process the
video fast and accurately. The GLV model is built locally
using the Gaussian distributions and is updated online. The
discrimination function can classify each moving vehicle into
a normal driving class or an anomalous driving class. There
are three advantages of our proposed method. First, the method
proposed is based on statistical modeling. The estimation of
the statistical models does not require any labeled data. This
can reduce manual labeling work and increase the generaliza-
tion ability of our method. Second, the computational com-
plexity of our proposed method is low. The anomalous driving
detection can process over 60 frames per second on a normal
PC. Third, the anomalous driving detection method is accurate
and robust to the real-world situation. We tested on dozens of
different traffic video scenarios, all the anomalous drivings can
be detected without false alerts. The experimental results using
the New Jersey Department of Transportation (NJDOT) real
traffic videos show the feasibility of our proposed method.
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