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Abstract— As device integration density increases exponen-
tially as predicted by Moore’s law, power consumption becomes
a bottleneck for system scaling where leakage power of on-chip
cache occupies a large fraction of the total power budget. Spin
transfer torque magnetic random access memory (STT-MRAM)
is a promising candidate to replace static random access
memory (SRAM) as an on-chip last level cache (LLC) due
to its ultralow leakage power, high integration density, and
nonvolatility. Moreover, with the prevalence of edge computing
and Internet-of-Things (IoT) applications, it can be beneficial to
build a total nonvolatile cache hierarchy, including the L1 cache.
However, building an L1 cache with STT-MRAM still faces
severe challenges particularly because reducing its relatively high
write latency by increasing write voltage can accelerate oxide
breakdown of the MTJ device and threaten the L1 cache lifetime
significantly due to intensive accesses. In our previous work,
we proposed a dynamic overwriting voltage adjustment (DOVA)
technique to deal with this challenge. In this article, we improve
this technique by a DOVA promotion (DOVA PRO) technique for
the STT-MRAM L1 cache, considering the cache write endurance
and performance simultaneously. A high write voltage is used
for performance-critical cache lines, while a low write voltage
is used for other cache lines to approach an optimal tradeoff
between reliability and performance. Experimental results show
that the proposed technique DOVA PRO can improve cache
performance by 23.5%, on average, compared to the DOVA
technique. In the meantime, the average degradation of cache
lifetime remains almost unchanged compared with the DOVA
technique on average. Furthermore, DOVA PRO can support
flexible configurations to achieve various optimization targets,
such as higher performance or a longer lifetime.
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I. INTRODUCTION

HE shrinking of transistor feature size enables fast

switching speed and high integration density. However,
the off-chip memory bandwidth cannot improve at the same
pace. In order to fill the performance gap between the proces-
sor and the main memory, on-chip cache size increases quickly
and induces large area and power overhead [2].

Spin transfer torque magnetic random access memory
(STT-MRAM) is a promising candidate to replace static ran-
dom access memory (SRAM) for on-chip caches owing to its
small cell size and ultralow leakage power [3]. STT-MRAM
is a nonvolatile memory and is especially suitable to replace
SRAM as the last level cache (LLC) to save energy and
keep data persistent with ultralow power consumption [4].
Recently, several ultralow-power processors with totally non-
volatile memory hierarchy have been proposed for energy har-
vesting [5], resistive computation [6], computing in memory
design [7], and so on. These applications require the cache to
be totally made by nonvolatile memory, such as STT-MRAM.

Since the write performance of STT-MRAM depends on
the write voltage magnitude significantly, we can improve
the write performance by increasing the write voltage. How-
ever, as the L1 cache is more write-intensive compared to
lower level caches, high write voltage plus intensive write
accesses can accelerate oxide breakdown of the MTJ device
and threaten the lifetime of the L1 cache dramatically [8].
Moreover, high write voltage incurs more write energy, which
may swallow the energy savings brought by STT-MRAM.

In this work, we manage to accelerate the write speed of
the STT-MRAM L1 cache while not degrading the lifetime of
STT-MRAM significantly. To achieve this goal, we propose
a dynamic overwriting voltage adjustment promotion (DOVA
PRO) technique, which classifies write operations in the
L1 cache as critical writes and noncritical writes. The critical
writes adopt a high write voltage to reduce write latency,
while noncritical ones use a low voltage to save write energy
and prolong the lifetime of STT-MRAM. To the best of our
knowledge, this is the first work to explore STT-MRAM based
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totally nonvolatile cache hierarchy considering performance,
energy, and reliability together. The main contributions are
listed as follows.

1) Noting that the write speed of STT-MRAM depends on
the write voltage, we propose a stochastic reliability
model to characterize the dependence of STT-MRAM
lifetime on write voltage quantitatively.

To choose write voltage appropriately, L1 writes are
classified into critical writes and noncritical writes.
A critical write prediction technique is proposed
such that the proper write voltage can be selected
accordingly.

Experimental results on SPEC2006 benchmarks running
on a quad-core CPU show that DOVA PRO can improve
cache performance by 23.5%, on average, compared to
our previously proposed DOVA technique [1]. In the
meantime, the average degradation of cache lifetime
remains almost unchanged compared with the DOVA
technique with negligible storage overhead.

DOVA PRO can be used to achieve various optimization
goals to obtain either higher performance or a longer
lifetime, which provides cache system designers a flex-
ible design space.

2)

3)

4)

The rest of this article is organized as follows. Section II
introduces STT-MRAM technology and the dielectric break-
down mechanism of STT-MRAM. Section III summarizes
the related work. Section IV first establishes an STT-MRAM
reliability model by investigating the relationship between
dielectric breakdown and write voltage quantitatively. Then,
a statistical analysis on write operations in the L1 cache
is presented to motivate our work. Section V describes the
implementation details of DOVA PRO. Section VI presents
experimental results in terms of write energy, performance,
lifetime, and sensitivity analyses. Section VII concludes this
article.

II. BACKGROUND
A. Introduction to STT-MRAM

The commonly used STT-MRAM cell is made of an access
transistor and a magnetic tunnel junction (MTJ), as shown
in Fig. 1(a). The access transistor controls read and write
operations on STT-MRAM. An MTJ is made up of an insulat-
ing (oxide) layer that is typically MgO and two ferromagnetic
layers. The magnetization of one ferromagnetic layer is fixed,
called the fixed layer, whereas the magnetization of the other
layer, called the free layer, can be changed by injecting a
specific spin-polarized current in MTJ. The magnetizations of
the two ferromagnetic layers represent the bit stored in a cell.
Specifically, the antiparallel magnetization has high resistance
representing a logic “1,” and the parallel magnetization repre-
sents a logic “0,” as shown in Fig. 1(b).

The write operation in an STT-MRAM cell is performed
by setting up the voltage difference between a source line
and a bitline. Writing “0” to an STT-MRAM cell (reset
operation) is completed by applying a large positive voltage
between the source line and the bitline. Writing “1” (set
operation) is achieved by applying a negative voltage between
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Fig. 2. Tllustration of the TDDB effect of an MTJ.

the two. The read operation is performed by applying a small
sensing voltage between the source line and the bitline to
generate a sensing current, which is then compared with a
reference current to detect “0” or “1” stored in an STT-MRAM
cell.

B. Time-Dependent Dielectric Breakdown (TDDB) of
STT-MRAM

Experimental measurements confirm that the breakdown of
insulating layer within an MTJ highly depends on the write
voltage, and the constant high-voltage stress is one of the main
sources of MTJ failure [9], as shown in Fig. 2. A certain
duration of high-voltage stress can cause oxide trapping in
the insulating (oxide) layer. In the oxide breakdown process,
factors such as oxide thickness and impurities in the oxide
layer can also accelerate the formation of oxide trapping.
These traps can happen at any time under the influence of
voltage stress and are irreversible. These traps eventually
overlap with each other, forming a conductive path between
the fixed layer and the free layer, hence reducing the effective
resistance of the MTJ and causing the malfunction of the
STT-MRAM cache.

ITI. RELATED WORK
A. Nonvolatile Cache Hierarchy Design

Most of the state-of-the-art STT-MRAM-based L1 caches
are implemented with a buffer to cope with the high write
latency issue, such as the SRAM buffer in [10] and the very
wide buffer in [11]. Although adding a buffer is helpful,
it induces a hybrid CMOS/MTJ cache hierarchy, which con-
tradicts the pure nonvolatile cache hierarchy investigated in
this article, and may not be suitable for the ultralow-power
requirement of edge computing devices.

In terms of the pure STT-MRAM cache hierarchy,
Guo et al. [6] presented a resistive computation design, which
aimed at eliminating the power wall by migrating most of
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the components of a modern microprocessor from CMOS to
STT-MRAM. Natsui et al. [7] presented an MTJ/MOS-hybrid
video coding hardware that uses a cycle-based power-gating
technique for an MTJ-based nonvolatile logic-in-memory chip
with the established semiautomated MTJ-oriented design flow.
However, these works did not consider the TDDB reliability
issues of the STT-MRAM cache.

B. Nonvolatile Cache Lifetime Extension Techniques

Conventional nonvolatile cache lifetime extension tech-
niques can be divided into two categories. The first category
focused on balancing cache intraset and interset access varia-
tions in order to avoid fast wear-out of frequently accessed
cache lines [12]-[14]. Further improvements based on the
same concept have also been proposed in [15] and [16].

The second category has resorted to error correc-
tion codes. Conventional ECC has been implemented in
some STT-MRAM cache architecture, such as in [17].
New ECC strategy, for example, interleaved single-error
correction-double error detection (SEC-DED), has been pro-
posed in [18] to improve the lifetime of L2 and L3 caches.
Different from these works, we deal with the TDDB reliability
problem by adjusting write voltage without sacrificing the
precious storage space for the ECC code.

C. Performance—-Lifetime Tradeoffs of NVMs

Most of the existing works in this field focused on
phase-change memory (PCM) and resistive random access
memory (ReRAM). Qureshi et al. [19] proposed to cancel or
pause the ongoing write operations when critical read requests
arrived, thus improving the PCM lifetime. The authors also
investigated the latency differences between fast RESET and
slow SET operations and came up with a scheme to improve
the write performance by proactively performing the SET
operations. Zhang et al. [20] proposed a type of wear leveling
technique for ReRAM, called Mellow Writes, which reduces
the wear-out induced by individual write rather than reducing
the number of writes. It presented three microarchitectural
optimizations (Bank-Aware Mellow Writes, Eager Mellow
Writes, and Wear Quota) that selectively performed slow
writes to increase memory lifetime while minimizing the per-
formance impact. Zhang et al. [21] proposed a region retention
monitor (RRM) for PCRAM, a structure that recorded and
predicted the write time of PCM memory regions, based on the
observation that only a small part of memory (i.e., hot memory
regions) was frequently accessed in a given period of time.
For every incoming memory write operation, RRM selected
a proper write latency, which helped the system improve the
balance between system performance and memory lifetime.
The most relevant work is our previously proposed “DOVA”
technique [1]. With an STT-MRAM TDDB reliability model,
all the read-intensive lines except for the write-intensive
lines were considered as critical lines that were written by
the high write voltage. The rest of the lines were written
with the low voltage, and we set DOVA as the baseline in
this work.

TABLE I
t63% WITH DIFFERENT WRITE VOLTAGES

Write Voltage/V | tg3o/s
1.81 9.802
1.75 49.457
1.69 264.023

IV. MODELING OF STT-MRAM LIFETIME DEPENDENCE
ON THE WRITE VOLTAGE

A. Stochastic Modeling of the Write Endurance of a Single
MTJ Due to the TDDB Effect

The MTIJ breakdown procedure mentioned above is a
time-dependent probabilistic event. The Weibull distribution
is widely used for reliability analysis and lifetime prediction
of semiconductor devices, which can be used to describe the
statistical characteristics of the MTJ TDDB breakdown [22].
The MTJ breakdown mechanism can be described by the
Weibull distribution as follows:

i B
F)=1— ) )

where f; denotes the voltage stress duration, namely, the accu-
mulated switching time of an MTJ, #6394 is the specific
accumulated switching time when the breakdown probability
approaches 63%, and f represents the shape parameter of the
Weibull distribution. For a specific MTJ, £ is related to oxide
thickness and process variation and is independent of the stress
voltage [22].

The Weibull distribution can be converted into the following
linear form:

In{—1In[1 — F(z)]} = B(Int; — Inte39) )

where £ can be obtained by interpolation of experimental
measurements.

Our reliability model is built on the Weibull distribution,
considering MTJ write endurance and MTJ physical structure
from [22] (refer to Section V-A for more details).

Assume that the thickness of the MgO oxide layer is
1.25 nm [22]. Let In{—In[1 — F(¢z)]} = O to obtain the
corresponding voltage stress time #4539, and the result is shown
in Table I.

Moreover, considering the voltage acceleration of barrier
breakdown in MgO-based MTJ, three sets of parameters
shown in Table I can be used to calculate 39, with different
write voltages based on the voltage power law [23]

toz =aV M (3)

where a is a process-dependent parameter and M denotes the
voltage acceleration factor (AF).
According to the three pairs of (#5394, V) obtained from
Fig. 3, we can derive the parameters as follows:
a=23x10" M =48.01. 4)
Thus, we can obtain

fezs = 2.3 x 1013 x v =401 (3)
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Fig. 3. TDDB effect of STT-MRAM characterized by the Weibull distribution
(reproduced from [22]).

TABLE 11
MTJ WRITE ENDURANCE

MT]J write voltage /V | MTJ write endurance /cycles
1.18 2.75x10'8
1.41 6.85x 101
1.60 1.97x10%2
1.81 5.72x10°

Then, with 639, and MTJ write latency, we can get its write
endurance with the following formula [24]:

t63%
E = 63% (6)

IMTJ write latency
where E is the MTJ endurance.

Based on the formula and different pairs of #5394, and MTJ
write latency, we can get its write endurance estimation,
as shown in Table II. We can observe that, with the increase
in the write voltage, write endurance decreases dramatically.

Intuitively, it is possible to calculate cache lifetime from
MT]J write endurance and write times when running appli-
cations. In this article, however, an MTJ cell is applied
with different write voltages depending on the cache access
behavior. Therefore, we need a method that can figure out
the MTJ effective write times under different write voltages.
To deal with this problem, the formula of MTJ write time AF
is given as follows [25]:

t N
AF = (t—‘) @)

where 1, is the MTJ write latency corresponding to voltage 1,
and t,, is the MTJ write latency corresponding to voltage 2. N
relates to MTJ activation energy of failure, practically ranging
from 1 to 3. In general, higher MTJ write voltage leads to
shorter MTJ write latency and shorter lifetime. Based on (7),
we derive the formula of calculating the MTJ effective write
times with different write voltages

Neff = nU] + AF X n02 (8)

where n,, and n,, are, respectively, MTJ write times of write
voltage 1 and write voltage 2.

From (7) and (8), we can observe that the MTJ write time
AF is exponentially related to the parameter N. In other
words, when the MTJ write latency is determined, the MTJ
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effective write time increases exponentially with the value
of N. Therefore, parameter N is critical for cache lifetime,
and detailed experimental evaluations will be discussed in
Section VI.

B. Reliability Modeling of L1 STT-MRAM Cache
Considering the TDDB Effect

Based on the cache raw lifetime metric proposed in [12],
the MTJ write endurance, and the effective write time
model built above, we propose a reliability model for an
L1 STT-MRAM cache.

The read voltage of an MTJ is relatively low and, hence,
has little or no effect on the device failure. Therefore, in this
article, we only consider the impact of write voltage. From
the Weibull distribution, it is clear that the higher the write
voltage is, the greater the MTJ failure probability is, under a
given voltage stress duration.

Assuming that the cache line size is 64 bytes, and each
bit is implemented with the 1T-1MT]J structure, the cache raw
lifetime is defined as the time of the first MTJ failure occurring
in a cache line. When running a program, we assume that each
MT]J in a cache line is written if the cache line write operation
happens, which means that the effective write times of a cache
line are equal to the MTJ effective write times within the
cache line. Adding up the effective write times of every cache
line, we can get effective write times of the whole cache,
namely, W

w; = wy, + AF X w,, )

p
W= Zwi
i=1

where w,, and w,, are, respectively, cache write times of cache
line i with write voltage 1 and write voltage 2. p is the number
of cache lines in L1 cache.

Then, we are able to figure out the average effective write
times of the MT]J, i.e., naye, by dividing W with the number
of cache lines

(10)

w
—. (1)
Number of cache lines

Taking MTJ write endurance E with 1.18-V write voltage
as the reference, we finally get L1 cache lifetime as follows:

Naye =

t63%
Epjgy = —— (12)
11.18v
E
Lifetime = — (13)
Nave

where f; gy is the MTJ write latency with 1.18-V write
voltage. In the following, we will use this model to evaluate
the lifetime of L1 STT-MRAM cache.

V. DYNAMIC OVERWRITING VOLTAGE ADJUSTMENT
PRO (DOVA PRO) TECHNIQUE

A. Motivation and the Main Idea

In order to improve the performance of the STT-MRAM
L1 cache, an intuitive method is to increase the write voltage
since write latency decreases with write voltage. We adopted
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TABLE III Load / Store Queue L1 Cache
MTJ MODEL PARAMETERS [26] Us pC Seq Addr Value Addr Value
S | 0xF04C 41773 0x3410 25 Critical Write | (%3410 25
Symbol Value
L | 0xF048 41774 0x3290 42 P
L 40 nm x * aiaiioay; | 0x3419 | 356
W 40 nm L | 0xF060 | 41775 | 0x3418 | 1234 D Tons | 1o
K 5000A/m :
: 0x3290 42
a 0.007 e
M, at 25°C 800A/m
tox 1.25 nm Fig. 4. Tllustration of the “write blocking read” problem.
P 0.5
¥ 1.76 x 107rad/(s - T) m Critical Write Non-critical Write

the MTJ model proposed in [26] to evaluate the dependence of
write latency on voltage. The MTJ model parameters are listed
in Table III. We performed circuit simulations on a 1T-1MT]J
cell to obtain the write latency with different write voltages.
Then, we fed simulation results to NVSim [27] to get the cache
line write latency with different voltages. NVSim results show
that, when MTJ write voltage increases from 1.18 to 1.81 V,
the cache write latency can be reduced from 3.463 to 2.083 ns,
i.e., reduced by 39.85%.

On the other hand, however, the increased write voltage may
aggravate the TDDB effect and lead to shortened STT-MRAM
lifetime according to our reliability model. From Table II,
we can see that, when increasing the MTJ write voltage from
1.18 to 1.81 V, its write endurance drops by approximately
nine orders of magnitude. Therefore, it is of great importance
to find an acceptable tradeoff between write performance and
reliability.

There are some existing works focusing on optimizing the
tradeoff in nonvolatile memories with adaptive write volt-
ages. However, most of the existing works chose to utilize
customized circuits to track the critical path writes in the
instruction queue to apply adaptive voltages. These designs
resulted in large hardware complexity and area overhead.
On the contrary, this article proposes a novel method by exam-
ining the cache access behavior and structural hazards in the
CPU pipeline and, therefore, can approach the optimal tradeoff
considering performance, reliability, and energy consumption
together.

In modern CPU architectures, the L1 cache is commonly
divided into an instruction cache and a data cache. Normally,
one instruction enters the pipeline for execution in each clock
cycle of CPU.! However, in some cases, the coming instruction
cannot be executed immediately due to data dependence or
structural hazard [28].

If the two consecutive accesses to the L1 cache in the
pipeline are write and read operations of different cache lines,
respectively, the cache read operation can only be executed
after the cache write operation is completed.” In STT-MRAM,

"In this work, we take the single issue pipeline as an example. However,
for the multi-issue architecture, our proposed technique is still effective.

2For ease of understanding, we assume the cache has only one port to reduce
the power and area overheads [29]. However, for the multiport cache design,
the read operation can also be blocked by the write operation due to long
write latency of STT-MRAM.
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Fig. 5. Percentages of critical write operations of some SPEC2006
benchmarks.

the write latency of L1 cache is usually several times longer
than the read latency, and the write operation can block the
following read, thus degrading CPU performance. For exam-
ple, as shown in Fig. 4, when performing a write operation to
cache line 1, the next read operation to cache line 4 is stalled
due to the relative long write latency.

To solve the problem, we first give the definition of Critical
Write in cache: when the L1 cache is performing a write
operation, if the next instruction issued to it is a read operation,
the current write operation is considered as a critical write.
In Fig. 4, the write operation to cache line 1 would be
considered as a critical write. Fig. 5 shows the percentages
of critical writes for several SPEC2006 benchmarks. We can
observe that approximately 64% cache writes are critical
writes, which should be optimized to improve the system
performance.

Based on the notion of the critical write, we further
define and use the critical write ratio (CWR) to determine
performance-critical cache lines. In the program profiling
stage, the number of accesses to each cache set is recorded.
For a cache set, the total number of writes in the profiling
stage is denoted as V, and the number of critical writes is C;
then, the CWR is defined as follows:

C

CWR = —, 14
v (14)

Then, each L1 cache set has a specific CWR value. The
CWR value of a cache line equals that of the cache set
where it is located. The larger the CWR value of the cache
line is, the larger the probability of the “write-blocking-read”
operations may occur, and it is more critical to the system
performance. According to the CWR value, we can identify
the performance-critical lines by setting a CWR threshold.
If the CWR value of one cache line is larger than the
threshold, it is a performance-critical line; otherwise, it is
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TABLE IV
NVSim CONFIGURATIONS
Write voltage 1.18V 141V 1.60V 1.81V

Read voltage /V 0.6 0.6 0.6 0.6

Read energy /fJ 11.17 11.17 11.17 11.17
Write current (Reset/set) /uA 90.84 / 124.17 128.23 / 160 164.2 / 188.5 208.74 / 225.32
Write latency (Reset/set) /ns 2.96 /3.37 2.30/2.65 1.85/2.01 1.71 7 1.99
Write energy (Reset/set) /fJ 395.30 / 452.41 | 479.26 / 550.75 | 524.16 / 555.68 | 664.99 / 785.18

not. For performance-critical lines, the high write voltage is
used to reduce write latency to alleviate the “write blocking
read” problem; for other cache lines, the low write voltage
is applied to prolong the cache lifetime, thus obtaining an
optimal tradeoff between performance and lifetime.

B. Implementation of DOVA PRO

Based on the previous analysis, we propose a DOVA
PRO technique that aims to improve the performance of the
STT-MRAM-based L1 cache while do not degrade reliability
significantly.

The detailed workflow of DOVA PRO is illustrated in Fig. 6
and is described as follows.

1) Record the read and write operations of each L1 cache
set during the program profiling stage.

2) Calculate CWR of each L1 cache set based on its write
times and the number of critical writes. The CWR value
of a cache line equals that of the cache set where it is
located.

3) Compare the CWR value of each L1 cache set with
the default threshold; then, generate the table of critical
write (TCW) to store the comparison results: 1 denotes
that the CWR value is larger than the default threshold,
while O represents the opposite result.

4) During the runtime, before every write operation to
L1 cache, the TCW is first checked to identify if the
L1 cache line is performance-critical or not. If the
L1 cache line is a performance-critical line, a high write
voltage will be used. Otherwise, a low write voltage will
be applied.

In step 4 as mentioned above, performance-critical L1 cache
lines have CWR values larger than the threshold. The opti-
mization results are closely related to the threshold value.

1) If the optimization goal focuses on an L1 cache write
performance, a small threshold can be set to get more
performance-critical lines written by the high voltage,
in order to reduce the write latency.

2) If L1 cache lifetime is more important, a large threshold
should be used to reduce the number of cache lines
written by the high voltage.

As will be shown in Section VI-C, changing CWR thresh-
olds can achieve various optimization objectives. Therefore,
the cache hierarchy designers are able to use the proposed
technique to get either higher performance or a longer lifetime.

DOVA PRO requires a high supply voltage to enable
the fast write operation for performance-critical lines.

Since STT-MRAM typically already requires more than one
supply voltage (e.g., write and read operations typically need
different voltages), it can be easily extended to the multiple
write voltage scheme similar to the design in [30].

The storage overhead of DOVA PRO is mainly attributed to
counters and the TCW table. In order to implement DOVA
PRO, we need a two-byte counter for each cache set to
record the cache accesses during the profiling stage. Taking
32KB L1 cache with four-way set-associativity as an example,
the total storage overhead of counters is 1 KB. Based on the
configuration of the L1 cache mentioned above, the TCW table
has 128 rows and one column, corresponding to 128 sets in the
cache. Each element in the TCW table stores 1-bit information,
indicating if the cache lines within the corresponding set are
critical or not. Therefore, the storage overhead of the TCW
table is 128 bits, namely, 16 bytes. In general, the storage
overhead is approximately 1 KB, which is negligible compared
to several MB on-chip multilevel cache capacity.

Runtime overhead is mainly due to the four implementation
steps. The first three steps of the DOVA PRO technique,
namely, recording cache access behavior, calculating CWR
value, and generating TCW table, are all off-line operations,
which have no impact on the program running performance,
so they do not affect the system performance. Considering
step 4, running programs need to check the TCW table before
every write operation. Since the table is very small (only
128 bits), the table access time is negligible compared to the
STT-MRAM cache access time.

VI. EXPERIMENTAL RESULTS
A. Experimental Setup

First, we present the experimental methodology to evaluate
the proposed DOVA PRO technique. We used NVSim [27]
to get parameters, including cache access latency, access
energy, and leakage power at the 45-nm technology node.
The NVSim simulation configurations are shown in Table IV.
Afterward, our proposed strategy was implemented in a
system-level simulator, i.e., gem5 [31]. The detailed gem5 sim-
ulation configurations are shown in Table V. In addition,
nonblocking gem5 was modified to accommodate the asym-
metry of read latency and write latency. Eight benchmarks
from SPEC2006 [32] were used for performance evalua-
tions. In addition, the energy consumption was obtained by
L1 cache access statistics, and the expected lifetime was
derived based on cache line access statistics produced by
gem5 and the reliability model presented in Section IV. TCW
was constructed by one-million-instruction profiling for every
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Fig. 6.

Work flow of DOVA PRO technique. Step 1: record read/write access behavior (profiling). Step 2: calculate CWR. Step 3: generate the TCW.

Step 4: check TCW, identify performance-critical lines, and apply write voltage accordingly.

TABLE V
gem5 SIMULATION CONFIGURATIONS

Module Setup
CPU Quad-core, 2.9GHz, X86, 00O
Private, Split I/D caches, 32KB
L1 Cache 64Bytes block size, Write-back policy
STT-MRAM 4-way set-associativity, LRU
Write latency low 8 cycles & high 11 cycles
Read latency 4 cycles
Shared, 2MB, 64Bytes block size
L2 Cache 8-way set-associativity
STT-MRAM Read latency 5 cycles, Write latency 12 cycles
LRU, write-back policy
Main memory 8GB, DDR3
Protocol MI_example

benchmark. In the simulations, each benchmark was executed
for one time with one billion instructions after 100 million
warming-up instructions.

Considering the dynamic write voltage selection, we chose
1.18 V as the low write voltage, which was identical to that in
the most recent work [33]. The parameter N in (7) is set to 1 as
the default value. The high write voltage and CWR threshold
are set to 1.41 V and 60, respectively, after considering the
tradeoff between performance, energy consumption, and cache
lifetime.

B. Experimental Results and Analyses

We evaluated the proposed strategy against the other three
settings: only using the low write voltage 1.18 V (LWV) and
only using the high write voltage 1.41 V (HWV) and our
previous work [1].

1) Performance Evaluations: Fig. 7 shows the normal-
ized performance results of DOVA PRO, HWYV, and DOVA

140
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Fig. 7. Normalized performance improvements when

SPEC2K6 benchmarks on a quad-core processor.

running

compared to the baseline, i.e., LWV. The figure indicates that
the performance improvement of DOVA PRO can be up to
21.19% and 11% on average compared to the LWV baseline,
which is 23.5% faster than DOVA. The above experimen-
tal data shows that DOVA PRO improves the accuracy of
critical write prediction, thus further improving the system
performance.

Although the improvement can be higher if HWV is applied,
the expected lifetime and energy consumption are seriously
deteriorated, which will be discussed next.

2) Cache Lifetime: Fig. 8 presents the cache lifetime of
DOVA PRO compared with the other three schemes. From the
result, we can observe that DOVA PRO leads to 10.6% average
degradation of lifetime compared to the LWV case but remains
almost unchanged compared with the DOVA technique and is
15.06% better than the HWV case. This is because DOVA
PRO could distinguish between critical writes and uncritical
writes, hence achieving a better tradeoff between performance
and lifetime.

3) Write Energy Consumptions: Fig. 9 shows normalized
write energy for all four schemes. DOVA PRO only incurs
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Fig. 9. Normalized energy consumptions of different schemes.

1.91% energy overhead on average (0.39% minimum). Con-
versely, the HWV case incurs 4.47% energy overhead on
average because it uses the high voltage for all write accesses,
which is unnecessary since only cache critical writes are
crucial to system performance, as mentioned in Section V.

C. Sensitivity Analysis of the CWR Threshold Value

In step 4 of the DOVA PRO scheme, when setting
different values of the CWR threshold, the number of
performance-critical lines changes accordingly, thus causing
different optimization results. In Section VI-B, the CWR
threshold is set to 60 by default; that is, if the CWR value
of the cache line is higher than 60, it is predicted as a critical
cache line; otherwise, it is not. In the sensitivity analysis,
we set the CWR value as 60, 65, and 70, respectively, to see
how the system performance is affected.

The experimental results in Fig. 10 indicate that, setting the
high write voltage of DOVA PRO to 1.41 V, compared with
the only low write voltage case, when the CWR threshold
reduces from 70 to 60, the program performance improvement
increases from 5.36% to 10.85%. However, this also leads to
the decrease of cache lifetime from 93.76% to 89.4% com-
pared to the baseline case. The increase in energy consumption
under different CWR thresholds remains almost the same,
as shown in Fig.12(a).

In summary: 1) if the optimization goal is to improve the
system running speed, the CWR threshold can be set to 60 or
less so that more cache lines are written by the high voltage;
2) if the goal is to prolong the cache lifetime, the CWR
threshold can be set to 70 or more, so as to guarantee the
lifetime without degrading the performance significantly; and
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TABLE VI

RELATIONSHIP OF MTJ WRITE VOLTAGE AND CACHE WRITE LATENCY
AND CACHE WRITE ENERGY

MTJ Write Voltage /V | Cache Write Latency /ns | Cache Write Energy /nJ
1.41 2.743 0.421
1.60 2.103 0.422
1.81 2.083 0.463

3) if the optimization goal is achieving the balance of running
speed and cache lifetime, the CWR threshold can be set to
65 or so. Therefore, by changing the threshold of CWR,
different optimization objectives can be achieved flexibly.

D. Sensitivity Analysis of the High Write Voltage Selection

The high write voltage of DOVA PRO is of great importance
to the system performance. Table VI shows that, when the
MT]J write voltage increases, the cache write latency decreases
significantly. However, the write energy consumption increases
as well. The MTJ write endurance also decreases by several
orders of magnitude according to Table II.

As shown in Fig. 11, when the CWR threshold is set to
60, compared with the only low write voltage 1.18-V case,
when the high write voltage increases from 1.41 to 1.81 V,
the running speed improvement increases from 10.85% to
18.62% compared to the baseline case, while the cache lifetime
deteriorates from 89.4% to 77.6% of that of the baseline case.
The energy consumption also increases from 1.91% to 6.38%
compared to the baseline in Fig. 12(b).

In summary, when the high write voltage of DOVA
PRO varies, the system performance will change remarkably.
In practice, the amplitude of high write voltage should be
carefully selected to achieve a balanced optimization result.
The default value of high write voltage in Section VI-B is
1.41 V. In this case, the system can get an appropriate tradeoff
on the program running speed, cache lifetime, and energy
consumption. Thus, it is used as the default setting in this
work.

E. Sensitivity Analysis of the Reliability Model

In Section IV, we showed that cache lifetime was closely
related with the parameter N in (7). With the previous analysis,
N = 1 was reasonable for our exploration. However, for
various MTJ manufacturing techniques, their N values might
be different. We explored how our system performed as N
changed. In addition to the default value 1, we compared the
lifetime of our schemes with the case when N = 2. We wanted
to figure out how much the cache lifetime depended on the
exponential factor N.

We set the CWR threshold to 60 and the high write voltage
to 1.41 V. According to the experimental results in Fig. 13,
when the parameter N increases from 1 to 2, the cache lifetime
decreases from 89.4% to 79.31% compared to the baseline.
Therefore, in order to achieve a long cache lifetime, it is
expected to optimize relevant MTJ manufacturing techniques
so that the value of N can be reduced as much as possible.
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:

density, better durability, and nonvolatility. However, it suffers
from the problem of high write latency, and it is necessary to
accelerate write speed to enable STT-MRAM-based L1 cache.
Increasing write voltage is an effective method. However, this
high write voltage may reduce STI-MRAM lifetime due to
the TDDB effect. Thus, it is crucial to make an optimal
tradeoff between write performance and the lifetime of the
STT-MRAM LI cache.

In this article, we propose a DOVA PRO technique to write
different types of cache lines with different write voltages.
Experimental results show that, with default settings, DOVA
PRO can improve cache speed performance by 21.19% in
maximum and 11% on average compared to baseline, which
is 23.5% faster than the DOVA technique. In the meantime,
the average degradation of cache lifetime is only 10.6%
compared to the baseline, which remains almost unchanged
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compared with the DOVA technique. Moreover, the write
energy consumption increase in DOVA PRO is 1.91% on
average (0.39% in minimum), which is almost the same as
the DOVA technique and much lower than the 4.47% write
energy consumption increase in the high write voltage case.
Furthermore, we can easily configure the parameters of DOVA
PRO to achieve various optimization goals and get either
higher performance or a longer lifetime.
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