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Adaptive Group Testing on Networks with

Community Structure
Surin Ahn, Wei-Ning Chen, and Ayfer Özgür

Abstract

Since the inception of the group testing problem in World War II, one of the prevailing assumptions in the

probabilistic variant of the problem has been that individuals in the population are infected by a disease independently.

However, this assumption rarely holds in practice, as diseases typically spread through interactions between individuals

and therefore cause infections to be correlated. Inspired by characteristics of COVID-19 and similar diseases, we

consider an infection model over networks which generalizes the traditional i.i.d. model from probabilistic group

testing. Under this infection model, we ask whether knowledge of the network structure can be leveraged to perform

group testing more efficiently, focusing specifically on community-structured graphs drawn from the stochastic block

model. We prove that when the network and infection parameters are conducive to “strong community structure,”

our proposed adaptive, graph-aware algorithm outperforms the baseline binary splitting algorithm, and is even order-

optimal in certain parameter regimes. We support our results with numerical simulations.

Index Terms

Group testing, infectious diseases, adaptive algorithms, stochastic block model, network community structure

I. INTRODUCTION

Identifying individuals who are infected by a disease is crucial for curbing epidemics and ensuring the well-

being of society. However, due to high costs or limited resources, it is often infeasible to test every member of

the population individually. During World War II, when the U.S. military sought to identify soldiers infected with

syphilis, Dorfman introduced the breakthrough concept of group testing [1]. He showed that by testing groups or

pools of samples, the infected people in a population of size n can be identified with far fewer than n tests. The key

insight was that if the infected population is sparse, then each pooled test is likely to produce a negative result, in

which case all individuals included in the test can simultaneously be deemed healthy. Today, group testing strategies

are actively being used in the COVID-19 pandemic to identify infected individuals in an efficient and cost-effective

manner [2]–[5]. There has also been a recent influx of papers which seek to improve or better understand group

testing for COVID-19, e.g., [6]–[14].

Surin Ahn, Wei-Ning Chen, and Ayfer Özgür are with the Department of Electrical Engineering, Stanford University, Stanford, CA 94305

USA (e-mail: surinahn@stanford.edu; wnchen@stanford.edu; aozgur@stanford.edu).

This work will be presented in part at the 2021 IEEE International Symposium on Information Theory (ISIT).

ar
X

iv
:2

10
1.

02
40

5v
3 

 [c
s.S

I]
  1

9 
Ju

n 
20

21



2

Dorfman’s seminal work and many subsequent works by other authors [15]–[21] assume that the disease infects

individuals in a statistically independent fashion. In the simplest case, known as i.i.d. group testing, it is assumed that

every individual is infected i.i.d. with some common probability p. However, this assumption of independence rarely

holds in practice. Diseases typically spread through interactions between individuals (e.g., familial, work-related,

or other social interactions), thereby inducing correlated infections. It is thus natural to ask whether exploiting

information about this connectivity structure can lead to more efficient group testing strategies 1. This problem is

especially timely given the critical role that group testing has played in the COVID-19 pandemic, and given that

the disease is known to spread from close contact between individuals.

In this paper, we contribute to the nascent area of “group testing under correlations” by investigating whether

knowledge of the interaction network dictating the spread of the disease can be leveraged to perform pooled testing

more efficiently. We consider an infection model which generalizes the standard i.i.d. assumption to arbitrary

graphs. Our primary focus is on networks drawn from the stochastic block model (SBM), which are likely to

exhibit community structure: clusters of nodes with relatively dense internal connections.

On the algorithmic side, we consider adaptive group testing schemes, where the design of each test can be

informed by the previous test results. We compare two different schemes: the standard binary splitting algorithm

[29] which is oblivious to the underlying network structure, and a simple graph-aware algorithm that we propose.

We give precise upper bounds on the expected number of tests performed by each algorithm. Crucially, we show

that when the network and infection parameters yield strong community structure (in which case the disease is

more likely to be transmitted within a community than between communities), the graph-aware algorithm’s average

complexity is asymptotically strictly better than that of binary splitting. We corroborate these results with numerical

simulations. Finally, we derive novel information-theoretic lower bounds which apply universally to all adaptive

strategies, and which asymptotically match the graph-aware algorithm’s performance (up to constants) in certain

parameter regimes. To the best of our knowledge, this is the first thorough characterization of the complexity of

adaptive group testing in a networked setting.

We note that the underlying principles of this paper may be relevant to numerous settings beyond healthcare. In

the past, group testing has been successfully applied to diverse domains including wireless communications [16],

[19], [30]–[35], machine learning [36]–[38], signal processing [39], [40], and the analysis of data streams [41],

[42]. In these settings and others, there may be a natural “clustering” of the population into different subgroups

which can inform the design of better group testing strategies, i.e., be exploited as “side information.” For example,

devices which are closer together in a multiple access network may tend to be active or inactive at the same time.

Exploring the potential applications of network-oriented group testing to these types of problems is of great interest.

a) Related Works: In graph-constrained group testing [43]–[46], the tests must conform to a given network

topology. For example, if the objective is to identify faulty links in a communication network by sending diagnostic

1In a related, commonly studied probabilistic model, it is assumed that a random set of d individuals out of n are infected according to some

probability distribution (typically the uniform distribution) over all such
(n
d

)
possibilities [22]–[28]. While this model does not quite assume

that infections are independent, it is still somewhat simplistic and fails to capture any dependencies that may exist between individuals.
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packets, then each test must correspond to a valid path in the network. By contrast, we allow the tests to be arbitrary,

but ask whether knowledge of the interaction network can help to reduce the required number of tests.

A few prior works have assumed that infections occur independently and with non-identical prior probabilities

[15], [20], [21]. However, our paper pertains to the fully non-i.i.d. case in which infections can be correlated with

potentially different priors, depending on the network structure. The idea of community-aware group testing was

first explored in [11]. This work assumes that the population is partitioned into disjoint “families,” and that the

disease spreads in the following two stages: 1) each family is infected i.i.d. with some fixed probability; 2) each

member of an infected family is infected independently. Our work considers a different disease spread model which

operates upon general graphs and is inspired by how diseases often spread in reality (via interactions). Finally,

we would like to acknowledge a number of independent and concurrent works related to community-aware group

testing [14], [47]–[50].

b) Notation: Let [n] , {1, 2, . . . , n}. We denote by n, k, and m , n
k the size of the population, size of each

community, and number of communities, respectively. X , (X1, . . . , Xn) ∈ {0, 1}n is the infection status vector,

where Xv = 1 iff vertex v is infected; X` , (X1, . . . , X`), ` ∈ [n]; XCi ∈ {0, 1}, i ∈ [m], is the infection status

of community Ci, where XCi = 1 iff ∃v ∈ Ci : Xv = 1. The indicator function for event A is 1A. The entropy of

a discrete random variable and the binary entropy function (both in bits) are H(·) and hb(·), respectively. We write

f(x) ≺ g(x) to denote f(x) = o(g(x)), and f(x) � g(x) to denote f(x) = O(g(x)). G = (V, E) is an undirected

graph with vertex set V , edge set E , and no self-loops. Let N (v) , {u ∈ V : (u, v) ∈ E} denote the neighbors of

vertex v, and let d(v) , |N (v)| denote the degree of v.

c) Paper Organization: The rest of this paper is organized as follows. In Section II, we describe the infection

and network models. In Section III, we provide background and preliminary ideas. In Section IV, we discuss the

main algorithms studied in this paper: binary splitting and our proposed graph-aware algorithm. Section V gives

upper and lower bounds for adaptive group testing on networks consisting of disjoint cliques, and Section VI

generalizes these results to the stochastic block model. Finally, we present the results of our numerical experiments

in Section VII, and conclude in Section VIII. All omitted proofs are given in the Appendix.

II. INFECTION AND NETWORK MODELS

A. Infection Model

Let G = (V, E) be an undirected graph without self-loops, where the vertices represent people in the population

and the edges represent interactions between them. We study the following probabilistic infection model with

parameters p, q ∈ [0, 1] which acts upon G in two stages (each executed once):

1) Seed Selection: Each vertex in V is infected i.i.d. with probability p. These initial infected vertices Vs ⊆ V

are called the seeds. They model the introduction of the disease into the population via some external entity

(e.g., a traveler carrying the disease into a country).
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2) Neighbor Infection: Every seed v ∈ Vs infects each of its neighbors N (v) = {u ∈ V : (u, v) ∈ E} i.i.d. with

probability q. This models how the disease spreads through the population via interactions between carriers

and nearby individuals.

Remark 1. The above stages can be viewed as the initial spread of an epidemic. They also form the “first time

step” of the independent cascade model [51] from the study of influence maximization in social networks. Our use

of this model is motivated by diseases such as COVID-19, which are initially introduced into a population from an

external source and subsequently transmitted between individuals in close contact. In practice, the specific values of

p, q can be tailored to the disease in question (for example, by using contact tracing to estimate the infectiousness).

Under a graph G = (V, E) with infection parameters p, q, we find that our setting reduces to the i.i.d. probabilistic

group testing model with prior p when (i) q = 0, or (ii) G is the empty graph where E = ∅. It follows that we

cannot hope to do any better than classical group testing schemes in these settings.

B. Network Model

For the rest of this paper, we assume that the underlying network is drawn from the stochastic block model

(SBM) [52] – a well-known random graph model with the tendency to produce community-structured graphs. The

standard SBM has the following parameters:

• n vertices

• a partition of the vertex set V = {1, 2, . . . , n} into m communities, C1, . . . , Cm, where
⋃
i∈[m] Ci = V and

Ci ∩ Cj = ∅, ∀i 6= j

• a symmetric matrix P ∈ Rm×m of edge probabilities.

The random graph G = (V, E) is then generated by first initializing E = ∅, then adding an edge between each pair

of vertices u ∈ Ci, v ∈ Cj , u 6= v, with probability Pij .

In this paper, we assume the communities are all of size k, where k is a factor of n (so that the number of

communities is m = n/k), and that there is a constant edge probability p1 within communities, and probability p2

between communities, where p1 > p2. That is, P equals p1 along the diagonal entries and p2 on the off-diagonal

entries. Finally, we assume that the communities are known to the group testing algorithms in advance, but that

the graph itself may not be known. This is a natural assumption, as it may be easier to know which communities

people belong to (e.g., families, schools, or workplaces) than whether specific individuals have interacted with each

other.

a) Stochastic Block Infection Model (SBIM): Our infection model acting upon the SBM can be equivalently

stated in terms of a stochastic community infection model. Assume we are given a partition of the vertex set

V = {1, . . . , n} into m communities C1, . . . , Cm. Our modified model still begins by selecting each node i.i.d. with

probability p to be a seed. However, in the neighbor infection phase, each seed infects its neighbors within the

same community i.i.d. with probability q1 and infects those outside its community i.i.d. with probability q2, where

q1 > q2. The equivalence of this model and the original model can be seen by setting q1 = p1 · q and q2 = p2 · q,
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(a) Seed selection stage

(b) Neighbor infection with q2 = 0 (the

disjoint k-cliques model). Nodes cannot be

infected by seeds outside their own commu-

nity.

(c) Neighbor infection with q2 > 0. Any

node can be infected by any seed, even those

in external communities.

Fig. 1: Illustration of SBIM(n, k, p, q1, q2). In this example, there are m = 4 communities of size k = 7. Seeds are

colored green, and nodes infected by seeds during the neighbor infection stage are colored orange.

where q is the neighbor infection probability in the original model. We call this the Stochastic Block Infection

Model, denoted by SBIM(n, k, p, q1, q2). Note that SBIM(n, k, p, 0, 0), with k an arbitrary factor of n, is equivalent

to the i.i.d. group testing model.

b) Disjoint k-Cliques Model: Before analyzing the SBIM in full generality in Section VI, we begin in Section V

by investigating the special case of SBIM(n, k, p, q, 0), which we refer to as the disjoint k-cliques model. Here, we

have m = n/k communities of size k, with seed selection probability p, intra-community transmission rate q, and

an inter-community transmission rate of zero. Figure 1 illustrates the SBIM and the difference between the disjoint

k-cliques model (q2 = 0) and the general SBIM with q2 > 0.

III. BACKGROUND AND PRELIMINARIES

A. The Group Testing Problem

In the group testing problem, a test corresponds to a subset of individuals S ⊆ [n]. The test outcome is positive

if Xi = 1 for some i ∈ S; that is, if at least one member of S is infected. Otherwise, the test outcome is negative.

Equivalently, the outcome is a binary variable Y ∈ {0, 1} given by a Boolean OR operation over S:

Y =
∨
i∈S

Xi. (1)
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A group testing algorithm or scheme describes how to select subsets S1, . . . ,ST such that the infection statuses

X1, . . . , Xn can be determined from the corresponding outcomes Y1, . . . , YT . In adaptive schemes, the choice of

each St is allowed to depend on {St′ : t′ < t}. Moreover, due to the underlying randomness in the Xi in our

probabilistic setting, the total number of tests T performed by any adaptive scheme is a random variable. In this

work, we assume that test outcomes are noiseless (meaning the algorithms get to observe Yt as given in (1)), and we

require a scheme to exactly recover X1, . . . , Xn (i.e., achieve zero error). Our goal is to characterize the complexity

of adaptive schemes under the SBIM by providing both upper and lower bounds on E[T ].

B. Marginal Infection Probability for General Graphs

Under a graph G = (V, E), the marginal infection probability of a given vertex v can be characterized in terms

of its degree d(v) as follows.

Lemma 1. Let G = (V, E) be a finite, undirected graph without self-loops. Under G, the infection status of a vertex

v ∈ V is Xv ∼ Bernoulli(rv), where

rv , P(Xv = 1) = 1− (1− p)(1− pq)d(v). (2)

Under a general graph, different nodes may have different degrees and hence different marginal probabilities

of infection. From (2), we see that rv is monotonically non-decreasing with d(v). Note also that the Xv can be

correlated.

C. Information-Theoretic Lower Bound

A fundamental result in probabilistic group testing is that any adaptive algorithm which is guaranteed to identify

all infected members of the population, assuming noiseless test results, requires a number of tests T satisfying

E[T ] ≥ H(X1, . . . , Xn). (3)

This bound highlights the intimate connection between adaptive group testing and source coding. Indeed, to

summarize a discussion from [16], the outcomes of the adaptive tests can be viewed as a binary, variable-length

source code for X . The lower bound then follows directly from existing results in data compression (e.g., [53,

Eqn. 5.38]). Equation (3) will serve as the point of departure for the lower bounds on E[T ] that we derive in this

paper. The key challenge will be to obtain good approximations to H(X) in the presence of correlations induced

by the underlying network.

IV. ALGORITHMS

A. Binary Splitting Algorithm

Most adaptive group testing algorithms are based on the idea of recursively splitting the population until all

infected members are found. The most standard one is binary splitting, which finds a single infected member at a

time by repeatedly halving the population. This algorithm identifies all infected members using α log2 n + O(α)
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adaptive tests (see [54], [29, p.24], or [55, Theorem 1.2]), where α is the number of infected members. It works

even when α is unknown, and is most effective in the sparse regime, α = Θ(nβ), where β ∈ [0, 1). We treat binary

splitting as our baseline in this paper, and we will utilize the following performance guarantee2:

Lemma 2. In a population of size n with α infected members, where α ≥ 1, the binary splitting algorithm is

guaranteed to identify all infected members using at most αdlog2 ne ≤ α log2 n+ α tests.

B. Graph-Aware Algorithm

As an alternative to standard adaptive procedures such as binary splitting, we consider a simple adaptive scheme

which leverages the community structure of the graph. Our scheme first treats the communities as “meta-individuals”

and applies binary splitting to quickly identify the infected communities (i.e., those with at least one infected

member). Subsequently, we run binary splitting again – this time within each infected community – to identify the

infected individuals. Note that this procedure will recover the infection statuses of all members of the population

with zero error, which follows from the fact that binary splitting achieves exact recovery.

Adaptive Graph-Aware Algorithm

1) Mix the samples within each community.

2) Perform binary splitting on the mixed samples to determine which communities contain at least one infected

member.

3) For each positive test from Step 2, perform binary splitting within the corresponding community to identify

infected members.

Under what circumstances should we expect the graph-aware algorithm to outperform binary splitting? Suppose

the underlying interaction network and infection model follow SBIM(n, k, p, q1, q2). If the seed selection probability

p is small, then we expect only a few of the m = n/k communities to contain a seed. This means that after the

neighbor infection stage, several of the communities are likely to contain no infected members at all, especially if

q2 is small. In Step 2 of the graph-aware algorithm, we can efficiently rule out these uninfected communities from

consideration. In Step 3, we need only perform group testing within each of the remaining communities (which

contain at least one infected member). In contrast, the binary splitting algorithm ignores the community structure

(specifically, the fact that entire communities are likely to be uninfected), and is therefore unlikely to enjoy the

same benefits as the graph-aware algorithm under these circumstances. We will rigorously verify this intuition in

the upcoming sections.

V. DISJOINT k-CLIQUES MODEL

We first consider the disjoint k-cliques model with communities C1, . . . , Cm. The seed selection probability is

p ∈ (0, 1], the transmission rate within a community is q ∈ [0, 1], and no transmissions are possible between

2It is well-known that Lemma 2 can be improved via Hwang’s generalized binary splitting approach [56]. However, this method requires the

number of infected individuals to be known a priori. As we do not make such assumptions, we restrict our attention to the standard binary

splitting algorithm.
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communities. This setting resembles the disjoint families model from [11]. However, in their model, each member

of an “infected family” is infected independently with a fixed probability, whereas the infection rate within a given

community in our model depends on the number of seeds in the community, which in turn depends on the size

of the community. This models the realistic scenario where a larger community has a larger probability of being

“infected,” i.e., having some infected members. In addition, the state of a given member of an infected community

is not independent of the states of the other members; an individual has a higher probability of being infected if

there are more infected members in their community. This property of our model makes the derivation of lower

bounds and the analysis of group testing schemes more intricate.

A. Information-Theoretic Lower Bound

Recall from (3) that E[T ] ≥ H(X) for any adaptive group testing algorithm which exactly identifies the infected

individuals using T tests. Since the infection statuses across the m disjoint cliques are independent, we have

E[T ] ≥ m ·H(X1, . . . , Xk), where without loss of generality we assume C1 = [k]. Thus, obtaining a lower bound

on E[T ] reduces to lower bounding H(X1, . . . , Xk), i.e., the entropy corresponding to a single k-clique. The

following lemma lower bounds H(X1, . . . , Xk) in terms of a binomial random variable, which ultimately leads to

the asymptotic lower bound given in Theorem 1.

Lemma 3. Under the disjoint k-cliques model, the number of tests T required to identify the infected individuals

is lower bounded as

E[T ] ≥ m · EZ
[
(k − Z) · hb

(
1− (1− q)Z

)]
,

where Z ∼ Binom (k, p) .

Next is a technical lemma which characterizes the asymptotic behavior of Lemma 3 by leveraging the concen-

tration of Z around its mean.

Lemma 4. Let Z ∼ Binom (k, p) and assume kp � 1 and q � 1√
k·
√

log( 1
k·p )

. Then

EZ
[
(k − Z) · hb

(
1− (1− q)Z

)]
� k2 · p · q ·

(
log k + log log

(
1

k · p

))
.

Remark 2. The upper bounds on p and q in Lemma 4 are somewhat necessary, as they ensure that the infected

population is sparse enough for group testing to improve upon individual testing. However, the specific upper bound

on q is an artifact of our lower bounding technique and could potentially be loosened.

Upon combining Lemma 3 and Lemma 4, we see that the number of tests T needed to recover all infected

members in the disjoint k-cliques graph (in the specified parameter regime) is lower bounded as

E[T ] � m · k2 · p · q ·
(

log k + log log

(
1

kp

))
.

Note that another lower bound is given by

E[T ] ≥ H(X1, . . . , Xn)
(a)
≥ H(XC1 , . . . , XCm) = m · hb

(
1− (1− p)k

)
(4)
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where (a) uses the fact that XC1 , . . . , XCm are a function of X1, . . . , Xn. Furthermore, since kp � 1, we have

hb
(

1− (1− p)k
)
� k · p · log2(1/kp). We summarize the refined lower bound in the following theorem:

Theorem 1. Assume kp � 1 and q � 1√
k log( 1

kp )
. Then under the disjoint k-cliques model, the expected number

of tests required to identify the infected individuals is lower bounded as

E[T ] � max

{
m · k2 · p · q ·

(
log k + log log

(
1

k · p

))
, m · k · p · log

( 1

k · p

)
, 1

}
.

Recall that q = 0 corresponds to i.i.d. group testing, in which case (3) gives the lower bound E[T ] ≥ n · hb(p) ≥

np log(1/p). On the other hand, substituting q = 0 into Theorem 1 yields np log(1/kp), which differs from the

i.i.d. case by an additive factor of np log(1/k). In this special case, our bound can be seen as slightly suboptimal.

However, observe that when q = 0, the disjoint k-cliques models are equivalent for all values of k. This is because

the community structure plays no role in the i.i.d. setting. Therefore, Theorem 1 holds for any value of k when

q = 0, and can thus be maximized over k to obtain the best-possible bound. The maximum occurs at k = 1 (i.e.,

when every vertex is its own community), which recovers the i.i.d. lower bound of np log(1/p) as desired.

B. Algorithm Analysis

1) Binary Splitting: The following result bounds the expected number of tests used by the binary splitting

algorithm under the disjoint k-cliques model.

Theorem 2. Under the disjoint k-cliques model, the binary splitting algorithm identifies all infected individuals

using T tests, where

E[T ] ≤ m · k ·
(

log2m+ log2 k + 1
)
·
(

1− (1− p)(1− pq)k−1
)
.

Proof. Let K be the number of infected nodes (which is a random variable in our setting). Then

E[K] = E
[ n∑
i=1

Xi

]
=

n∑
i=1

P(Xi = 1) = n · r

where r = 1− (1− p)(1− pq)k−1 by Lemma 1. Invoking Lemma 2 yields the result.

a) Asymptotic Analysis: Using Theorem 2, we find that the average complexity of binary splitting is

O
(
m · k2 · p · (log2m+ log2 k) · (1/k + q)

)
since

E[T ] � m · k · (logm+ log k) ·
(

1− (1− p)(1− pq)k−1
)

(a)

≤ m · k · (logm+ log k) ·
(

1− (1− p)(1− kpq)
)

= m · k · (logm+ log k) · (p+ kpq − kp2q)

≤ m · k · (logm+ log k) · (p+ kpq)

= m · k2 · p · (logm+ log k) ·
(1

k
+ q
)

(5)

where in (a) we use the fact that (1 + x)k ≥ 1 + kx for x ≥ −1, k ≥ 1.
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2) Graph-Aware Algorithm: Next, we provide an upper bound on the expected number of tests performed by

the graph-aware algorithm. The two terms in the sum below correspond, respectively, to the expected number of

tests in Steps 2 and 3 of the algorithm.

Theorem 3. Under the disjoint k-cliques model, the graph-aware algorithm identifies all infected individuals using

T tests, where

E[T ] ≤ m ·
(

log2m+ 1
)
·
(

1− (1− p)k
)

+ n ·
(

log2 k + 1
)
·
(

1− (1− p)(1− pq)k−1
)

a) Asymptotic Analysis: Using Theorem 3 and the fact that (1 + x)k ≥ 1 + kx for x ≥ −1, k ≥ 1, we find

that the average complexity of the graph-aware algorithm is given by

E[T ] � m · k · p · logm+m · k2 · p ·
(1

k
+ q
)
· log k. (6)

C. Discussion

We summarize the expected number of tests of binary splitting and the graph-aware algorithm, as well as the

information-theoretic lower bound, in Table I.

Binary splitting m · k2 · p ·
(
1
k
+ q
)
· logm+m · k2 · p ·

(
1
k
+ q
)
· log k

Graph-aware m · k · p · logm+m · k2 · p ·
(

1
k
+ q
)
· log k

Lower bound m · k · p · log
(

1
kp

)
+m · k2 · p · q ·

(
log k + log log

(
1
kp

))
+ 1

TABLE I: Upper and lower bounds on the expected number of tests in the disjoint k-cliques model.

If we compare the bounds for binary splitting and the graph-aware algorithm term-by-term, we observe that

the binary splitting bound has an extra additive factor of mk2pq logm. Thus, the graph-aware algorithm is never

worse (order-wise) than binary splitting. Furthermore, when q = 0 (the i.i.d. setting, where community structure

has no bearing on the infection spread), the bounds are order-wise equivalent. As we will see next, the graph-aware

algorithm is in fact strictly better than binary splitting in some cases.

Next, we discuss different parameter regimes where 1) the lower bound holds, 2) the graph-aware algorithm

is order-optimal (i.e., the lower bound is tight), and 3) the graph-aware algorithm’s average complexity is strictly

better than binary splitting’s. As stated in Corollary 1, the lower bound holds when kp � 1 and q � 1√
k log( 1

kp )
.

The next corollary specifies the regime where the graph-aware algorithm is tight:

Corollary 1. If the following conditions hold:

1) kp � m−α for some fixed α ∈ (0, 1),

2) 1
k � q �

1√
k log( 1

kp )
,

then the lower bound is tight, and moreover the graph-aware algorithm is order-optimal.
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Proof. Plugging log
(

1
kp

)
� α logm into the lower bound and using the fact that k � log

(
1
kp

)
from the second

condition (which implies log k � log logm) yields

E[T ] � m · k · p · logm+m · k2 · p · q · (log k + log logm) + 1

� m · k · p · logm+m · k2 · p · q · log k,

and applying q � 1/k to the bound for the graph-aware algorithm yields

E [T ] � m · k · p · logm+m · k2 · p · q · log k.

Finally, we specify the regime where the graph-aware algorithm outperforms binary splitting:

Corollary 2. If logm � log k and kq � 1, then the graph-aware algorithm’s average complexity is asymptotically

strictly better than binary splitting’s by a factor of min
{
kq, logm

log k

}
.

Proof. Under the above conditions, binary splitting’s average complexity is

m · k2 · p · q · logm

whereas the graph aware algorithm’s average complexity is

max
{
m · k · p · logm︸ ︷︷ ︸

(a)

, m · k2 · p · q · log k︸ ︷︷ ︸
(b)

}
.

Both (a) and (b) are strictly smaller than the binary splitting bound. We see that (a) saves a factor of kq � 1, while

(b) saves a factor of logm
log k � 1.

In Table II, we summarize the different parameter regimes discussed so far.

Lower bound’s conditions kp � 1 and q � 1√
k log

(
1
kp

)

Tightness conditions kp � m−α and 1 � kq �
√

k/ log
(

1
kp

)
Improvement conditions logm � log k and kq � 1

TABLE II: Parameter regimes of interest for the disjoint k-cliques model.

The main takeaway is that the graph-aware algorithm can potentially improve upon binary splitting when (i)

there are several moderately sized communities in the network, and (ii) the transmission rate within each clique is

significant. Additionally, the graph-aware algorithm is order-optimal when the seeds are sparse. However, one can

verify that when q � 1/k, i.e., the intra-clique transmission rate is small, then the bounds for binary splitting and

the graph-aware algorithm are order-wise equivalent. This suggests that knowledge of the community structure may

not help in this regime. Intuitively, this makes sense because when q is small, the infection statuses of the vertices

are “mostly independent.”
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VI. STOCHASTIC BLOCK INFECTION MODEL

Having studied the disjoint k-cliques model, we now turn to the fully general SBIM(n, k, p, q1, q2), where p ∈

(0, 1] and q1, q2 ∈ [0, 1].

A. Information-Theoretic Lower Bound

Similar to Section V-A, we obtain the following lower bounds for adaptive group testing over the SBIM. The

proof of the following lemma is similar to that of Lemma 3, except that we must now take into account the

transmission of the disease between communities. This is reflected in the additional binomial random variable Z ′

appearing within the binary entropy function.

Lemma 5. Under SBIM(n, k, p, q1, q2), the number of tests T required to identify the infected individuals is lower

bounded as

E[T ] ≥ m · EZ,Z′
[
(k − Z) · hb

(
1− (1− q1)Z (1− q2)

Z′
)]
,

where Z ∼ Binom (k, p) and Z ′ ∼ Binom(n− k, p) are independent.

Similar to Lemma 4, the following technical lemma leverages the concentration of Z and Z ′ around their means.

Lemma 6. Let Z ∼ Binom(k, p) and Z ′ ∼ Binom(n− k, p) be independent, and assume

1) n · p · q2 � 1,

2) n · p � 1,

3) k · p · q1 � 1,

4) q1 ≤ 1√
2k(log( 1

kp )+1)
.

Then the following lower bound holds:

EZ,Z′
[
(k − Z)·hb

(
1− (1− q1)Z (1− q2)

Z′
)]
� mk2pq2 log

(
1

npq2

)
+ k2pq1 log

(
1

q1 + npq2

)
.

Theorem 4. In the parameter regime specified in Lemma 6, the number of tests T needed to recover all infected

members over SBIM(n, k, p, q1, q2) is lower bounded as

E[T ] � m2 · k2 · p · q2 · log

(
1

n · p · q2

)
+m · k2 · p · q1 · log

(
1

q1 + n · p · q2

)
.

Remark 3. Recall that in the disjoint k-cliques model, we obtained an additional lower bound in Equation (4) given

by H (XC1 , ..., XCm), which dominates when kp � m−α. However, under the general SBIM, the {XC1 , ..., XCm}

are no longer mutually independent, rendering the analysis of H (XC1 , ..., XCm) difficult. Therefore, we suspect

that the lower bound given in Theorem 4 is not tight when kp is small. Resolving this issue is an open problem.

B. Algorithm Analysis

To analyze binary splitting and the graph-aware algorithm over the SBIM, we begin by extending Lemma 1.

Lemma 7. The marginal probability of infection for every vertex v under SBIM(n, k, p, q1, q2) is given by

P(Xv = 1) = 1− (1− p) · (1− p · q1)k−1 · (1− p · q2)n−k.
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1) Binary Splitting: Next, we generalize the bound in Theorem 2 to the SBIM. Notice that in both the Theorem 5

bound and the asymptotic bound derived below, we recover the corresponding bounds from the disjoint k-cliques

setting when we set q1 = q, q2 = 0.

Theorem 5. Under SBIM(n, k, p, q1, q2), the binary splitting algorithm identifies all infected individuals using T

tests, where

E[T ] ≤ n · (log2 n+ 1) ·
(

1− (1− p) · (1− p · q1)k−1 · (1− p · q2)n−k
)
.

Proof. Let K be the number of infected nodes. Then

E[K] = E
[ n∑
i=1

Xi

]
=

n∑
i=1

P(Xi = 1) = n · r

where r = 1− (1− p) · (1− p · q1)k−1 · (1− p · q2)n−k by Lemma 7. Invoking Lemma 2 yields the result.

a) Asymptotic Analysis: Using the fact that (1 + x)k ≥ 1 + kx for x ≥ −1, k ≥ 1, we have

E[T ] � n · log n ·
(

1− (1− p)(1− k · p · q1) · (1− (n− k) · p · q2)
)

≤ n · log n ·
(

(n− k) · p · q2 + k · p · q1 + p+ k · (n− k) · p3 · q1 · q2
)

≤ m · k2 · p · (logm+ log k) ·
(1

k
+ q1 +m · q2 +m · k · p2 · q1 · q2

)
. (7)

2) Graph-Aware Algorithm: First, we provide a lemma needed to prove the upper bound for the graph-aware

algorithm in Theorem 6. Again, note that by setting q1 = q, q2 = 0 in Theorem 6 and the resulting asymptotic

bound, we recover the corresponding bounds from the disjoint k-cliques setting.

Lemma 8. Let XC1 be the indicator variable which equals 1 if at least one member of community C1 is infected.

Then under SBIM(n, k, p, q1, q2),

P(XC1 = 1) = 1− (1− p)k ·

(
1− p ·

(
1− (1− q2)k

))n−k
.

Theorem 6. Under SBIM(n, k, p, q1, q2), the graph-aware algorithm identifies all infected individuals using T tests,

where

E[T ] ≤ n

k
·
(

log2(n/k) + 1
)
·

(
1− (1− p)k ·

(
1− p ·

(
1− (1− q2)k

))n−k)

+ n ·
(

log2 k + 1
)
·
(

1− (1− p) · (1− p · q1)k−1 · (1− p · q2)n−k
)
.

Proof. Same steps as the proof of Theorem 3 (given in the Appendix), except using Lemma 7 and Lemma 8

wherever P(X1 = 1) and P(XC1 = 1) are needed, respectively.

a) Asymptotic Analysis: Let T1 and T2 be the first and second terms in the Theorem 6 bound, respectively.

Using the fact that (1− q2)
k ≥ 1− kq2, we have

1− p ·
(
1− (1− q2)k

)
≥ 1− p · k · q2,
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so

E[T1] � m logm ·
(

1− (1− p)k ·
(
1− p

(
1− (1− q2)k

))n−k)
� m logm ·

(
1− (1− p)k · (1− p · k · q2)

n−k
)

� m logm · (1− (1− k · p) · (1− (n− k) · p · k · q2))

� m logm · (k · p+ n · p · k · q2) .

Following the previous asymptotic analysis for binary splitting,

E[T2] � m · k2 · p · log k ·
(1

k
+ q1 +m · q2 +m · k · p2 · q1 · q2

)
.

Therefore,

E[T ] � m · k · p · logm ·
(

1 +m · k · q2
)

+m · k2 · p · log k ·
(1

k
+ q1 +m · q2 +m · k · p2 · q1 · q2

)
. (8)

C. Discussion

Comparing (7) and (8) term-by-term, we see that the binary splitting bound has an extra additive factor compared

to the graph-aware bound, implying that the graph-aware algorithm is again never worse (order-wise) than binary

splitting. In certain regimes, it is asymptotically strictly better than binary splitting. One such regime is given by

1) logm � log k

2) kq1 � 1

3) (i) 1 � mkq2

or

(ii) mkq2 � 1 and mkq2 ≺ kq1 � 1
p2 .

Suppose conditions 1, 2, and 3(i) hold. Binary splitting’s average complexity (7) becomes

m · k2 · p · q1 · logm

whereas the graph-aware algorithm’s average complexity (8) becomes

max
{
m · k · p · logm, m · k2 · p · q1 · log k

}
.

The first term in the graph-aware bound improves upon binary splitting’s complexity by a factor of kq1 � 1, and

the second term improves by a factor of logm
log k � 1. Thus, the overall improvement is a factor of min

{
kq, logm

log k

}
,

which matches Corollary 2. This is not very surprising because the SBIM asymptotically behaves like the disjoint

k-cliques model under condition 3(i), i.e., when q2 is very small.

However, the graph-aware algorithm still improves over binary splitting in a more intermediate regime for q2.

Under condition 3(ii), binary splitting’s average complexity is the same as above, and the graph-aware algorithm’s

complexity becomes

max
{
m2 · k2 · p · q2 · logm, m · k2 · p · q1 · log k

}
,
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(a) (b)

(c) (d)

Fig. 2: Performance comparison between binary splitting and the graph-aware algorithm under the SBIM with

n = 1000, k = 20, and different values of p, q1, q2. Theoretical upper and lower bounds are also shown.

which represents an improvement over binary splitting by a factor of min
{

q1
m·q2 ,

logm
log k

}
� 1.

VII. NUMERICAL EXPERIMENTS

We implemented the binary splitting and graph-aware algorithms and evaluated their performance over random

instances of the SBIM. The population size was set to n = 1000, and p was varied over the interval [0, 0.1]. We

ran 20 trials for each value of p, where a trial consists of generating an instance from SBIM(n, k, p, q1, q2), then

observing the number of tests used by binary splitting and the graph-aware algorithm to identify the infected nodes.

We estimated the lower bound from Lemma 5 by averaging over many independent samples of Z ∼ Binom(k, p)

and Z ′ ∼ Binom(n− k, p).

Figure 2 shows some representative plots of the estimated E[T ] as a function of p, with k = 20 and different

values of q1, q2. The error bars show ± one standard deviation of the values of T obtained for a particular value of

p. For comparison, we also plot the theoretical upper bounds from Theorem 5 and Theorem 6; we find that these
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(a) (b)

(c) (d)

Fig. 3: Performance comparison between binary splitting and the graph-aware algorithm under the SBIM with

n = 1000, q1 = 0.01, q2 = 0.001, and different values of p, k. Theoretical upper and lower bounds are also shown.

bounds closely match the empirical results. Additionally, the graph-aware algorithm consistently outperforms binary

splitting. For example, in Figure 2b, at p ≈ 0.07, binary splitting has surpassed the individual testing threshold

with an average of 1271.5 tests, whereas the graph-aware algorithm uses an average of 813.8 tests; this represents

a 36% reduction in testing. The graph-aware algorithm also seems to enjoy lower variance than binary splitting.

In Figure 3, we fix q1 = 0.01, q2 = 0.001, and vary the community size k ∈ {10, 20, 50, 100}. The graph-aware

algorithm appears to perform most favorably for moderate values of k, such as k = 20 or k = 50, i.e., when there

are several moderately sized communities in the network. These findings are consistent with our earlier theoretical

results.

Although the graph-aware algorithm improves significantly upon binary splitting, there is still a sizable gap

between the graph-aware bound and the lower bound shown in the plots. This suggests that in the non-asymptotic

regime, either the lower bound is not tight or better algorithms exist.
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VIII. CONCLUSION

In this paper, we investigated the group testing problem over networks with community structure. Motivated by

diseases such as COVID-19, we proposed a network infection model to capture how certain diseases are introduced

into a population and subsequently transmitted through close contact between individuals. Our proposed group

testing algorithm, which exploits the structure of the underlying graph, provably outperforms the network-oblivious

binary splitting algorithm, and is even order-optimal in certain parameter regimes.

We conclude with some practical considerations and future directions. First, we note that the community-structured

networks studied in this paper can model populations at different scales: the “communities” can be schools, families,

counties, etc. The insights from our work can also be extended to more general networks in the real world, where

the communities may not be known in advance. In such instances, one might use the following pipeline to efficiently

identify infected individuals in the population: 1) estimate the network from data (e.g., mobile phone data, Facebook

social graph); 2) run a graph clustering algorithm to identify communities in the network; 3) perform graph-aware

group testing using the previously identified communities. An interesting direction for future work is to explore the

efficacy of such an approach. Other directions of interest include designing non-adaptive group testing schemes for

our setting, studying the effect of noisy test outcomes, and extending our infection model to longer time horizons

(e.g., SIR or SIS-type infection models from the epidemiology literature).
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APPENDIX

A. Proof of Lemma 1

Let Yv be the indicator random variable of whether vertex v is a seed. First, we have

P(Xv = 1) = P (Xv = 1 |Yv = 1)︸ ︷︷ ︸
=1

·P(Yv = 1)︸ ︷︷ ︸
=p

+P (Xv = 1 |Yv = 0) · P(Yv = 0)

= p+ (1− p) · P (Xv = 1 |Yv = 0) .

Given that v is not a seed, Xv = 1 if and only if v is infected by one of its neighbors. Hence,

P (Xv = 1 |Yv = 0) = P ({v is infected by a neighbor})

= 1− P ({v isn’t infected by any neighbor})

= 1−
∏

u∈N (v)

P ({v isn’t infected by u})

= 1−
∏

u∈N (v)

(
1− P ({v is infected by u})

)
= 1−

∏
u∈N (v)

(
1− P ({v is infected by u} |Yu = 1) · P(Yu = 1)

)
= 1−

∏
u∈N (v)

(1− pq)

= 1− (1− pq)d(v).

�

B. Proof of Lemma 3

Since H(X1, ..., Xn) = m·H(X1, ..., Xk), it suffices to lower bound H(X1, ..., Xk). By the fact that conditioning

reduces entropy, we have

H (X1, ..., Xk) ≥ H (X1, ..., Xk |Y1, ..., Yk) =
∑

yk∈{0,1}k
P
(
Y k = yk

)
·H
(
Xk
∣∣Y k = yk

)
where Yv is the indicator variable of whether vertex v is a seed. Observe that after conditioning on the locations of

the seeds, X1, ..., Xk are mutually independent. Moreover, by symmetry, both P
(
Y k = yk

)
and H

(
Xk
∣∣Y k = yk

)
depend on

∑
i yi, (i.e., the empirical distribution of yk). Indeed, the marginal distribution of Xi can be specified

as follows:

P
(
Xi = 1

∣∣Y k = yk
)

=

1, if yi = 1,

1− (1− q)(
∑

i yi), if yi = 0,

and the conditional entropy is

H
(
Xk
∣∣Y k = yk

)
=

(
k −

∑
i

yi

)
· hb

(
1− (1− q)(

∑
i yi)

)
,
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where hb (·) is the binary entropy function. Therefore, by writing Z =
∑
i Yi, we have

H
(
Xk
∣∣Y k) = EZ

[
(k − Z) · hb

(
1− (1− q)Z

)]
, (9)

where Z ∼ Binom (k, p) .

�

C. Proof of Theorem 4

Let f (q) = log(q)
log(1−q) , so that f(q) solves 1− (1− q)Z = 1− q. Then we bound (9) by

EZ
[
(k − Z) · hb

(
1− (1− q)Z

)]
≥ EZ

[
(k − Z) · hb

(
1− (1− q)Z

)
· 1{1≤Z≤f(q)}

]
(a)
≥ hb (q) · EZ

[
(k − Z) · 1{1≤Z≤f(q)}

]
≥ hb(q) (EZ [k − Z]− k · P {Z = 0} − k · P {Z > f(q)})

= k · hb(q)
(
(1− p)

(
1− (1− p)k−1

)
− P {Z > f(q)}

)
(b)
≥ k · hb(q)

(
(1− p)

(
(k − 1)p− (k − 1)2p2

)
− P {Z > f(q)}

)
(c)
� k

2
· hb(q) (k · p− P {Z > f(q)}) , (10)

where (a) is due to the fact that hb(x) ≥ hb(q) for all q ≤ x ≤ 1 − q, (b) holds since (1 − p)r ≤ e−pr and

ex ≤ 1 + x+ x2 for x ≤ 1, and (c) is due to the assumption p � 1/k.

We then upper bound P {Z > f(q)} by Hoeffding’s inequality:

P {Z > f(q)} ≤ exp

(
−2k

(
p− f(q)

k

)2
)

(a)
� exp

(
−2k

(
f(q)

2k

)2
)
≤ exp

(
−f(q)2

2k

)
(b)
� kp

2
,

where (a) holds by the assumption k · p · q � 1, so that

k · p � q

2
log

(
1

q

)
≤ q

1− q
log

(
1

q

)
≤ f(q),

and (b) holds due to the assumption q � 1√
k·
√

log( 1
k·p )

. Plugging into (10) yields

EZ
[
(k − Z) · hb

(
1− (1− q)Z

)]
� k2 · p · q · log

(
1

q

)
� k2 · p · q ·

(
log k + log log

(
1

kp

))
,

where in the last inequality we use the assumption q � 1√
k·
√

log( 1
k·p )

again.

�

D. Proof of Theorem 3

Let T1 and T2 be the number of tests performed, respectively, in Step 2 and Step 3 of the graph-aware algorithm.

Specifically, T1 is equal to the number of tests used by binary splitting to identify the infected k-cliques, and T2

is the number of tests to identify infected individuals within each infected clique. Note that T = T1 + T2. We will

bound E[T1] and E[T2] separately.
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Let Y be the number of infected k-cliques. We have

E[Y ] =
n

k
· P(XC1 = 1) =

n

k
·
(

1− (1− p)k
)
.

Taking Lemma 2 with n = n/k and α = Y gives

T1 ≤ (log2(n/k) + 1) · Y

so that

E[T1] ≤ n

k
·
(

log2(n/k) + 1
)
·
(

1− (1− p)k
)
.

For the second stage of the algorithm, let Zi denote the number of tests used by binary splitting to identify all

infected members of the ith clique. Since T2 =
n/k∑
i=1

Zi · 1{XCi=1}, we have

E[T2] =

n/k∑
i=1

E
[
Zi · 1{XCi=1}

]
=
n

k
· E
[
Z1 · 1{XC1=1}

]
=
n

k
· P(XC1 = 1) · E [Z1 |XC1 = 1]

=
n

k
·
(

1− (1− p)k
)
· E [Z1 |XC1 = 1] .

Let M denote the number of infected members of C1. Then by Lemma 2,

E [Z1 |XC1 = 1] ≤ (log2 k + 1) · E [M |XC1 = 1]

and, assuming without loss of generality that C1 = [k],

E [M |XC1 = 1] =

k∑
j=1

P (Xj = 1 |XC1 = 1)

= k · P (X1 = 1 |XC1 = 1)

= k · P(X1 = 1, XC1 = 1)

P(XC1 = 1)

= k · P(X1 = 1)

P(XC1 = 1)

= k · 1− (1− p)(1− pq)k−1

1− (1− p)k

where in the last line we invoke Lemma 1. Putting everything together gives

E[T2] ≤ n · (log2 k + 1) ·
(

1− (1− p)(1− pq)k−1
)

and therefore

E[T ] ≤ n

k
·
(

log2(n/k) + 1
)
·
(

1− (1− p)k
)

+ n ·
(

log2 k + 1
)
·
(

1− (1− p)(1− pq)k−1
)
.

�
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E. Proof of Lemma 5

Notice that

H (X1, ..., Xn) ≥ H (X1, ..., Xn |Y1, ..., Yn ) =
∑

yn∈{0,1}n
P (Y n = yn) ·H (Xn |Y n = yn) .

Observe that after conditioning on the locations of the seeds, X1, ..., Xn are mutually independent. Moreover, for

i ∈ C`, the marginal distribution of Xi can be specified as follows:

P (Xi = 1 |Y n = yn) =

1, if yi = 1,

1− (1− q1)
∑

j∈C`
yj (1− q2)

∑
j 6∈C`

yj , if yi = 0.

Writing z` ,
∑
j∈C` yj , the conditional entropy is

H (Xn |Y n = yn) =

m∑
`=1

(k − z`) · hb
(

1− (1− q1)z` (1− q2)
∑

`′ 6=` z`′
)
,

where hb (·) is the binary entropy function. Since Yi
i.i.d.∼ Ber(p), we have Z`

i.i.d.∼ Binom(k, p) and hence

H (Xn |Y n) = EZ,Z′
[
m · (k − Z) · hb

(
1− (1− q1)Z(1− q2)Z

′
)]
, (11)

where Z ∼ Binom (k, p) and Z ′ ∼ Binom (n− k, p).

�

F. Proof of Theorem 6

First we assume n · p · q2 � 1, and let ε ∈ (0, 1) be a value to be specified. Define

z∗ ,
1/2− np(1 + ε)q2

q1
.

Then as long as Z and Z ′ satisfy the following two conditions

1) {np(1− ε) ≤ Z ′ ≤ np(1 + ε)},

2) Z ≤ z∗,

we have
1

2
≥ Z · q1 + Z ′ · q2 ≥ 1− (1− q1)

Z
(1− q2)

Z′
. (12)

Since 1− (1− q1)
Z

(1− q2)
Z′ is an increasing function of Z and Z ′, hb

(
1− (1− q1)

Z
(1− q2)

Z′
)

must increase

with Z and Z ′ if they satisfy the above conditions. Therefore, we have

EZ,Z′
[
(k − Z)hb

(
1− (1− q1)Z (1− q2)

Z′
)]

≥EZ,Z′
[
(k − Z)hb

(
1− (1− q1)Z (1− q2)

Z′
)
· 1{0≤Z≤z∗} · 1{np(1−ε)≤Z′≤np(1+ε)}

]
≥EZ,Z′

[
(k − Z)hb

(
1− (1− q2)

Z′
)
· 1{Z=0} · 1{np(1−ε)≤Z′≤np(1+ε)}

]
︸ ︷︷ ︸

(a)

+

EZ,Z′
[
(k − Z)hb

(
1− (1− q1)Z (1− q2)

Z′
)
· 1{1≤Z≤z∗} · 1{np(1−ε)≤Z′≤np(1+ε)}

]
︸ ︷︷ ︸

(b)

. (13)
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We will pick ε = 1
2 . Then (a) can be bounded by

(a) ≥ k · hb
(
q2 · np(1− ε)− (q2 · np(1− ε))2

)(
1− 2 · exp

(
−nε

2p

3

))
� k

(
npq2(1− ε) log

(
1

npq2(1− ε)

)(
1− 2 · exp

(
−nε

2p

3

)))
� k

(
npq2 log

(
1

npq2

))
where in the first inequality we use

1) Z ′ ≥ np(1− ε)

2) (1− q2)Z
′ ≤ e−q2·Z′ ≤ 1− q2 · Z ′ + (q2 · Z ′)2

3) Chernoff bound on Z ′,

and in the third inequality we assume np � 1. Next, (b) can be bounded by

(b) ≥ hb
(
q1 + npq2(1− ε)− (q1 + npq2(1− ε))2

)
· EZ

[
(k − Z)1{1≤Z≤z∗}

]
·
(

1− 2 · exp

(
−nε

2p

3

))
� (q1 + npq2) log

(
1

q1 + npq2

)
· EZ

[
(k − Z)1{1≤Z≤z∗}

]
.

We will now lower bound EZ
[
(k − Z)1{1≤Z≤z∗}

]
as in Theorem 4. Observe that

EZ
[
(k − Z)1{1≤Z≤z∗}

]
≥ EZ [k − Z]− k · P {Z = 0} − k · P {Z ≥ z∗}

≥ k
(
1− p− (1− p)k − P {Z ≥ z∗}

)
� k (kp− P {Z ≥ z∗}) . (14)

Finally, applying Hoeffding’s inequality to P {Z ≥ z∗} yields

P {Z ≥ z∗} ≤ exp

(
−2k

(
p− z∗

k

)2
)

= exp

(
−2k

(
p−

1
2 − npq2(1 + ε)

q1k

)2
)

(1)
� exp

(
−2k

(
1

2q1k

)2
)

= exp

(
− 1

2kq21

)
(2)
≤ kp

2
,

where in (1) we use the facts that 1) n · p · q2 � 1 and 2) p � 1
q1k

, and (2) holds when

q1 ≤
1√

2k ·
(

log
(

1
kp

)
+ 1
) .

Plugging into (14) yields

EZ
[
(k − Z)1{1≤Z≤z∗}

]
� k2p, (15)

and thus by putting together our bounds on (a) and (b) in (13), we arrive at

EZ,Z′
[
(k − Z)hb

(
1− (1− q1)Z (1− q2)

Z′
)]

(16)

≥k
(
npq2 log

(
1

npq2

))
+ k2p · (q1 + npq2) log

(
1

q1 + npq2

)
(17)

≥mk2pq2 log

(
1

npq2

)
+ k2p · q1 log

(
1

q1 + npq2

)
. (18)

�
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G. Proof of Lemma 7

Let Yv be the indicator random variable of whether vertex v is a seed, and assume without loss of generality

that v ∈ C1. We have

P(Xv = 1) = P(Xv = 1 |Yv = 1)︸ ︷︷ ︸
=1

·P(Yv = 1)︸ ︷︷ ︸
=p

+P (Xv = 1 |Yv = 0)) · P(Yv = 0)

= p+ (1− p) · P (Xv = 1 |Yv = 0)

and

P (Xv = 1 |Yv = 0) = P
(
{v is infected by a neighbor}

)
= 1−

∏
u∈N (v)

P
(
{v isn’t infected by u}

)
= 1−

∏
u∈N (v)

(
1− P

(
{v is infected by u}

))
= 1−

∏
u∈N (v)

(
1− P ({v is infected by u} |Yu = 1) · P(Yu = 1)

)

= 1−

( ∏
u∈C1\{v}

(1− p · q1)

)
·

( ∏
w 6∈C1

(1− p · q2)

)

= 1− (1− p · q1)k−1 · (1− p · q2)n−k.

�

H. Proof of Lemma 8

Let A be the event that no member of community C1 is selected as a seed, and let B be the event that some

member of C1 is infected by an individual outside C1. We further denote by Bu the event that vertex u infects some

member of C1, where u 6∈ C1. Note that XC1 = 1 if and only if either Ac occurs or A ∩ B occurs. Moreover, A

and B are independent events. We have that P(A) = (1− p)k, and thus

P(XC1 = 1) = P(Ac) + P(A) · P(B)

= 1− (1− p)k + (1− p)k · P(B)

= 1− (1− p)k · (1− P(B)).
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Finally, we compute P(B) as

P(B) = 1−
∏
u6∈C1

P(Bcu)

= 1−
∏
u6∈C1

(
P(Bcu |Yu = 1) · P(Yu = 1)︸ ︷︷ ︸

=p

+P(Bcu |Yu = 0)︸ ︷︷ ︸
=1

·P(Yu = 0)︸ ︷︷ ︸
=1−p

)
= 1−

∏
u6∈C1

(
1− p+ p · P(Bcu |Yu = 1)

)
= 1−

∏
u6∈C1

(
1− p+ p · (1− q2)k

)

= 1−

(
1− p ·

(
1− (1− q2)k

))n−k
.

�
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