
Real-time peptide identification from high-throughput
mass-spectrometry data

SUMESH KUMAR and FAHAD SAEED∗, Florida International University, USA

Peptide deduction remains one of the most challenging research problems in the large-scale study of proteomes
using high-throughput Mass Spectrometers. The identification of large number of proteins from complex
biological samples can be carried out in two steps: 1) tryptic digestion of protein sample to isolate constituent
peptides, and then generating MS/MS data using high-thought put mass spectrometers; 2) Once the data is
generated various method such as database-search tools are used to compare mass-spectrometry data against
a repository of known peptides. Advances in the MS instrumentation now allow generation of high-resolution
data in massive volume and velocity making traditional MS based algorithms a bottleneck in the overall
workflows [4]. New generation of state-of-the-art database search tools are now capable of producing high-
quality matches with impressively low FDR; however, the search time usually takes somewhere between
a few weeks to a few months depending on the size of database and search parameters. To accelerate the
overall search times, several studies have been proposed which target this computational bottleneck by
exploiting specialized hardware architectures including HPC compute clusters and GPUs [2], [1]. Even with
these accelerated pipelines the dream of realizing a true real-time processing and deduction of peptides from
MS data is a far from realization. One bottleneck preventing the design of true real-time processing of MS based
data is the cost of communication of the data required for the existing workflows [3] i.e. moving the data from
storage to computational nodes and across hierarchies of system memory, dominates the overall search process
in MS data analysis. Therefore, techniques which can minimize the communication cost by enabling the
computational search process to execute near the source of data-generation are highly desirable. In particular,
specialized computer architecture designed by utilizing FPGAs to process high-resolution MS data as soon
as it is generated by a mass-spectrometer can alleviate the latency involved in data storage and movement.
FPGA based designs can exploit the inherent data-parallelism and minimize communication overhead by
using a custom pipeline design aimed at reducing the number of main memory accesses. In this paper, we
propose to design, and develop an FPGA based hardware accelerator. Our design consists of asynchronous
parallel processing elements which implement efficient dataflow operations by using configurable data-caching,
contention aware bus-arbiter, and double buffering. Our results have shown that we are able to achieve 600x
reduction in average number of DRAM accesses and an average of 24x speed-up in the overall computation
compared with a CPU. These results were obtained by processing publicly available MS data, whereas real-time
performance can be achieved if the search operations are moved close to the source of data generation. In this
regard, a streaming network-based hardware accelerator can greatly enhance the scale of proteomics which
reads raw data directly from the mass-spectrometer to process the MS data in real-time in a streaming fashion
and produce peptides deductions.

CCS Concepts: • Reconfigurable hardware → Accelerator design; • Mass-spectrometry → Protein
identification.
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