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We present a new data-driven potential energy function (PEF) describing chloride–water

interactions which is developed within the many-body-energy (MB-nrg) theoretical frame-

work. Besides quantitatively reproducing low-order many-body energy contributions, the

new MB-nrg PEF is able to correctly predict the interaction energies of small chloride–

water clusters calculated at the coupled cluster level of theory. Importantly, classical and

quantum molecular dynamics simulations of a single chloride ion in water demonstrate

that the new MB-nrg PEF predicts X-ray spectra in close agreement with the experimental

results. Comparisons with an popular empirical model and a polarizable PEF empha-

size the importance of an accurate representation of short-range many-body effect while

demonstrating that pairwise additive representations of chloride–water and water–water

interactions are inadequate for correctly representing the hydration structure of chloride in

both gas-phase clusters and solution. We believe that the analyses presented in this study

provide additional evidence for the accuracy and predictive ability of the MB-nrg PEFs

which can then enable more realistic simulations of ionic aqueous systems in different

environments.
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I. INTRODUCTION

A molecular-level characterization of the hydration properties of charged species from small

clusters to bulk solutions and interfaces is key to understanding many physicochemical processes.

Notably, hydrated ions are found as stabilizing species for biomolecules1–3 and are involved in

catalytic and transport processes.4–10 It is hard to overstate the importance of ions in electrochem-

ical processes, as charged species are a necessary component of electrolytic and galvanic cells.11

Hydrated ions have also been shown to take part in the growth process of cloud condensation

nuclei.12–15

While ions are ubiquitous in natural and industrial processes, a predictive understanding of

the driving forces that determine the molecular properties of ions in aqueous solutions is still

missing. For instance, it is known that, depending on their intrinsic electronic structure, ions

can either strengthen or weaken the structure of the surrounding water hydrogen-bonding (H-

bonding) network. To describe this effect, Hofmeister’s original classification of ions according

to their ability to modulate protein solubility16 subsequently led to the classification of ions as

“structure makers" and “structure breakers".17 Broadly speaking, “structure makers" are small

and highly charged ions that are strongly hydrated and are, therefore, believed to strengthen the

H-bonds between the surrounding water molecules. On the other hand, “structure breakers" are

large and usually monovalent ions that, because of their size, disrupt the structure of the water

H-bonding network. Although appealing due its simplicity, this classification has been challenged

by measurements performed with various spectroscopic techniques.18–22

One of the most striking examples of the uncertainties in the current understanding of spe-

cific ion effects is perhaps represented by the ongoing debate around the distribution of ions at

the air/water interface. Surface tension values larger than those for pure water were measured for

salt solutions by Heydweiller more than one hundred years ago.23 Importantly, while the surface

tension was found to be independent of the nature of the cations, it varied significantly depend-

ing on the type of anion present in solution. Moreover, the effects of the anions on the surface

tension were found to follow an inverse Hofmeister series. First Wagner,24 and later Onsager and

Samaras25 proposed that image charges at the air/water interface are responsible for the local de-

pletion of ions in the interfacial region which, in turn, leads to the observed variation of the surface

tension in salt solutions. However, subsequent experiments found that the electrostatic potential

difference across the air/water interface measured for solutions of halide salts (with the exception
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of fluoride salts) is more negative than that for pure water, thus suggesting that larger halide ions

have higher propensity for the interface than cations, in contradiction with predictions derived

from Wagner, and Onsager and Samaras theories.26 Since then, various experimental approaches

have been used to characterize the physical mechanisms that determine the distribution of different

ions at the water surface, sometimes with conflicting results.27–29

Pioneering molecular dynamics (MD) simulations carried out for halide–water clusters using

polarizable force fields (FFs) predicted that all halide ions, except fluoride, are preferentially lo-

cated at the surface of the clusters.30–34 In contrast, MD simulations carried out for Cl−(H2O)n

clusters with nonpolarizable FFs found that the chloride ion is always located in the interior of the

clusters.35,36 The different results obtained from MD simulations with polarizable and nonpolariz-

able FFs were interpreted as an indication of the importance of many-body effects in the hydration

of halide ions.

Higher propensity for the water surface relative to the bulk was found for larger halide ions from

MD simulations of concentrated salt solutions as well as from calculations of single-ion potentials

of mean force (PMFs) carried out using polarizable FFs.37,38 In particular, the surface propensity

was found to increase from Cl− to I−, with F− being repelled from the interface. Similar results

were later obtained with various polarizable models.39–41 More recent ab initio MD simulations

based on density functional theory (DFT) found a much lower propensity of the iodide ion, for the

air/water interface, compared to predictions obtained with polarizble FFs.42 However, these MD-

DFT simulations were carried out with the dispersion-corrected BLYP functional which has been

shown to suffer from some intrinsic limitations when applied to the modeling of liquid water.43–45

A lower surface propensity than that calculated for larger halide ions using MD simulations with

polarizable FFs has also been predicted by an extended dielectric continuum (DC) theory which

takes into account both the dimension and the polarizability of the ions.46,47 An alternative model

emphasizing the impact that ions may have on surface fluctuations has also been proposed to

explain the experimental observations of selective ion adsorption at the air/water interface.48

Despite much recent effort in characterizing the molecular driving forces that contribute to

modulating both structural and thermodynamic properties of ions in solution, it has become in-

creasingly apparent that the development of a unified, molecular theory of ion hydration requires

a quantitative description of the interplay between ion–water and water–water interactions, which

has so far remained elusive. In this context, the last decade has witnessed the emergence of many-

body potential energy functions (PEFs) which, rigorously derived from the many-body expansion
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(MBE) of the energy, hold great promise for predictive MD simulations of aqueous systems, from

small clusters in the gas phase to bulk solutions and interfaces.49–51 In particular, building upon the

MB-pol PEF for water,52–54 we developed two families of many-body PEFs, the TTM-nrg55,56 and

MB-nrg57,58 PEFs, which have been shown to accurately reproduce both structural and thermody-

namics properties of X−(H2O)n (X = F, Cl, Br, I) and M+(H2O)n (M = Li, Na, K, Rb, Cs) clusters,

including quantum-mechanical effects in H-bonding rearrangements and isomeric equilibria.59–63

In this study, we present a systematic analysis of many-body effects in the hydration proper-

ties of Cl− through detailed comparisons of different models of chloride–water interactions, from

simple point-charge FFs to polarizable FFs, and explicit many-body PEFs. For this purpose, we

introduce an extended MB-nrg PEF that, building upon the results of Ref. 57, includes an explicit

3-body (3B) term as well as a refined 2-body term (2B) derived from an expanded training set of

dimer configurations generated using a recently developed active learning scheme for many-body

PEFs.64

II. METHODS

The MBE expresses the energy, EN , of a system containing N (atomic or molecular) monomers

as the sum of individual n-body energies, εnB, where n≤ N,65

EN(r1, ..,rN) =
N

∑
i=1

ε
1B(ri)+

N

∑
i< j

ε
2B(ri,r j)+

N

∑
i< j<k

ε
3B(ri,r j,rk)+ ...+ ε

NB(r1, ..,rN) (1)

Here, ri collectively represents the coordinates of all atoms in monomer i, ε1B represents the

distortion energy of an isolated (molecular) monomer, and the n-body energies εnB are defined as

ε
nB = En(r1, ...,rn)−

N

∑
i=1

ε
1B(ri)−

N

∑
i< j

ε
2B(ri,r j)− . . .−

N

∑
i< j<k<...

ε
(n-1)B(ri,r j,rk, ...) (2)

Since the MBE converges quickly for systems with localized electron densities and large band

gaps, Eq. 1 can be used as a effective theoretical/computational framework for developing many-

body PEFs where each individual term of the MBE is independently fitted to the corresponding

electronic structure data.66,67

As discussed in detail in the original studies, both TTM-nrg55,56 and MB-nrg57,58 PEFs are

derived from Eq. 1, and use the MB-pol PEF for representing water–water interactions.52–54 MB-

pol has been shown by us and others to correctly reproduce the properties of water,66,68 from

small clusters in the gas phase69–80 to liquid water,81–87 the air/water interface,88–92, and ice.93–96
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In the TTM-nrg PEFs all ion–water many-body contributions, i.e., ε2B to εNB, are described by an

implicit NB term represented by classical polarization.55,56 The MB-nrg PEFs instead approximate

Eq. 1 with the sum of explicit low-order terms, generally up to the 3B term, along with the same

implicit many-body term used by the TTM-nrg PEFs to represent all higher-body interactions,57,58

EN =
N

∑
i=1

ε
1B
i +

N

∑
i> j

ε
2B
i, j +

N

∑
i> j>k

ε
3B
i, j,k +Vpol (3)

Each term of Eq. 3 is fitted to reproduce the corresponding nB reference energies that, as dis-

cussed below, are calculated at the explicitly correlated coupled cluster level of theory including

single, double, and perturbative triple excitations, i.e., CCSD(T)-F12b.97,98 Since the theoreti-

cal/computational framework behind the MB-pol52,53 and MB-nrg57,58 PEFs is described in the

original references, we will only discuss here specific details related to the development of the

present chloride–water MB-nrg PEF.

A. 2-body energies

Following Refs. 57 and 58, ε2B in Eq. 3 is represented by three terms:

ε
2B =V 2B

sr +Velec +Vdisp (4)

Here, V 2B
sr describes quantum-mechanical short-range 2B interactions (e.g., Pauli repulsion, and

charge transfer and penetration) that arise from the overlap of the electron densities of the chloride

ion and a water molecule, which cannot be represented in terms of classical expressions.50,51

In the MB-nrg PEF, V 2B
sr is represented by a permutationally invariant polynomial, V 2B

PIP, that is

dampened to zero at long range by a switching function, s2(RCl−O), of the distance RCl−O between

the chloride ion (Cl−) and the oxygen atom (O) of the water molecule within a Cl−–H2O dimer,

V 2B
sr = s2 (RCl−O) ·V

2B
PIP (5)

where

s2(RCl−O) =


1, if t2(RCl−O)< 0

cos2[t2(RCl−O)π/2
]
, if 0≤ t2(RCl−O)< 1

0, if 1≤ t2(RCl−O)

(6)

and

t2(RCl−O) =
RCl−O−R2B

i

R2B
out−R2B

in
(7)
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Here, R2B
in = 5.8 Å and R2B

o = 7.8 Å are the predefined inner and outer cutoff distances of the

switching function. These cutoff distances, which differ slightly from those used in Ref. 57, were

found to guarantee a smooth and continuous representation of ε2B. In particular, both R2B
in and the

range of the switching function were increased compared to the original values57 since the gain in

stability provided by a more slowly varying switching function was found to overcome the higher

computational cost associated with a larger number of 2B interactions to compute. As in Ref. 57,

V 2B
PIP is a function of all pairwise distances among the physical atoms (H, O, and Cl−) and the lone-

pair sites of the MB-pol water molecule (L1 and L2)52 within a Cl−–H2O dimer. V 2B
PIP contains

496 symmetrized monomials (ξi): 3 first-degree monomials, 15 second-degree monomials, 49

third-degree monomials, 130 fourth-degree monomials, and 299 fifth degree monomials. By con-

struction, V 2B
PIP thus contains 496 linear fitting parameters (ci) and 9 nonlinear fitting parameters.57

As in Ref. 57, Velec in Eq. 4 represents permanent electrostatics between the negative (-1e)

charge of the chloride ion and the MB-pol geometry-dependent point charges of the water molecule

which reproduce the ab initio dipole moment of an isolated water molecule.99

The last term in Eq. 4, Vdisp, describes the 2B dispersion energy:

Vdisp =− f (δCl−O)
C6,Cl−O

R6
Cl−O

− f (δCl−H1
)
C6,Cl−H1

R6
Cl−H1

− f (δCl−H2
)
C6,Cl−H2

R6
Cl−H2

(8)

where RCl−O, RCl−H1
, and RCl−H2

are the distances between the Cl− ion and the O, and the two

H atoms of the water molecule within the dimer, and f (δ ) and C6 are the corresponding Tang-

Toennies damping functions100 and dispersion coefficients.

B. 3-body energies

Building upon the same theoretical framework used in the development of MB-pol and the

Cs+–H2O MB-nrg PEF, ε3B in Eq. 3 is represented by a 3B short-range term that effectively takes

into account 3B energy contributions of quantum-mechanical origin arising from the overlap of

the electronic densities of the chloride ion and two water (a and b) molecules at a time as well as

short-range 3B dispersion energy contributions,

ε
3B = [s3(RCl−Oa

)s3(RCl−Ob
)+ s3(RCl−Oa

)s3(ROaOb)+ s3(RCl−Ob
)s3(ROaOb)] ·V

3B
PIP (9)
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Here, s3 is a 3-body switching function given by

s3(Rkl) =


1, if t3(Rkl)< 0

cos2[t3(Rkl)π/2
]
, if 0≤ t3(Rkl)< 1

0, if 1≤ t3(Rkl)

(10)

where

t3(Rkl) =
Rkl−R3B

i

R3B
out−R3B

in
(11)

In Eqs. 9 and 10, Rkl is the distance between any (k, l) pair of Cl− and O atoms within a Cl−(H2O)2

trimer, R3B
in and R3B

out are the inner and outer cutoff distances. As an optimal compromise between

accuracy and computational cost, 3B effects are only included within the first hydration shell of the

chloride ion which is achieved by setting R3B
in and R3B

out to 2.5 Åand 4.5 Å, respectively. Although

the following analyses demonstrate that the 2B and 3B cutoff ranges adopted in the present study

allow for the accurate representation of the hydration structure of a chloride ion both in gas-phase

clusters and in solution, it should be noted that the MB-nrg framework gives the user complete

freedom in the choice of the inner and outer cutoffs.

V 3B
PIP is a function of all 41 pairwise distances between the physical atoms (H, O, and Cl−) and

the lone-pair sites of the two water molecules (L1 and L2) within a Cl−(H2O)2 trimer. V 3B
PIP contains

1575 symmetrized monomials, ξi: 39 second-degree monomials, 613 third-degree monomials,

and 923 fourth-degree monomials. Therefore, V 3B
PIP contains 1575 linear fitting parameters and 13

nonlinear fitting parameters.

Specific details about V 2B
PIP and V 3B

PIP, along with the definition of all monomials are given in the

Supplementary Material.

C. Reference energies

The reference dimer configurations used in the parameterization of the 2B energy term, ε2B,

were selected using the active learning approach described in Ref. 64, starting from a pool of

150 000 configurations generated by sampling a spherical grid between 2–8 Å from the chloride

ion as well as the normal modes of the Cl−–H2O dimer. 9059 and 854 dimer configurations

were used in the training and test sets, respectively. The reference 2B energies were calculated

at the CCSD(T)-F12b level of theory97,98 in the complete basis set (CBS) limit that was achieved

via a two-point extrapolation.101,102 The CCSD(T)-F12b calculations were performed with the
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augmented correlation-consistent polarized valence triple-/quadruple-ζ (aug-cc-pV[T/Q]Z) basis

sets.103–106

A Cl−–H2O MB-nrg PEF, without the explicit 3B term, ε3B, was initially developed and used

in MD simulations with a single Cl− ion in water which were carried out at ambient conditions

in the isobaric-isothermal (NPT) ensemble to generate the 3B pool. 13140 and 1240 Cl−(H2O)2

trimer configurations were extracted from the MD trajectories and included in the training and test

sets, respectively. The 3B energies were calculated at the CCSD(T)-F12b level of theory97,98 using

the aug-cc-pVTZ basis set.103–106

All CCSD(T)-F12b electronic structure calculations were carried out using MOLPRO (version

2020.1).107

D. Fitting procedure

We followed the same fitting procedure used in the development of MB-pol52,53 and other MB-

nrg PEFs.57,58,108–110 Specifically, the linear parameters were optimized through singular value

decomposition, while the non-linear parameters were optimized using the simplex algorithm. The

following regularized weighted sum of squared deviations was calculated and minimized:

χ
2 = ∑

n∈S
wn[εmodel(n)− εref(n)]2 +Γ

2
L

∑
l=1

c2
l (12)

Here, S represents the training set and L is the number of linear parameters. The weights wn are

introduced in Eq. 12 to emphasize configurations with lower binding energies according to111

w(Ei) =

[
∆E

Ei−Emin +∆E

]2

(13)

Here, Emin is the lowest binding energy in the training set and ∆E is a parameter that defines the

range of favorably weighted energies. ∆E = 35 kcal/mol and ∆E = 47.5 kcal/mol were used for

the 2B and 3B energies, respectively. The regularization parameter Γ was set to 0.0005 to reduce

the variation of the linear parameters while preserving the overall accuracy.

E. MD simulations and analysis

All MD simulations were carried out in the NPT ensemble for a box containing a single chloride

ion and 277 water molecules at 298.15 K and 1.0 atm, corresponding to a ∼0.2 M solution. The
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velocity-Verlet algorithm112 was used to propagate the equations of motion in the MD simulations

with the TTM-nrg and MB-nrg PEFs. A timestep δ t of 0.2 fs was used, which guarantees a correct

sampling of the molecular degrees of freedom as well as the TTM-nrg and MB-nrg induced dipole

moments that were propagated according to the always stable predictor–corrector algorithm.113

Nosé-Hoover chains with 4 thermostats attached to each degree of freedom were used to control

the temperature while the pressure was controlled using the algorithm described in Ref. 114. The

path-integral molecular dynamics (PIMD) simulations with the MB-nrg PEF were carried out

using the normal-mode representation, with each atom being described by a ring-polymer with

32 beads.115 All MD simulations with the TTM-nrg and MB-nrg PEFs were carried out with an

in-house version of DL_POLY 2.0116.

For comparison, MD simulations were also carried out using the Cl−–H2O empirical parame-

terization compatible with the TIP4P/Ew water model117 which was introduced in Ref. 118 These

simulations were carried out with AMBER119 using a global Langevin thermostat and a Monte

Carlo barostat to control the temperature and the pressure, respectively.

The FEFF software was used to calculate the EXAFS signals.120–122 Following Ref. 123, all

FEFF calculations were performed using clusters containing the chloride ion and its 33 closest wa-

ter molecules which were extracted from the corresponding MD and PIMD trajectories at intervals

of 0.5 ps.

III. RESULTS

Fig. 1 shows the correlation plots between the reference CCSD(T)-F12b/CBS 2B energies and

the corresponding MB-nrg values for both training (panel a) and test (panel b) sets. Root-mean-

square errors (RMSEs) of 0.2387 kcal/mol and 0.2027 kcal/mol for the training and test sets, re-

spectively, demonstrate that the present MB-nrg PEF is able to describe the Cl−–H2O 2B energies

with coupled cluster accuracy over a wide range of values, without overfitting.

Fig. 1c shows one-dimensional potential energy radial scans for different (θ , φ ) orientations

of Cl− relative to H2O (see Fig. 1d for the definition of the coordinate system). Independently of

the relative orientation, the MB-nrg PEF quantitatively reproduces the CCSD(T)/CBS values at all

Cl−–H2O separations, which provides further evidence for the overall high accuracy of the present

MB-nrg PEF at the 2B level.

After assessing the accuracy of the 2B term of the MB-nrg PEF, Fig. 2 shows the correlation
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a) b)

c)

Training Test

d)

FIG. 1. Top panels: 2B energy correlation plots between the CCSD(T)-F12b/CBS reference values (x-axis)

and corresponding MB-nrg values (y-axis) for the training (a) and test (b) sets. Bottom panels: Cl−–

H2O potential energy scans (c) along the Cl−–O distance (RCl−O) for different orientations θ and φ (d).

The symbols corresponds to the CCSD(T)-F12b/CBS reference energies, while the corresponding MB-nrg

values are shown as solid lines.

plots between the CCSD(T)-F12b 3B reference energies and the corresponding MB-nrg values for

both training (panel a) and test (panel b) sets. Also in this case, the present Cl−–H2O MB-nrg PEF

is able to quantitatively reproduce the CCSD(T)-F12b values over the a wide range of 3B energies,

with RMSEs of 0.0655 kcal/mol and 0.0506 kcal/mol for the training and test sets, respectively.

As for the 2B energies, this analysis indicates that the high accuracy achieved by the MB-nrg

PEF does not result from overfitting. MB-nrg 2B and 3B energy error plots are reported in the

Supplementary Material.
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Test

a) b)

Training

FIG. 2. 3B energy correlation plots between the CCSD(T)-F12b reference values (x-axis) and corresponding

MB-nrg values (y-axis) for the training (a) and test (b) sets.

Fig. 3 shows a comparison between the interaction energies calculated for the low-energy iso-

mers of the Cl−(H2O)n clusters (n= 1−4) using the empirical TIP4P/Ew-based model of Ref. 118,

the TTM-nrg PEF of Ref. 55, and the present MB-nrg PEF. To investigate the role played by short-

range many-body effects, in this and following analyses, we consider two versions of the MB-nrg

PEF: the (2B+NB)-MB-nrg PEF that includes the explicit 2B term of Eq. 4 in addition to the

classical NB polarization term of Eq. 3, and the (2B+3B+NB)-MB-nrg PEF that includes both

explicit 2B (Eq. 4) and 3B (Eq. 9) terms in addition to the classical NB polarization term of Eq. 3.

The results obtained with these four different representations of the Cl−–H2O interactions are

compared with the the corresponding CCSD(T)-F12b reference values.49,60 As expected, being

an empirical pairwise additive model developed for bulk simulations, the TIP4P/Ew-based model

is unable to correctly reproduce the energetics of Cl−(H2O)n clusters, independently of the size

and H-bonding arrangements. By including NB effects through a classical polarization term, the

TTM-nrg PEF clearly provides a more accurate representations of all clusters, which somewhat

deteriorates for structures with more cooperative H-bonding arrangements, as occurs in the isomer

4f of Cl−(H2O)4. The agreement with the CCSD(T)-F12b results effectively becomes quantitative

with the inclusion of the explicit 2B term in the (2B+NB)-MB-nrg PEF, with the exception of

the isomer 4f of Cl−(H2O)4, for which only the (2B+3B+NB)-MB-nrg PEF is able to accurately

reproduce the reference interaction energy. While emphasizing the role of many-body effects

in chloride–water interactions, this analysis also highlights the limitations of a representation of
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1

2

3a

3b

3c

3d

4a

4b

4c

4d

4e

4f

FIG. 3. Comparison between the interaction energies calculated for the low-energy isomers of Cl−(H2O)n

clusters (with n = 1− 4) using the empirical TIP4P/Ew-based model of Ref. 118, the TTM-nrg PEF

of Ref. 55, and the present (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg PEFs. For each cluster, the

CCSD(T)-F12b reference values49,60 are shown as horizontal dashed lines.

many-body effects which is entirely based on classical polarization, as in the TTM-nrg PEF and

other common polarizable models, and further demonstrates the importance of correctly describ-

ing short-range low-order (i.e., 2B and 3B) interactions.49 In this context, it should be noted that

the analyses reported in Ref. 49 demonstrate that all nB interactions with n > 3 in Cl−(H2O)n

clusters are correctly described by the classical polarization term, Vpol employed by the TTM-nrg

and MB-nrg PEFs.

Although the analyses presented in Figs. 1-3 provide a quantitative assessment of the ability

of the present MB-nrg PEF to reproduce, at the fundamental level, many-body interactions in

Cl−(H2O)n clusters for which calculations at the coupled cluster level of theory are feasible, the

MB-nrg PEFs also enable computer simulations of condensed-phase systems for which CCSD(T)-

level calculations are currently out of reach. In absence of high-quality ab initio reference data

for bulk simulations, the following analysis uses available EXAFS data to assess the reliability

of the MB-nrg PEF in predicting the hydration structure of Cl−. As for the analysis in Fig. 3,

comparisons are made with results obtained from MD simulations carried out with the TIP4P/Ew-
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based model, the TTM-nrg PEF, and the two (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg PEFs.

In addition, results from PIMD simulations carried out with the (2B+3B+NB)-MB-nrg PEF are

used to quantify the role played by nuclear quantum effects in determining the local hydration

structure of Cl−.

Fig. 4a shows the Cl−–O radial distribution functions (RDFs) calculated from the five sets of

NPT simulations that were carried out in this study. Within 8 Å from the Cl− ion, the TIP4P/Ew-

based model predicts highly structured hydration shells located at 3.15 Å, 4.80 Å, and 7.15 Å. The

inclusion of many-body effects through classical polarization in the TTM-nrg PEF leads to signifi-

cant disruption of the first hydration shell compared to the TIP4P/Ew RDF, which is accompanied

a) b)

c) d)

FIG. 4. Top panels: Cl-O (a) and Cl-H (b) radial distribution functions (RDFs) calculated from MD simu-

lations carried out with the TIP4P/Ew-based model, and TTM-nrg, (2B+NB)-MB-nrg, and (2B+3B+NB)-

MB-nrg PEFs as well as from PIMD simulations with the (2B+3B+NB)-MB-nrg PEF. Bottom panels:

Corresponding Cl-O (c) and Cl-H (d) cumulative distribution functions (CDFs).
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by a shift of the second hydration shell to larger distances (5.13 Å). This effect becomes more

pronounced with the inclusion of explicit 2B and 3B contributions as shown by the RDFs cal-

culated with the (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg PEFs, respectively. In particular,

the (2B+3B+NB)-MB-nrg PEF predicts more diffuse first and second hydration shells which indi-

cates a significantly less structured spatial arrangement of the water molecules around the chloride

ion compared to that predicted by the TIP4P/Ew-based model. Similar trends are found in the

Cl−–H RDFs shown in Fig. 4b, with the TIP4P/Ew-based model and (2B+3B+NB)-MB-nrg PEF

predicting the most and least structured first Cl−–H shells, respectively. Importantly, while the

TIP4P/Ew-based model predicts a well-defined and more compact second Cl−–H shell along with

a still distinguishable third Cl−–H shell, all many-body PEFs predict more diffuse distributions

of the water hydrogen atoms of the water molecules that more closely hydrate the Cl− ion. It

should be noted that MD and PIMD simulations carried out with the (2B+3B+NB)-MB-nrg PEF

effectively provide the same progression of hydration shells, with minor differences only visible

in the first peak of the Cl−-H RDF, which suggests that nuclear quantum effects play a negligible

role in determining the hydration structure of Cl−.

Figs. 4c-d show the corresponding Cl−–O and Cl−–H cumulative distribution functions

(CDFs). The structural features highlighted in the analysis of the Cl−–O RDFs clearly have a

direct effect on the coordination number. In particular, due to the underlying more ordered hy-

dration structure, the TIP4P/Ew-based model predicts that 7 water molecules constitute the first

shell. A similar evolution of the Cl−–O CDF is obtained with the TTM-nrg PEF model although,

due to a more diffuse arrangement of the water molecules, it is difficult to precisely determine

the coordination number within the first hydration shell of Cl−, with 6 < n1st < 8. As it could

be inferred from the analyses of the RDFs, a broader first hydration shell, containing ∼ 11 water

molecules, is predicted by both MB-nrg PEFs.

To further explore the structural properties of the hydrated chloride ion, we calculated the

incremental radial distribution functions (iRDFs), which describe individual contributions to the

total Cl−–O RDF associated with each water molecule i as a function of its distance (RCl−Oi
)

Cl−, and the radial-angular distribution functions (RADFs) in the first hydration shell region.

The iRDFs shown in Fig. 5 indicate that the TIP4P/Ew-based model predicts a clear separation

between the first and second hydration shells which is located between the seventh and eighth

water molecule. As indicated by the CDFs in Fig. 4c, the separation between first and second

hydration shells becomes increasingly less distinguishable and shifts to larger distances as many-
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body contributions to the Cl−–H2O interactions are progressively included, from the TTM-nrg to

the (2B+3B+NB)-MB-nrg PEFs. It should also be noted that the TIP4P/Ew-based model predicts

significantly narrower iRDFs for water molecules located in the first hydration shell of Cl− (i =

1− 6) as well as much broader distributions for the 7th and 8th water molecules located in the

transition region between the first and second hydration shells compared to those obtained with

the many-body PEFs. This analysis thus provides further evidence for the TTM-nrg and MB-nrg

PEFs predicting less tightly bound water molecules in the first hydration shell of Cl− than the

TIP4P/Ew-based model.

The analysis of the RADFs shown Fig. 6 provides direct insights into the average distribution

of water molecules within the first hydration shell of Cl−. While predicting a tighter first hydration

shell along the Cl−-O distance, as already inferred from the analyses of both RDFs and iRDFs, the

TIP4P/Ew-based model is also characterized by a slightly broader distribution along the angular

coordinate than both TTM-nrg and MB-nrg PEFs, which results in a relatively higher intensity

between 55o and 75o. Particularly evident is the lack of the feature at 130◦ that becomes more
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FIG. 5. Incremental radial distribution functions (iRDFs) calculated from MD simulations with the

TIP4P/Ew-based model, and TTM-nrg, (2B+NB)-MB-nrg, and (2B+3B+NB)-MB-nrg PEFs as well as from

PIMD simulations with the (2B+3B+NB)-MB-nrg PEF.
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FIG. 6. Radial-angular distribution functions (RADFs) of the first hydration shell calculated from MD

simulations with the TIP4P/Ew-based model, and TTM-nrg, (2B+NB)-MB-nrg, and (2B+3B+NB)MB-nrg

PEFs as well as from PIMD simulations with the (2B+3B+NB)-MB-nrg PEF. The Cl-O distance (in Å) is

shown on the x-axis, and the O-Cl-O angle (in degrees) is shown in the y-axis.
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FIG. 7. K-edge EXAFS spectra, k2χ(k), calculated from MD simulations with the TIP4P/Ew-based model,

and TTM-nrg, (2B+NB)-MB-nrg, and (2B+3B+NB)-MB-nrg PEFs as well as from PIMD simulations with

the (2B+3B+NB)-MB-nrg PEF. The experimental data from Ref. 124 are shown as blue circles.

pronounced as many-body contributions are progressively included in the description of the Cl−–

H2O interactions. Due to the angular and radial diffuseness of the first hydration shell, it is difficult

to extract contributions from individual molecules to the RADFs, and the average distribution of

oxygen atoms around the chloride ion cannot be easily inferred. However, the different features

exhibited by the different models show that short-range low-order interactions directly influence

the geometry of the hydration complex. It should be noted that the RADF calculated from PIMD

simulations with the (2B+3B+NB)-MB-nrg PEF is effectively indistinguishable from that obtained

from the corresponding MD simulations, which provides further support for nuclear quantum

effects playing a negligible role in determining the hydration structure of Cl−.

To determine which representation of the Cl−–H2O interactions provides the most realistic de-

scription of the hydration structure of Cl− in solution, Fig. 7 shows comparisons of the K-edge

EXAFS spectra calculated with the TIP4P/Ew-based model, and TTM-nrg and MB-nrg PEFs with

the corresponding experimental data from Ref. 124. This analysis shows that the TIP4P/Ew-based

model is unable to correctly reproduce the amplitude of the EXAFS spectra and slightly under-

estimates the period of the oscillations, with the calculated peaks appearing at relatively smaller

k values. On the other hand, the agreement with the experimental data systematically improves

as many-body effects are progressively included, with the MD and PIMD simulations carried out

with the (2B+3B+NB)-MB-nrg PEFs providing nearly quantitative agreement with the experi-

mental EXAFS spectrum. The comparisons shown in Fig. 5 also indicate that 3B interactions

have minimal impact on the simulated EXAFS spectra, while the inclusion of nuclear quantum

effects in the PIMD simulations improves the agreement with the experimental data at larger k but

worsens it for k values between 2 and 4 Å−1.
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IV. CONCLUSIONS

In this study, we have introduced a new many-body MB-nrg PEF describing chloride–water

interactions which includes explicit 2B and 3B terms derived from CCSD(T)-F12b data along with

an implicit NB term based on classical polarization. Although the new MB-nrg PEF is trained only

on Cl−(H2O) dimer and Cl−(H2O)2 trimer configurations, it is able to quantitatively reproduce the

interaction energies of small Cl−(H2O)n clusters, with n = 1−4. Importantly, when used in MD

and PIMD simulations of a single Cl− ion in water, we have demonstrated that the new MB-

nrg PEF enables the calculation of EXAFS spectra that are in close agreement with the available

experimental data, correctly reproducing both the amplitude and phase of the EXAFS oscillations.

Comparisons with the results obtained with a popular empirical force field118 based on the

TIP4P/Ew model of water117 show that pairwise additive representations of chloride–water and

water–water interactions are inadequate for representing chloride hydration structure in both gas-

phase clusters and solution, underestimating the strength of the interactions in the first case while

predicting an overly tight first hydration shell in the second case. On the other hand, comparisons

with the results obtained with the TTM-nrg PEF55 emphasize the importance of many-body effects

in determining the hydration structure of Cl− but, at the same time, highlight the limitations asso-

ciated with a representation of these effects entirely based on classical many-body polarization.

We believe that the analyses presented here, along with results reported in previous studies,57–63,123,125

provide further evidence that, as the MB-pol PEF has enabled an accurate description of the prop-

erties of water across different phases,66 the MB-nrg PEFs for ion–water interactions can enable

more realistic simulations of ionic aqueous systems from gas-phase clusters to bulk solutions and

interfaces.

V. SUPPLEMENTARY MATERIAL

The supplementary material includes tables with the complete lists of both distances and vari-

ables of the 2B and 3B permutationally invariant polynomials, and the energy correlation and error

plots for MB-nrg 2B and 3B.
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