4758

Comments and Corrections

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 69, 2021

Corrections to “Sparse-Group Lasso for Graph Learning From
Multi-Attribute Data”

Jitendra K. Tugnait

We correct errors in step 6 of Algorithm 1 given in [1]. Other parts of
the paper including numerical results are unchanged as the algorithm
was implemented correctly.

Step 6 of Algorithm 1 in [1] appears as follows.

“Define soft thresholding scalar operator S(a, 8) := (1 — 8/|al) 1a
where (a)4 := max(0, a). The diagonal m x m subblocks of W are
updated as
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7=12,...,p, s;,t=1,2,...,m. The off-.diagonal m X m sub-
blocks of W are updated as (denote A = (QUR)G+1) _ (k) ()
(QUMEFD) L ifs =t
GRYGE+D) ad ¢ o) % S
[WEEYT e = ST 35 L - o ) )|F)
4 +
ifs#t

where S(A, a) denotes elementwise matrix soft thresholding, speci-
fied by [S(A, )]s = S([A]s, ), and j #k=1,2,...,p, s, t=
1,2,...,m.”

The corrected step 6 is as follows.

“Set AUR) = (U G+ L (T URY(E) | Define soft thresholding
scalar operator S(a, 8) := (1 — 8/|a|)La where (a) := max(0, a).
The diagonal m x m subblocks of W are updated as
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i=1,2,...,p, s,t=1,2,...,m. The off-diagonal m x m sub-
blocks of W are updated as

s 1—a)r
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where m x m matrix B = S(AY®, a)\/p®), S(A,a) denotes el-
ementwise matrix soft thresholding, specified by [S(A, )|« =
S([A]g,a),and j # k=1,2,...,p.

The errors are related to update (b) of the ADMM algorithm dis-
cussed on p. 1774 (first column) of the paper. We now explain the correc-
tions. We need to solve (W U*))(+1) «— arg min iy Jy (W),
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for subblock indexed by (7, k), where, for j = k,
Tojs (W) = aX||[(WE2) [
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and for j # k,
Tojie (W) i= aX[W R4 4 (1 — o)A [WOP
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For j = k, the solution is the standard lasso solution given by the first
equation in the corrected step 6, where in the original version, the
error is in using QU7 instead of AU7) = (QUN)E+1) (U))@)),
For j # k, we have sparse-group lasso, and following [2], [3] (see
also [4]), the solution to minimization of ijk(W(jk)) w.rt. m X m
WGk s given by the second equation in the corrected step 6. In
the original version of the paper, there are two errors: we incorrectly
defined A = (UF) D _ (7 GF)) @) which should have been A =
(QURN G L (U UR))@) (we now denote this A as AY®)), and the
diagonal terms s = t of the off-diagonal m x m subblocks W %) were
incorrectly taken to have no penalties. Only the diagonal terms s = ¢
of the diagonal m x m subblocks W 99) have no penalties (lasso or
group-lasso).

We note that the other parts of the paper including numerical results
are unchanged as the algorithm was implemented correctly (it was
implemented and debugged well before the paper was written).
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