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Measuring the melting curve of iron at super-Earth
core conditions
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The discovery of more than 4500 extrasolar planets has created a need for modeling their interior

structure and dynamics. Given the prominence of iron in planetary interiors, we require accurate and

precise physical properties at extreme pressure and temperature. A first-order property of iron is its

melting point, which is still debated for the conditions of Earth’s interior. We used high-energy lasers at

the National Ignition Facility and in situ x-ray diffraction to determine the melting point of iron up to

1000 gigapascals, three times the pressure of Earth’s inner core. We used this melting curve to

determine the length of dynamo action during core solidification to the hexagonal close-packed (hcp)

structure. We find that terrestrial exoplanets with four to six times Earth’s mass have the longest

dynamos, which provide important shielding against cosmic radiation.

W
ith the discovery of planets outside

our Solar System, the search for life

on other planetary bodies is one of

the grand challenges of our time. This

search among the diverse landscape

of planets has driven the need for a deeper

understanding of the formation and evo-

lution of these extrasolar bodies. The sheer

abundance of iron within rocky planet inte-

riors motivates our need for a better under-

standing of the properties and response of

iron at the extreme conditions deep in the

cores of more massive Earth-like planets.

Specifically, the ironmelting curve is critical

to understanding internal structure, ther-

mal evolution, and the potential for dynamo-

generated magnetospheres—a magnetosphere

is believed to be an important component of

habitable terrestrial planets, as it is on Earth

(1, 2).

Earth’s magnetodynamo is generated in the

convecting liquid outer core surrounding the

solid inner core. Within the convecting liquid,

as a parcel of iron descends toward the center

of a planet, it is compressed at constant entropy,

implying that it is compressed faster than heat

can flow, but not so fast that viscous stresses

dissipate substantial energy. The isentropic

temperature profile in the liquid iron alloy

in the outer core of Earth intersects the iron

melting curve at ~330 GPa, forming the outer

boundary of the solid inner core (3). The cur-

rent highest-pressure melting curve data on

pure iron reach only 290 GPa (4). The high

pressure-temperature (P-T) phase relations

also continue to be debated at these pressures

despite the numerous studies that have been

performed over the years (5–9). As a result of

the sensitive interplay between the tempera-

ture profile and the melting transition defin-

ing the fate of iron-rich cores of rocky planets,

a range of disparate predictions exist for mag-

netospheres of super-Earths. Some predict that

only Earth-sized or smaller planets can have

a liquid outer core, while anything larger will

have a completely solid core (10). The oppo-

site scenario has also been proposed, that is,

that planets larger than Earth will have com-

pletely liquid cores (11). Another model sug-

gests that planets larger than five Earthmasses

(M⨁) can have partially molten liquid outer

cores (12). A core evolution model has also

been proposed in which the iron isentrope

is steeper, in the P-T plane, than the melting

curve for bodies larger than a fewEarthmasses,

causing iron crystallites to form at the outer

radius of a liquid core and “snow” into the

center of the planet, which the authors sug-

gest will inhibit convection and a dynamo (13).

This breadth of predicted phenomena is not

unexpected given that the melting curve of

iron is extrapolated by more than an order

of magnitude in pressure for each of these

models (11).

We experimentally determined the high-

pressure melting curve and structural prop-

erties of pure iron up to 1000 GPa, or nearly

four times greater pressure than any previous

experiments. At the National Ignition Facility

(NIF) of Lawrence Livermore National Lab-

oratory (LLNL), we performed a series of seven

experiments that emulate the conditions ob-

served by a parcel of iron descending toward

the center of a super-Earth core. As illustrated

in Fig. 1, we tailored the laser power as a func-

tion of time for 16 NIF laser beams incident

upon our sample package to first create a single

steady shock wave in an iron sample, taking

the iron to a state on the Hugoniot between

220 and 300 GPa and setting the entropy of

the system. As the shock transits from the iron

into a lithium fluoride (LiF) window, the iron

decompresses isentropically to pressures be-

tween 120 and 160 GPa, ensuring a completely

liquid iron sample for all but the lowest shock

pressure experiment. Then we precisely in-

crease the laser power to isentropically com-

press the sample to the desired peak pressure,

up to 1000 GPa in ~10 ns, where the initial

shock pressure and peak pressure in the sam-

ple are accurately determined from the mea-

sured interface velocity between the iron

sample and LiF window (14). To document

the atomic structure of the iron while it is at

peak pressure, another 24 beams of the NIF

laser illuminate a germanium or zirconium

foil, producing a hot plasma. The plasma emits

a ~1-ns burst of He-a radiation at 10.25 or

16.25 keV with a bandwidth of ~1%, allowing

us to record an x-ray diffraction snapshot of

the desired pressure state using image plates

within the TARDIS diagnostic (15, 16). A

400-mm-diameter pinhole of palladium or

platinum attached to the sample package col-

limates the x-rays and casts a known diffraction

pattern that we use to calibrate the location

of the image plates in the TARDIS (15, 16).

To constrain themelting curve,weperformed

sets of experiments at about the same peak

pressure with different initial shock strengths,

scanning entropy states that bound the melt-

ing curve.We present a summary of the in situ

x-ray diffraction data (Fig. 1), where we ob-

served pressure-driven solidification of iron

from an initially liquid state into the hcp struc-

ture on the nanosecond time scale. With de-

creasing entropy at a given peak pressure,

as within a cooling planet, the material state

changes from liquid iron, as we evidenced by

purely diffuse x-ray scattering, to amixed state

of hcp and liquid, and finally to solid hcp iron.

At ~1000 GPa, corresponding to greater depths

in a planet, we again observed the transition

from liquid iron at high entropy states to solid

hcp iron as the entropy is lowered, albeit at

a higher entropy than at the 550 GPa peak

pressure experiments.

The observation of pressure-driven solidi-

fication indicates that themelt curve is steeper

than the isentrope. Our measured experimen-

tal bounds on the solidus and liquidus at two
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discrete peak pressures further constrain the

melt curve to be steeper than the isentrope.

These observations reaffirm the expected

phenomena of bottom-up core solidification,

where dynamo simulations show that the

presence of bottom-up solidification will pro-

duce stronger magnetic fields than in the al-

ternative case of top-down solidification (17).

Furthermore, our observation of hcp iron

along the melt curve combined with that of

Turneaure et al. (8) refutes predictions of

body-centered cubic stability in pure iron

at core conditions (18, 19), where it is noted

that substantial alloying can affect phase sta-

bility and themode of core solidification (20).

Finally, the solidification into a mixed phase

suggests that the nanosecond time scale of

the experiments is not causing the transition

to be substantially overdriven, where we might

only expect to see a liquid or completely

solidified system (14, 15). This observation pro-

vides confidence in our measurement of the

equilibrium melt curve.

Using available experimental data for the

shock temperature and sound speed of iron

in the liquid phase (9, 21), we constrained

the isochoric heat capacity, CV = 4.2(1.0) kb

per atom, and the Grüneisen parameter, g =

1.51(5), along the Hugoniot from 6000 to

8000 K and 280 to 320 GPa. (21). The entropy

on the Hugoniot is referenced to the high-

temperature entropy of iron at 1 bar (22) via an

isentrope intersecting theHugoniot at 260 GPa

and 5530 K (15). From analytic expressions

for the entropy change along theHugoniot (23),

we obtained the entropy as a function of the

shock pressure in each experiment (table S2).

The solidus and liquidus are referenced to the

pressures for incipient and complete melting
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Fig. 1. Determining the phase assemblage of iron. (A) Diffraction lineouts for

iron at ~550 GPa, with gray vertical bars marking the positions of diffraction

peaks from the pinhole that are used for calibration. Red curves represent liquid iron;

black, mixed-phase iron; and blue, hcp iron. The shaded blue area represents the

ideal hcp pattern for the diagnostic resolution with a Ge backlighter. Also noted

are the entropy states, S, in joules per kilogram per kelvin, and the shot numbers,

N. (B) As in (A), but at a peak pressure of ~1000 GPa. (C) Schematic experimental

configuration of the TARDIS diagnostic, with a zoomed-in view of the sample

package that is attached to a collimating pinhole at the front of the TARDIS.

(D) VISAR (velocity interferometer system for any reflector) data from N170412-2,

which is used for direct impedance matching to determine the initial shock

pressure and as input for a forward optimization (black dashed line). The forward

optimization provides a pressure history throughout the sample package (E),

from which one can infer the pressure history in the sample, defined by the vertical

white bars, and (F), a pressure histogram of the iron during the x-ray exposure,

denoted by the horizontal white dashed bars.
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reported in (21) and then fit to the phase mea-

surements obtained in this study, assuming a

constant entropy of melting (Fig. 2).

Whereas the pressure-entropy (P-S) plane is

the natural thermodynamic space for evaluat-

ing changes in phase along an isentrope, such

as in volcanism or planetary impacts (24–26),

the P-T plane is more common for comparing

phase diagrams and assessing the accuracy of

theoretical models. To convert our data, melt

curve, and uncertainties into the P-T plane, we

reevaluate the liquid phase–only shock tem-

perature measurements of Yoo et al. (9). This

eliminates complications associated with ther-

mal conductivity and release paths in mixed

phases.We then extrapolate the shock temper-

atures down to 260(3) GPa, the pressure of

completemelting along the principal Hugoniot

(21), and find the temperature on the melting

curve of iron at 260(3) GPa to be 5530(530) K,

which is in excellent agreement with the extrap-

olation of the melting curve of Anzellini et al.

(27). From this reference point on themelting

curve, our experimentally derivedCV and g, and

our measured curve in the P-S plane, we ob-

tain the temperature along the melting curve

from 260 to 1000 GPa through a two-step

thermodynamic integration, with a Simon fit of

themelting transition temperature Tm = 5530

[(P − 260)/293 + 1]
0.552

(Fig. 2) (15).

Our direct measurements provide an ex-

perimentally constrained melting curve of

iron to nearly four times greater pressure than

any previousmeasurement. Although our data

are focused on iron melting in super-Earth

cores, our results also provide accurate deter-

mination of iron melting at the P-T conditions

from the bottom of Earth’s core through the

inner core boundary (ICB), which has re-

mained controversial because of the lack of

direct measurements of melting through this

regime. The differences in reported melting

behavior of iron at core conditions have nar-

rowed over the years, but the estimated Tm
at the ICB at 330 GPa has still been based on

extrapolation of data. Because our data pro-

vide information on the solidification of the

cores of rocky planets well beyond the con-

ditions of Earth’s interior, we can interpolate

to find the melting temperature of iron at the

ICB, where we find Tm = 6230(540) K. This

value is similar, within the uncertainties, to

that extrapolated from lower-pressuremelting

data using thermodynamic constraints (5, 6)

and recent estimates (4, 7, 8). Comparing first-

principles calculations, our results are consist-

ent with, but somewhat shallower than, the

density functional theory (DFT) fit (28) that

Stixrude reported (29). Our melting curve is

substantially steeper than that predicted by

other DFT-based calculations (30) and the

Lindemann-basedmelting curve used inmag-

netodynamo lifetime calculations (31).

Assuming Earth’s core mass fraction and

compressibility (12, 32), we calculated pres-

sure profiles within the mantles and cores

of super-Earths. From this structure calcu-

lation and our measurement of the liquidus

in the P-S plane, we directly determined how

much the average entropy of the liquid iron

core needs to drop to solidify from the center

to the core-mantle boundary (CMB) as a

function of planet size. Given that iron cores

will likely start as completely liquid owing to

the considerable entropy generation by giant

impacts during the late stages of accretion

(15, 33, 34) and assuming a CMB heat flux,

QCMB, of 80(M/M⨁) mWm
−2

(29), we estimate

the time scale for solidification of super-Earth

cores. We find that super-Earth cores will take

up to 30% longer to solidify than Earth’s core,

where this model predicts Earth’s core will

solidify in 6.2(3.4) billion years (Gyr) (15) (Fig. 3),

supporting estimates for a young inner core

(35). Owing to competing effects of stored en-

ergy versus surface area, the cores of planets

smaller than Earth will solidify quickly, with
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Fig. 2. The melting curve of

iron. (A) Phase diagram of iron

in the P-S plane. The phases

we observed (hcp, hcp+liquid,

and liquid) and the pressures for

incipient and complete melting

(21) were used to constrain

power-law fits to the high-

pressure melt curve (15).

(B) Comparison of previous

melting curve measurements

on iron, all below 290 GPa,

theoretical estimates, and our

melting curve up to 1000 GPa.

Transformation of measured

melt curve from the P-S plane to

P-T using experimentally con-

strained CV and g, with shaded

1s uncertainties based on

the uncertainty in the melt

temperature at 260 GPa, Cv, g,

and our measured melt curve

in the P-S plane. Also included

are the phase measurements as

a function of pressure and

temperature, where individual

1s temperature uncertainties

are ~800 K.

Fig. 3. Relative time scale for core solidification

as a function of planetary mass. The time scale

for solidification, t, with dashed lines representing

1s uncertainties, is based on the balance of heat flux

out of the core, QCMB (29), with the reduction in

entropy that is required to solidify the entire core

(15). The time scale for solidification increases with

planet mass, with a maximum in the 4 to 6 Earth

mass (M⊕) regime. Our predicted time scale for

solidification of Earth’s core is 6.2(3.4) Gyr, where

the lifetime of our star is ~9 to 10 Gyr and increases

for lower-mass stars (15).

RESEARCH | REPORT
D

o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://w
w

w
.scien

ce.o
rg

 at U
n
iv

ersitaet M
u
en

ch
en

 o
n
 Jan

u
ary

 1
4
, 2

0
2
2



the maximum time scale for solidification oc-

curring in the 4- to 6-M⨁ size. Assuming the

solidification time scale sets the time scale

for dynamos, the results lead to the notable

finding that super-Earths are likely to have

a longer duration of magnetically shielded

habitability than Earth.
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