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Abstract

Microphase separation can occur on a polymersome membrane surface. The phase behavior
depends on the mixture of charged and uncharged diblock copolymers and the salt concentration
in solution. Using coarse-grained molecular dynamics simulations, we evaluate the elastic
properties of mixed charged and uncharged diblock copolymer membranes as a function of
charged polymer concentration for the case of divalent counterions in solution. We find that both
the area elastic modulus and bending modulus increase with increasing charged copolymer
concentration. We find that the membrane thickness decreases, and the membrane overlap
increases with increasing charged copolymer concentration. We next perform large-scale
simulations of a nearly 30 nm polymersome and characterize the growth of domains over 0.5 us
simulation time. We characterize the size, shape, and surface topology of the domains as they
grow. These results add insight into the underlying mechanisms guiding the growth of domains

in both synthetic and living cells.
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INTRODUCTION

Biological surfaces are often highly inhomogeneous, with a wide range of components arranged
in a quasi-regular pattern'. Nature has the unique ability to construct surfaces with specific patterns
and topologies to perform various biological functions. For instance, nanometer and micrometer
surface domains have been observed within cell membranes®*. These domains are commonly
known as ‘rafts.” They are believed to play a crucial role, guiding various cellular processes,
including budding, fusion, internalization, receptor transport, etc>> . A similar kind of ordering

with numerous functions is also observed within viral capsids and envelops’.

Numerous experimental studies®'° have been performed on giant unilamellar vesicles to study raft
dynamics. Rafts are usually achieved by mixing phospholipids with different chain lengths!!.
Analogous to natural phospholipid vesicles, polymer vesicles, commonly known as

polymersomes'* 13

, are also model systems to mimic raft dynamics. Additionally, due to the wide
range of building blocks, thickness, permeability, and mechanical properties of polymersomes are
easily tunable compared to lipid vesicles. Furthermore, polymersomes can be designed to be pH,
ionic environment, solvent, light, and temperature-sensitive. These attributes make polymersomes
model stimuli-responsive soft materials as well as promising drug and gene delivery systems!* 1°.
Furthermore, these same attributes make polymersomes ideal biomimetic systems that can provide

the underlying ‘scaffolds’ for the design of the synthetic cell or “protocell’.!s: 17

Fundamentally, using mixed polymer systems can allow for another dimension in controlling the
materials properties, the shape, and the surface phase behavior of these model systems. For
example, polymer-phospholipid blends have been shown to improve vesicle binding capabilities'®.
In order to engineer strong lateral phase segregation into mechanically robust polymersomes,
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Discher et al. engineered!® ?° vesicles composed by a mixture of anionic (poly (acrylic acid)-
polybutadiene, PAA-PBD) and neutral (poly (ethylene oxide)-polybutadiene, PEO-PBD) di-block
copolymers, that exhibit a fluid-gel transition in the presence of divalent cations. Divalent
counterions condense and bridge the negatively charged PAA head groups, organizing the head
groups into ‘rafts.”?! Moreover, Bataglia et al. **. demonstrated that polymer/polymer interactions
can control the surface topology of polymersome domains. They created PEO domains with two
surface topologies: elongated and circular or 2D micellar for a mixed spotted polymersome?*. The
surface topology of polymer vesicles also significantly impacts how these synthetically engineered

systems interact with the living cell**.

Membrane properties such as permeability and mechanical properties can be tuned based on the
chemistry of the membrane components, ranging from polymer mixtures to incorporation of
nanoparticles and synthetically designed or natural proteins?>. Fundamentally, the thickness of
polymer vesicle membranes can be tuned based on the molecular weight of the diblock
copolymers?®. At the same time, the area expansion modulus is set by the strength of the interfacial
tension or the immiscibility of hydrophilic and hydrophobic blocks?® ?’. The bending modulus,
Ksg, has been experimentally shown to scale with the thickness of the membrane such that Kg ~ 3
Kad? where P is a prefactor that describes conformation and interdigitation of the upper and lower
monolayers (degree of segregation) and d is the thickness of the bilayer?®. At the molecular level,
the contribution of intermolecular forces, particularly the electrostatic interactions, to the elastic
properties of charged diblock copolymer membranes may depend on the local salt concentration,
specifically the ratio of the Debye screening length with respect to the membrane width®.
However, experimental results have shown that, for cationic vesicles composed of double-tailed

cationic surfactant, the area elastic modulus is independent of the counterion concentration. In



contrast, the bending modulus displays a non-monotonic dependence®®. It is predicted that a
strongly absorbed counterion layer leads to a decrease in area expansion modulus and an increase
in bending modulus®"> *. It is also shown that weakly charged membranes may increase bending
rigidity, while highly charged membranes may possess a decreased bending rigidity?’.
Furthermore, it is predicted that the electrostatic contribution to the Gaussian modulus may
destabilize charged membranes with respect to spherical deformation. As a function of surface
charge, the bending rigidity of giant unilamellar vesicles (GUVs), characterized by shape
fluctuation of the GUVs, increases **. However, the measured increase is lower than that predicted

by theoretical models 3+ 3,

Herein, using coarse-grained molecular dynamics simulations, we characterize the structural and
elastic properties of mixed charged and uncharged diblock copolymer membranes. We use a
mixture of polyacrylic acid (PAA)-polystyrene (PS) and polyethylene oxide (PEO)-PS as a model
system. We find that the area expansion and bending modulus display differing trends concerning
increasing surface charge than that shown for cationic surfactants,®® due to the membrane
properties and structure difference. Indeed, these results confirm that an increase in surface charge
of a polymersome membrane increases the area expansion modulus, indicative of a fluid-gel
transition, similar to that shown experimentally?’. We also find that an increase in surface charge

increases the bending rigidity.

Domains in synthetic and living cells have multiple contributions to their stability. Their phase
behavior may be determined to some extent by the concentration of ions in the surrounding
environment'?. Indeed, ideal models show that the free energy of periodic microphases at low

temperatures is the contribution of both the line tension and the electrostatic energy. In contrast,



at high temperatures, the free energy of mixing and counterion entropy have some contribution?®.
Here, we characterize the relative energy of larger domains and the time evolution of smaller
domains in a mixture of charged and uncharged diblock copolymers confined to a membrane
interface. We next perform large-scale coarse-grain simulations of a nearly 30 nm polymersome
and characterize the growth of phase-segregated charged and uncharged domains over 0.5 ps
simulation time. We attempt to accelerate domain growth using advanced sampling methods in
molecular dynamics, considering multiple reaction coordinates to characterize the strength and
coordination of polymer-polymer contacts. We find that larger pre-assembled domains have lower
energy than smaller domains. This suggests that the lowest free energy state for these ionic
conditions are larger, more strongly segregated domains. We next computationally characterize
the relative contribution of counterion entropy, which is predicted to play a critical role in the
microphase behavior of mixed ionic systems to the free-energy of multiple-sized domains. These
results may add critical insight into the underlying molecular forces driving pattern formation in
these model polymer membranes, as well as the living cell.

SIMULATION DETAILS

Continuum models can describe non-spherical topologies of fluid membranes and vesicles, as well
as their dynamic evolution®” 3. Particle-based methods such as Monte Carlo (MC), Dissipative
Particle Dynamics (DPD), and molecular dynamics (MD) can further characterize the shape
transformation and stability of polymer vesicles, incorporating in-homogeneities within the
membrane composition®”*’. In particular, coarse-grained molecular dynamics can give additional
insight into the molecular driving forces guiding demixing or ‘raft’ formation in polymer or

20, 21

surfactant mixtures . Here, we report on coarse-grained molecular dynamics simulations of

mixed charged and neutral diblock copolymers, both for a flat membrane morphology, as well as



a curved vesicle, or polymersome, morphology. We simulate a mixture of two different
amphiphilic copolymers, both with hydrophilic fractions, fro, that prefer the vesicle phase such
that feo = 0.096. The number of EO (ethylene oxide) monomers, Ngo, plus the number of
hydrophobic monomers, Ny, gives Nl = Neo + Ni, and one can calculate fro= Ngomgo/(Neo meo
+ Nnmn), where the m;’s are monomer masses that establish the total molecular weight of the
polymer Miot. Previously, we have shown that this PEO-polystyrene (PS) model with different
copolymer lengths can also describe the characteristic partitioning of model hydrophobic solvents
in the micellar phase*!. The CG (coarse-grained) parameters for PEO were originally developed
by Shinoda et al.*. The CG parameters for PS are developed by our laboratory* using the Shinoda-
DeVane-Klein (SDK) coarse-graining methodology. This approach has since been extended to
the SPICA force field*. In the SDK methodology, intra-molecular interactions are given via bond
and angle harmonic potentials fit to atomistic simulations as follows, V;.,4(r) = K, (r — 15)? and

Vangle (0) = Kq (6 — 00)%. K, is the equilibrium force constant and r, is the equilibrium bond

radius. K, is the equilibrium bending force constant and 6, is the equilibrium angle. Non-bonded
interactions are given based on a slightly modified 9-16 or 12-4 pairwise additive potential based
on the Lennard-Jones (LJ) potential: Upj9_¢ = (27/4)e{(0/r)° — (0/1)°} or Upjip_y =

(3V3/2)e{(a/r)'? — (6/r)*} * . Next, to extend this model further, we include electrostatic
interactions by incorporating a charged hydrophilic headgroup, mimicking the negatively charged
polyacrylic acid (PAA) instead of PEO. We mimic the PAA by including a -1 charge on each CG
(coarse grain) bead in the original PEO model. We mimic a model divalent Ca®" counterion, with
the radius on Na*! from the original SDK force field * and including a +2 so that the overall system
is electrically neutral. This model for Na*! is parameterized based on capturing the surface tension

for a range of Na Cl densities in water and assumes approximately two water molecules per coarse-



grained bead. The size of the Ca®" bead could be adjusted to match structural properties such as

the radial distribution function in atomistic simulations in further studies. All cross-interactions
are described using a combination rule between i and j, where €;; = (eiiej j)1/2 and 0;; = (oy; +
g;;)/2. While the polymersomes well-characterized by Discher et al. use mixed membranes
composed by PAA-PBD and PEO-PBD, we utilize a mixture of PAA-PS and PEO-PS, since the

force field for PS and PEO-PS diblock copolymers, as well as the elastic properties of their

membrane assemblies, have been previously validated by our computational laboratory*’.

Four different polymer membranes with a varying fraction of charged PAA diblock
copolymers (0%, 25 %, 50 %, and 75 %) are simulated in an aqueous medium. All bilayers contain
100 polymers with diblock lengths PEO11-PS43 and PAA11-PS43, with 100,000 CG water molecules
utilizing CG water parameters originally developed by Shinoda et al. *5. Model Ca** ions are added
to neutralize the system. The total number of beads in each system varies between 150000-200000.
0.5 s trajectories are generated for each bilayer system with a time step of 10 fs. Simulations are
performed under NPT conditions at 300 K and 1 atm using LAMMPS.#* We use the Nose-Hoover
thermostat®® and Parrinello-Rahman barostat °' and the equations of motion of Martyna et al. 3.
A summary of system sizes and configurations is given in Table 1.

Table 1. Summary of PEO;1-PS43 and PAA1-PS43 mixed bilayer and polymersome systems.

System PAA11PSs | PEO11PS4 | Total Total Total Box Tota
3 Diblocks | 3 Diblocks | CG simulatio CG Dimensio 1

beads n time water A3 Ca?*

(us) beads Ions




0:100 0 100 68,800 | 0.5 50,300 | 108x111x40 |0
1
2575 25 75 68,300 | 0.5 50,150 | 117x123x35 | 150
4
50:50 50 50 68,300 | 0.5 50,000 | 135x131x29 | 300
5
75:25 75 25 68,800 | 0.5 49,650 | 146x137x25 | 450
9
Polymersom | 650 650 659,40 | 0.5 415,00 | 372x353x36 | 3900
e (50:50) 0 0 3
(ED)
USI 650 650 659,40 | 0.25 415,00 | 372x353x36 | 3900
0 (6x50 ns) | 0 3
US2 650 650 659,40 | 0.25 415,00 | 372x353x36 | 3900
0 (6x50 ns) | 0 3
US3 650 650 659,40 | 0.25 415,00 | 372x353x36 | 3900
0 (6x50 ns) | 0 3

Next, we set up a pre-assembled PAA-PS and PEO-PS mixed (50:50) polymersome structure with
a diameter of around 30 nm. The inner core diameter is 150 A, and the outer diameter is 250 A,
with a membrane thickness of ~ 50 A that compares with the thickness of polymer membranes in
the flat configuration with a thickness of 51 A. The PAA-PS and PEO-PS diblocks are distributed

randomly within the polymersome. Six different trials to find a representative stable polymersome



structure are performed. The number of polymers and the initial core radius of the polymersome
is held constant while varying the number of polymers in the inner and outer leaflets. The water
concentration in the center of the polymersome is also varied to find an equilibrium starting
conformation. A schematic figure detailing the steps involved is shown in SI 1. First, we start
with an equal number of polymers in the inner and outer leaflets of the polymersome of 650
polymers. As the initial system is not stable and exhibits significant membrane undulations, we
next gradually move polymers from the inner leaflet to the outer leaflet keeping the total number
fixed, 50 polymers at a time. Finally, the stable system contains 550 and 750 polymers in the inner
and outer leaflets, respectively. Next, we vary the number of water molecules inside the
polymersome to best approach an equilibrium structure of the polymersome. With a gradual
increase in the number of waters inside, the polymersome adjusts water density inside by forming
multiple pores in the membrane. This procedure is more thoroughly described in our previous
publication’’.  We take the last stable configuration of the polymersome and continue the
simulation for another 0.5 ps (E1). The mixed polymersome contains 650 PEO11-PS43 diblock
copolymers and 650 PAA1PS43 diblock copolymers. The polymersome system has 659,400 CG
beads in total. This schematic procedure has also been described in detail in our previous

publication (see Fig. 4 in main text and SI-1 and SI-3) in Soft Matter’.

To test if we can further accelerate the formation of PAA and PEO microphase separated domain
structures, we explore advanced sampling methods. We perform three umbrella sampling> (USI,
US2, and US3) simulations with three different reaction coordinates using the COLVARS>
module of LAMMPS. The self-coordination number (C; ) of the polymer head groups is

considered as the reaction coordination for US simulations in order to accelerate domain growth.
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/™ where d is the cutoff distance, and
- i—Aj 0

C is defined as Cy(group) = Ziegroup 2j>i

n =6 and m = 12 are the exponents. The sum is over all beads of a particular group, for example,
PEO. Here d, is 6 A. The value of d, is defined based on the radial distribution function, g(r),
of polymer head groups. Here C4(PEO) and C;(PAA) are the self-coordination numbers of PEO
and PAA head groups respectively. C;(PEO), Cs(PAA) and C,(PEO)X C,(PAA) are three different
reaction coordinates that we consider. The third reaction coordinate is a product of the first two
reaction coordinates. A harmonic potential (H) is applied for each US window, H =
%k(rc —12)%, where k is the force constant with a value of 20 kcal mol™!. 7. is the reaction
coordinate, either C;(PEO), Cs(PAA), or C,(PEO)X C,(PAA). For each US simulation, we run 6
windows with 50 ns each with a 2 ns equilibration in between each run. Finally, to obtain the
potential of mean force (PMF) as a function of reaction coordinate, we use the weighted histogram
analysis method (WHAM)>>:®. The centers for each US bin for US1 and US2 are 350, 450, 550,
650, 750, and 850. The centers for US3 are 350, 550, 1150, 1450, 1750, and 2050. Overlap

between windows is shown in SI 2. All further results concerning umbrella sampling are shown

inSI 3,SI4,SI12-SI17.

Analysis

Stretching the Membrane. We artificially stretch each membrane along xy-plane by applying
an external force with an umbrella sampling (US) simulation using the COLVARS module ** in

Ryy . . . . .
LAMMPS. R_?(z is the reaction coordinate. Here Ry, = Ry X Ry, Ry and Ry, are the radius gyration

of the membrane along the x and y direction, respectively and R?(y is the value of Ry for the

tensionless state of the membrane. The radius of gyration is defined as R,, =

10
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)/2, A harmonic potential (H) is applied for each US window with force

constant k = 5 kcal mol™. For each membrane, we run 10 US windows with 50 ns each. Finally,
to obtain the potential of mean force (PMF) as a function of the reaction coordinate, we use the
weighted histogram analysis method (WHAM)>> °®.  We next characterize the area elastic
modulus, K4, of the membranes. Ka is estimated from the slope of the tension (y) vs. area
expansion, AA/A. To do so, we stretch each membrane gradually along the xy-plane from its
equilibrium structure (zero surface tension). After each stretching instance, we equilibrate the
membrane for five ns, followed by a 50 ns production run. The final configuration of each
production run is used as the starting configuration for the subsequent simulation of the membrane
with increased area. We determine y by using the formula, y = ((L/2) [(Pz — (Pxx + Pyy)/2)]),
where Pjj is the ij component of the pressure tensor and L, is the box length along the z-axis. The
calculation of y along each of the trajectories has been carried out by averaging over five different

blocks with ten ns duration. The error bar is calculated from the block averaging approach.

Bending Rigidity. We calculate the bending modulus (k) of the membranes based on the polymer
orientation fluctuation spectrum. Multiple methods exist to calculate the bending rigidity of
membranes as a function of their thermal undulations, such as the height fluctuation method*’, and
methods to analyze membrane response to applied forces’®. However, here we choose the
orientation fluctuation method to characterize the bending rigidities of these polymer membranes.
This method has previously been developed and applied to phospholipid membranes and is

suggested to be reliable down to shorter wavelengths> %°, but here we apply the same approach

for polymer membranes. In short, « is related to the fluctuations of polymer orientation %% ! such
KpT . o
that (|n/ q|2) = qzix. Here n!l is the longitudinal component of the spectrum of the polymer

11



orientation. We define the polymer orientation by a vector connecting the two ends of the polymer
hydrocarbon chain (PS chain) and several variations as discussed in the supporting information.
To calculate k for each membrane, we build a separate relatively large system with 2000 polymers
and run for 110 ns.

Ion Entropy. The thermodynamic properties of the ions are calculated using the SPAM method®?.
Initially, the SPAM method (maps spelled in reverse) was applied to calculate the relative free
energy difference between water molecules a the protein surface from the distribution of
interaction energies between the water molecules and the environment®. Later, we also used this
method to calculate the relative free energy of an encapsulated hydrophobic solvent in diblock

41

copolymer micelles™. According to this method, the free energy of an ion can be represented

as,Gspay = —RT InQspay, Qspam 18 the partition function defined as Qgpay =
YEg[P(Ep) exp(— %)] where P(E)) is the probability of a ion having interaction energy E; with

its surroundings. Then, the entropic component (Sg) can be calculated fromTSg =< E; >
—Ggspam Where <E> is the average energy of the ions. The interaction energy of the ions was

calculated by computing the non-bonded energy of a tagged ion with its surroundings.

Results and Discussion

Membrane Structure

12



First, to characterize the effect of increasing charge membrane density on the membrane structure
and elastic properties, we set up four different membranes, with an increasing fraction of charged
polymers, ®@: 0%, 25%, 50%, and 75%. After 0.5 us simulation time, the charged PAA starts to
aggregate and form local domains as the divalent counterions condense on the polymer chains,

bridging multiple PAAs together. For example, we show the final snapshot of the 50:50 membrane
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Figure 1. (a) Side view of a CG-MD (coarse grain molecular dynamics) simulation of a mixture of
charged polyacrylic acid-polstyrene (PAA11-PS43) diblock copolymers and uncharged polyethylene
oxide-polystyrene (PEO11-PS43) diblock copolymers in a membrane after 0.5 ps simulation. Here PS
chains are shown in silver. PEO and PAA are in cyan and light green respectively. Ca®" ions within 5
A from the membrane are shown in orange. Water not shown. (b) Same system from a top view
showing domain formation of charged PAA11-PS43 diblock copolymers, with Ca®" ions condensed on
the PAA chains. (¢) Density profiles, p(r) (g/cm?), of PEO/PAA (solid line), PS (dotted line) and water
(dot-dashed line) from the center of mass of the membrane. Black, red, blue, and green represent the
data for four membranes with varying PAA fraction, ®, 0%, 25%, 50%, and 75%. Variation of (d) width
of the hydrophobic core, d, of the membrane with varying ®.
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after 0.5 us simulation in Figures 1 (a) and (b), both from the side and tilted slightly from the top.
Here PAA and PEO are in green and cyan, respectively. Ca?" ions near the membrane surface are

shown in orange.

Notably, with increasing the PAA fraction, the width of the hydrophobic core of the membrane
decreases simultaneously (see SI 5). In addition, the PAA head groups stretch towards the water
phase and interact strongly with the ions. An example of forming an ion-induced localized domain
for the 50:50 membrane is shown in Figure 1(b). To further explore the membrane structure, we
characterize the density profiles of both the head and tail groups of the diblock copolymers, as well
as the water, in Figure 1 (¢). Compared to a neutral PEO-PS membrane, the head group density
profiles of mixed PAA-PS and mixed PEO-PS membranes show a much broader distribution due
to the PAA head groups' stretching towards the aqueous phase. The density profile of both charged
(PAA) and neutral (PEO) heads groups separately is shown in SI 6. There is nearly 40 A more
extension of PAA towards the aqueous phase compared to PEO. The PAA is extended at the cost
of decreasing entropy to gain enthalpic and electrostatic contacts with the counterions. Variation
of the width of the hydrophobic core (d) of the bilayer is given in Figure 1 (d). To compute d,

first, we calculate the density fraction of PS (pf) as a function of distance from the central core

PPS

region. py 1s defined as p—

. Any regions with pr greater than 0.9 are considered as a part

of the membrane hydrophobic core. Hence, increasing the charge fraction of diblock copolymers
makes the bilayer thinner. The width of the bilayer decreases from 65 A to 35 A by increasing the
PAA fraction. There is also a corresponding increase in the surface area of the membrane with
increasing the PAA fraction. SI 7 (a) shows the variation of the average surface area of each
polymer, A,. Repulsion between the PAA head groups results in an increased surface area of the

membrane. To explore the effect of electrostatic repulsion between the head groups more

14



quantitatively, we compute the average interaction energy (Ey) of each of the polymer head groups
with the rest of the polymer head groups present within the same leaflet and plot Ey;) against A,
as shown in SI 7 (b). We observe a linear relationship between Ey and A,. For a neutral membrane,
PEO head groups experience a net van-der-Waals attractive force, but the incorporation of a
negatively charge PAA head group increases the electrostatic repulsion and A, also increases
simultaneously. Hence, the incorporation of charged head groups makes the mixed membrane

thinner along the z-direction and longer along the xy-plane.

15



1
80
0.95
<€ 60
]
" 0.9
40
0.85
20
C”E O i 1 I 1 I 1 I 1
b L@
s 0 N "
S I I i
'—‘8 B L =
2 2 » §
€ I -
m 3 oo 1 o 1 1 ]
-50 0 50 0 5 10 15 20
r[ﬁx] t [ns]

Figure 2. (a). End-to-end distance (Ry) of the hydrophobic PS chain along z-axis (black line) and xy-plane
(red line) with varying PAA fraction, @, 0%, 25%, 50%, and 75% for membranes composed of mixed
charged polyacrylic acid-polystyrene (PAA11-PS43) diblock copolymers and uncharged polyethylene
oxide-polystyrene (PEO11-PS43) diblock copolymers. (b) Variation of overlap (OL) between the two
leaflets of the membrane with varying PAA fraction. (¢) Variation of average cohesive energy density
(E(r) (kcal/mol x 10°)) across the membrane. (d) Mean-square-displacement (Ar? (A?)) of PS
beads as a function of time in ns.

Such structural rearrangements may also alter the polymers' structure present within the bilayer's
hydrophobic core. To characterize this, in Figure 2 (a), we show the end-to-end distance (Rr) of
the hydrophobic PS chain along the parallel (z-axis) and the perpendicular plane (xy-plane) of the
membrane. Indeed, the presence of the charged head group impacts and stretches the PS chain

along the perpendicular plane and reduces its length along the bilayer. This is consistent with the

16



increase in surface area and a decrease in the hydrophobic core width of the mixed membrane.
Stretching of the PS chain along the xy-plane can also influence the extent of overlap between the
two leaflets of the membrane. As shown in Figure 2 (b), we characterize the fraction of overlap,

or interpenetration of the two leaflets (Op), with respect to total width, d, of the hydrophobic core,
d . . ) .
Op = Fp. dp is the overlapped region of the hydrophobic core, calculated from the density

distributions of the upper and lower leaflets of the membrane. We define dp as (di+ d2)/d where
d; is the width of the top leaflet, d; is the width of the bottom leaflet, and d is the width of the
hydrophobic core. The hydrophobic core thickness is defined as when hydrophobic density pf is
greater than or equal to 0.9. The same definition follows for d; and d>. We find increased overlap
from 0.83 to 1 with decreasing the width of the membrane due to the incorporation of the PAA
head group. More overlap between the leaflets can also influence the energetics of the bilayer,
especially for the hydrophobic core region. We compute the average cohesive energy density (E)
across the membrane, as shown in Figure 2 (c¢). Compared to the PEO-PS membrane, the cohesive
energy of the hydrophobic core region is significantly higher for the mixed membrane. It increases
gradually with increasing PAA fraction due to increased overlap between the upper and lower
leaflets of the polymer bilayer. Besides energetics, the increased overlap between the membrane
leaflets can also influence the mobility of the hydrophobic core. Figure 2(d) demonstrates the
diffusion of the PS monomers as a function of time. The last 100 ns trajectory is used to calculate
diffusion using a block averaging approach with five blocks of 20 ns each. We find lower diffusion
by an order of magnitude of the PS chains for the mixed membranes compared to the pure PEO-
PS membrane. In addition to the increased overlap between the membrane leaflets, the formation

of a gel-like phase with the PAA and ions may lead to decreased diffusion.

Membrane Rigidity and Elasticity

17



In the previous section, we discuss the presence of charged polymer in the membrane and its
consequent influence on the structure with increasing charge density. Increasing charge density is

expected to modify the rigidity and elasticity of the membrane.

The potential of mean force (PMF) to laterally stretch the membrane calculated with umbrella

sampling (US) is shown in Figure 3 (a). The minima near % =1 suggests that irrespective of the
Xy

polymer bilayer, the lowest energy state is the tensionless state. The energy profiles further reveal
that the free energy cost of stretching the membrane increases with increasing PAA fraction due
to the hydrophobic core and the more gel-like character of the hydrophilic outer leaflet as it

complexes with divalent counterions.

18
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Figure 3. (a) Potential of mean force (PMF) (kcal/mol) of stretching the membranes along the xy-plane

Ry ) . . .
using R—gzas the reaction coordinate. Variation of (b) the area elastic modulus, K, (dyn/cm), and (c)

the bending modulus (k (1/B)) with varying PAA fraction.

We next characterize the area elastic modulus, Ky, by artificially stretching the membrane step by

step, as given in the Analysis section. The variation of surface tension, y, due to stretching for all

19



four membranes is shown in SI 8. Irrespective of the PAA fraction, artificially stretching the
membrane shows an increase in surface tension. This has not been tested systematically
experimentally, but this is easy to test in our simulation model. Variation of K, with increased
charged polymer fraction is shown in Figure 3 (b). Consistent with the PMF, incorporating the
charged head group also increases Ka by 40% for 75% PAA. These results also agree with

experimental findings'” that K4 increased by 20% with increasing pH from 4 to 6.

Furthermore, we next calculate the membranes' bending modulus (k) based on the polymer
orientation fluctuation spectrum. SI 9 shows the variation of nll, the longitudinal component of
the spectrum of the polymer orientation, as a function of ¢, the wavenumber. Notably, in contrast
to previous applications of the method to characterize the bending rigidities of phospholipid
membranes®', we find that this method is sensitive to the vector definition for each polymer
orientation. This suggests that microscopic fluctuations are prominent at shorter wavelengths for
these polymer membranes, as opposed to the phospholipid membranes this method has previously
been applied to. Fitting the bending modulus to the selection of end-to-end vectors that shows the
flattest slope, suggesting the least deviation from a continuum membrane, gives the variation of K
with increasing PAA fraction is shown in Figure 3 (c). Like K,, k also increases gradually from
10.1 B! to 28.0 B-! with increasing the PAA fraction. Hence, the presence of PAA head groups
makes the bilayer relatively more rigid, and the results agree qualitatively with experimental

findings by Discher et al. '*?°.
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Domain Formation

As shown in Figure 1, we see ‘raft’ or ‘spot’ formation due to localized segregation of the charged
and neutral polymers. Cross-bridging between the negatively charged head groups of the polymer
and divalent cations like Ca™ and Cu'? is mainly responsible for raft formation!®. Instead of
complete segregation of the charged and neutral polymers, we observe the formation of localized
domains, leading to microphase separation. Our simulations thus also highlight the role of divalent
ions in assisting the microphase separation. To investigate the role of ions in the microphase
separation in detail, we first display the snapshots of the membranes as obtained at the end of 0.5
us simulation in Figures 4 (a)-(c), where we show Ca>" ions within 5 A from the membrane surface

along with the PAA and PEO polymers. Many Ca”* ions near the negatively charged PAA polymer
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Figure 4. Snapshot of the membranes from the top after 0.5 ps simulation with (a) 25 %, (b) 50 %, and
(c) 75 % PAA. PAA, PEO, PS, and Ca*" ions are shown in green, cyan, gray, and orange respectively.
(d) Pairwise correlation function (g(r)) of Ca?" ions with respect to PAA (solid line) and PEO (dotted
line) head groups. (e) g(r) of PAA polymer head groups (solid line) , PEO (dashed line), and between
PEO and PAA (dotted line). (f) Mean-square-displacements (Arxyz) of PAA and PEO beads as a function

of time in ns.
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head groups condense on the PAA chains, bridging multiple headgroups into a domain. Indeed,
almost 65% of the ions are condensed near the PAA head groups for the 50:50 mixed membrane.
As shown in Table 2, the fraction of condensed Ca*" ions varies with the charge fraction of the

membrane.

Table 2. Summary of PEO11-PS43 and PAA11-PS43 mixed bilayer and polymersome systems.

System Fraction (%) of condensed Ca®* ions
25:75 43.41

50:50 64.59

75:25 63.79

Polymersome (E1) 85.46

Polymersome with domain (D1) 92.0

To probe the interactions between the polymer head groups and the Ca®" ions further, we
characterize the pairwise correlation function (g (7)) of the Ca*" ions with respect to the PAA and
PEO head groups of the diblock co-polymers as shown in Figure 4 (d). A sharp peak around 4.5
A suggests strong interactions of the PAA head groups with the Ca** ions. On the contrary, there
is little interaction between the Ca** ions and the PEO head groups, as indicated by a lack of a
peak. The g(r) of polymer-polymer head groups is shown in Figure 4 (e). The relatively large
peak height indicates a more compact packing of PEO head groups compared to PAA. This
correlates well with the net attraction and the strong electrostatic repulsion between the neutral
and between the charged head groups of the polymers, respectively. The rate of segregation
strongly depends on the lateral diffusion of the polymer. In Figure 4 (f), we show the mean-square-
displacement of polymer head groups along the xy-plane < Ar? xy> of the membrane. The lateral
diffusion of PEO is relatively faster than the PAA. This may be due to the strong interactions of

Ca?" ions with the PAA.
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Domain Formation in Mixed Polymersomes.

We have discussed so far how the presence of divalent ions drives the formation of localized
domains in a membrane made of charged and neutral polymers that leads to microphase separation.
Now, we scrutinize the thermodynamic driving force and plausible pathway of forming such a
localized domain in a polymersome. For this, we prepare a pre-assembled polymersome consist of
50:50 charged PAA and neutral PEO polymers following the procedure as described in the
Methods section. At first, we visualize the simulated trajectories and find localized segregation of
both the charged (PAA) and neutral (PEO) head groups (see Figures 5(a) and SI 11). Formation
of such a localized domain both from the charged and neutral polymer is further confirmed in
Figure 5 (b), where we show the time evolution of the number of domains (D). Here, we consider
a domain formed by a specific type of polymer monomers (charged or neutral) if the two monomers
are within <4 A. In the beginning, the high value of Dx for both PAA and PEO suggests that the
PAA and PEO are spread homogeneously on the polymersome membrane surface without any
localized segregation. However, a sharp decrease in Dy within a very short time (~10 ns) clearly
illustrates the formation of a larger domain, which is particularly true for neutral PEO polymer.
On the other hand, while we also observe the decrease in Dn with respect to the initial value for
charged polymer, the change is much lower than PEO polymer. This suggests that the likeliness
of domain formation by the PAA polymer is lower than the neutral polymer due to electrostatic
repulsion between these charged polymers. To examine the domains further, we compute the size
of the domain (Ds), the number of polymers in a domain. The comparison of domain size
distribution suggests that PEO polymers form a relatively larger domain than PAA polymers
(Figure 5 (¢)), as evident from the spread of the distribution towards a relatively higher value for

PEO polymers. However, interestingly, we see no noticeable difference between the size of the
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most populated domain for either of the polymers. Therefore, it raises the question — whether are
the larger domains at all thermodynamically stable? To address this question, we compute the
cohesive energy (E) of PAA and PEO head groups under two circumstances (i) as a part of a
domain with at least five polymers, representative of the sufficiently large domain (ii) as a unimer.
The distribution of the cohesive energy under these two circumstances is shown in Figure 5 (d).
Irrespective of the nature of the polymer, the formation of larger domains is thermodynamically
favorable as clear from the relatively more negative value of E for the larger domain than when
there is no domain. Besides, we see that domains formed by PAA are even more
thermodynamically favorable than those formed by neutral PEO polymer. This further raises two
questions: (i) why are PAA domains formed despite having strong electrostatic repulsion between
them? (i1) why do PEO polymers tend to form a relatively larger domain than the PAA domain
despite being relatively less thermodynamically favorable (see Figure 5 (¢))? The first question
can be answered in line with what we observed in the case of the mixed membrane as discussed in
the previous section, which illustrates that the divalent cations condense near the negatively
charged PAA polymers (see Figures 4 (a)-(c) and Figure 5 (a)) and thereby help bridge these
polymers by minimizing the electrostatic repulsion between them. The rate of segregation of these
domains depends on the diffusion of the PEO and the PAA. PAA polymers move more slowly due
to the strong electrostatic attraction between the PAA polymers and divalent cations. This slows
down the rate of PAA domain formation and rearrangement. In other words, PAA domains are
kinetically trapped in a gel-like configuration, but as shown by the cohesive energy, they provide
a more negative contribution to the enthalpic energy. Thus, we notice a sharp decrease in the
number of domains for PEO on a relatively faster time scale than that for PAA domains (see Figure

5 (b)) due to the faster PEO diffusion.
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Figure 5. (a) Final snapshot of mixed polymersome composed 650 PEO;;PS4; diblock copolymers and 650
PAA1PS4; diblock copolymers after 0.5 ps equilibrium simulation (E1). PEO, PAA, and PS are shown in
cyan, green, and gray respectively. Ca?" ions are in orange. (b) Variation of PEO and PAA domain numbers
(Dn) as a function of time. (c) Distributions of PEO and PAA domain size (Ds) over the last 400 ns simulation.
(d) Cohesive energy (E (kcal/mol)) distributions of PEO and PAA. Solid lines represent the data when the head
group is a part of a domain with at least five polymers and dotted lines when the head group is a part of a
domain with one polymer only.
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The formation of localized PAA domains should possess a relatively higher energy barrier than
that for PEO domains due to the slower diffusion of PAA polymers. However, PAA domains are
energetically more favorable than the ones for neutral PEO polymers. Moreover, it has also been
shown that both domains are thermodynamically favorable. To test this hypothesis, we take the
final configuration of the E1 simulation and artificially place similar kinds of polymers next to
each other to increase the overall size of each of the two types of domains. This artificially prepared
pre-assembled mixed polymersome system is simulated for 60 ns duration. We find that artificially
created domains expectedly remain stable throughout the simulation. Here, we show only the final
snapshot as obtained at the end of the D1 simulation in Figure 6 (a). The total energy (E) of this
artificially created polymersome is an order of magnitude lower than the one from the E1 system
(Figure 6 (b)). To scrutinize the energetics of domains more closely, we calculate the cohesive
energy (E) separately for the head and tail groups of each of the two types of domains in such an
artificially prepared system. We compare the data with that obtained from the E1 system. The
distributions of the cohesive energy for the head and tail groups are depicted in Figures 6 (¢) and
(d), respectively. PAA domains are energetically more stable than PEO domains, irrespective of
whether the calculation is done for the head or tail group. While both PAA and PEO have similar
energetic distributions for the PS tails, the energy distribution for the PAA head groups has more
negative values than that for PEO. This confirms that the PAA domains are indeed inherently
more stable than PEO domains. A closer inspection of the data further reveals that domains become
even more stable on increasing the domain size with the effect being more for charged polymer
irrespective of the polymer types. This once again confirms that PAA domains are more stable

than PEO domains, but their formation is kinetically slower due to the slower diffusion of charged
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PAA polymers. Thus, domain formation is an enthalpically favorable process but diffusion

controlled.
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Figure 6. (a) Final snapshot of mixed PEO;PS43 and PAA PS4 polymersome with a pre-assembled
larger domain (D1) after 60 ns. (b) Variation of total energy (Er (kcal/mol x 10°) of D1 simulation.
Variation of Er for E1 simulation is also incorporated in the inset. Distributions of energy (E (kcal/mol))
of (c) head and (d) tails groups of the PAA-PS and PEO-PS polymers. Solid and dotted lines represent
the data for D1 and E1 simulation respectively.

The Ca?" ions play a critical role in stabilizing the charged domains. To explore the role of these
ions in more detail, we compute their thermodynamic properties using the SPAM method as
defined in the analysis section. We specifically investigate the thermodynamic properties of ions

under two very different environments: i) first when they are interacting with neighboring charged
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PAA, forming larger domains (at least with five polymers, Ds(5)) and, ii) secondly, when they are
interacting with neighboring PAA forming a singular domain (one polymer only, Ds (1)). The
corresponding P (E;) distributions are shown in SI 12. Surprisingly, the distribution for Ds (5)
suggests higher entropy than Ds (1). Detailed values of the thermodynamic properties are given in
Table 3. Thus, these results suggest that Ca®" ions interacting with PAA are free energetically
more stable due to their comparably larger entropy. The ions within a large ‘raft’ can pass from
chain to chain and thus explore a larger configurational space than those bound to an isolated chain.
Table 3. Thermodynamic properties of ions as a part of big domain (Ds(5)) and as a part of small

domain with only one polymer (Ds(1)). Data for both umbrella sampling simulations and D1
simulations are shown in the table.

Properties Ds (5) [kecal mol™] Ds (1) [keal mol™!] A [kcal mol™]
Umbrella El Umbrella El Umbrella El
sampling simulation | sampling simulation | sampling simulation
simulations simulations simulations

G -275.09 -249.06 (£ |-214.07 -213.01 -51.02 -36.05
(£3.50) 3.99) (£2.89)

(£2.93)

H -180.42 -163.59 (= |-167.75 -166.01 (£ |-51.02 2.42
(+4.92) 5.01) (£3.02)

3.10)

TS 94.67 86.47(% 46.317 47.00 (£ |48.32 39.47
(£3.10) 3.25) (£2.65)

2.60)
Conclusion

Herein, we study the structural and mechanical properties of mixed polymer bilayers with varying

charge fraction. These results suggest that a bilayer membrane becomes thinner and flatter by
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incorporating a charged amphiphile, PAA-PS. As a result, the overlap between the hydrophobic
cores of the two leaflets increases significantly. In addition, the counterions in the surrounding
medium condense and bridge the charged amphiphiles, forming localized domains. Moreover, we
find that these gel-like membranes are harder to stretch and bend, as indicated by their higher area
elastic modulus and bending modulus. These results are consistent with previous experimental
observations'”?°. By screening the charge interactions, divalent ions stabilize the charged domains
while the ions gain entropy. In agreement with recent experimental studies®*, we also observe
differing shapes for charged and neutral domains. We find neutral domains form 2D micellar

topologies as well as elongated domains. In contrast, charged domains tend to elongate and stretch.

Next, we explore the domain formation pathways in a nearly 30 nm diameter mixed polymersome
using advanced sampling methods. Preliminary results indicate that a careful choice of reaction
coordinate is necessary, and further investigations need to be performed. Besides these synthetic
polymersomes, these same underlying molecular mechanisms may drive the formation of

biological domains in complex cell membranes.
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