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Reconfigurable devices offer the ability to program electronic circuits on demand. In this work, we
demonstrated on-demand creation of artificial neurons, synapses, and memory capacitors in post-fabricated
perovskite NdNiO3 devices that can be simply reconfigured for a specific purpose by single-shot electric pulses.
The sensitivity of electronic properties of perovskite nickelates to the local distribution of hydrogen ions
enabled these results. With experimental data from our memory capacitors, simulation results of a reservoir
computing framework showed excellent performance for tasks such as digit recognition and classification of
electrocardiogram heartbeat activity. Using our reconfigurable artificial neurons and synapses, simulated
dynamic networks outperformed static networks for incremental learning scenarios. The ability to fashion the
building blocks of brain-inspired computers on demand opens up new directions in adaptive networks.

C
ontinual learning in artificial intelligence
(AI) presents a formidable challenge.
Models are generally trained on station-
ary data distributions, and thus when
new data are presented incrementally

to a neural network, this interferes with the
previously learned knowledge, resulting in
poor performance, which is known as cata-
strophic forgetting and remains an active field
of research (1, 2). One of the major approaches
to tackle this issue is to actively adapt the
structure of the network itself when new data
becomes available. Not only does modulating
the architecture of the network in response to
the input distribution allow the network to
manage its resources efficiently, recent discov-
eries also suggest that a dynamic network can
show better performance as compared with
that of a static network when provided with

equal resources (3, 4). Moreover, as smart edge
devices becomemore integrated into society,
they will require the implementation of so-
phisticated networks in hardware constrained
by both chip area and power. Having the abil-
ity to reallocate network resources dynamically
to perform various tasks in an ever-changing
environment will be of fundamental impor-
tance (3). Having programmable capabilities
in hardware can be game changing for future
computers whose designs are inspired by the
intelligence of animal brains.
In this work, we showed that perovskite

nickelates, a class of quantum materials that
undergo room-temperature electronic phase
transitions upon hydrogen doping, enable a
versatile, reconfigurable hardware platform
for adaptive computing. A single devicemade
from H-doped NdNiO3 (NNO), for example,
could be electrically reconfigured on demand
to take on the functionalities of either neu-
rons, synapses, ormemory capacitors (Fig. 1A).
Such versatile tunability was distinctively en-
abled by the synergistic combination of a vast
array of metastable configurations for protons
in the perovskite lattice that can also be volt-
age controlled. Although a variety of ionic-
electronic switches are being explored for
neuromorphic computing (5–10), complete
reconfiguration of neuromorphic functions
has remained elusive. To demonstrate exam-
ple applications in AI, we used the experi-
mental data from our memory capacitors in a
reservoir computing (RC) framework (Fig. 1B),
a brain-inspiredmachine learning architecture,
and simulation results demonstrated excel-
lent performance comparable with those of
theoretical and experimental reservoirs. The
experimental characteristics of neurons and
synapses obtained from the perovskite nickel-
ate devices and their run-time reconfigurability
were leveraged to design self-adaptive dynamic

grow-when-required (GWR) networks (Fig. 1C).
Motivated by the cortical data processing in the
brain, GWR networks present an unsupervised
approach to lifelong learning in real-world sce-
narios with limited availability of training
samples, which in turn may have missing or
noisy labels. We demonstrated that such net-
works can exploit the creation and deletion of
network nodes on the fly to offer greater rep-
resentation power and efficiency in compar-
ison with those of static counterparts.

Results and discussion

Perovskite nickelates (chemical formula
ReNiO3, where Re is a rare-earth ion such as
Nd) are a class of quantum materials whose
electronic properties are mediated by strong
electron interactions. Pristine NNO is a cor-
related metal at room temperature. Hydro-
gen dopants as electron donors can lead to a
reduction in electrical conductivity by several
orders ofmagnitude throughmodifying theNi
orbital configuration (11). Gently redistributing
the hydrogen ions (protons) already doped
in the lattice by electric fields can modify the
electrical conductivity systematically to gener-
ate a multitude of electronic states. For ex-
ample, by annealing NNO devices in hydrogen
gas (with catalytic electrodes such as Pd or Pt),
hydrogen can be doped interstitially into the
NNO lattice proximal to the electrode. The hy-
drogen atoms then donate electrons to the Ni
d orbitals, which changes the filling state in
the NNO d band and results in a phase tran-
sitionwith a change in resistivity several orders
of magnitude. (From here on, the hydrogen-
doped NNO will be referred as H-NNO for
simplicity.) A vast array of metastable energy
states are available to the protons in the lat-
tice, and thus, their distribution and local con-
centration (and therefore function) can be
subsequently modulated with electric fields
applied to the electrode. The switching mech-
anism of the H-NNO device is compared with
traditional nonfilamentary resistive memory
devices in table S1.
To demonstrate reproducible electrical re-

configuration in H-NNO, 50-nm-thick NNO
films were deposited through different meth-
ods, sputtering and atomic layer deposition
(ALD), as well as on different substrates,
LaAlO3 and SiO2 on Si (structural character-
izations of representative pristine NNO films
are provided in fig. S3, and device details are
provided in fig. S4). First, we described the
capacitive behavior (charge storage) in our
devices. Capacitors not only are useful for
storing charge in the conventional sense but
are also central for numerous brain-inspired
computing architectures. Evolution of mem-
capacitive loop states in the perovskite nickel-
ate device as a function of hydrogen doping is
shown in fig. S5. With increasing hydrogen
doping, the H-NNO film resistance increased
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and then eventually saturated at ~108 ohms
(fig. S5A). Without any hydrogen recharging
process to the device for 6 months, hydro-
gen remained in the NNO lattice, and the
resistance of the H-NNO device was stable.
To explore the capacitive behaviors of the H-
NNO device at different hydrogen doping
states, we performed cyclic voltage sweeps
(figs. S5, B to H). Pristine and weakly doped
perovskiteNNO showed linear resistor behavior.
At the intermediate doping state, capacitive
behavior appears. Electrical reconfiguration
of the H-NNO device is summarized in Fig. 2,
A to F. By applying positive and negative
electric pulses, the resistance state of the
device could be modulated carefully, and the
programmed resistance states are nonvolatile
(fig. S6). At the electronic state i, cyclic voltage
sweep measurements of the nickelate device
were performed, and linear resistor behavior
was observed (Fig. 2A). The electronic state i
was then switched to electronic state ii by ap-
plying a single voltage pulse, where a current-

voltage (I-V) loop appeared, indicating stored
energy in the device (Fig. 2B). Memristive
and memcapacitive behaviors were also dem-
onstrated at state ii (supplementary text 2).
Next, we showed the creation of artificial

neurons and synapses (that are responsible
for information transfer and memory in the
brain) from the same device. Spiking neuronal
behavior in the H-NNO device was studied at
the electronic state iii (Fig. 2C). Consecutive
electric stimuli were applied to the device,
and once a critical level was reached, abrupt
changes in the device resistance were ob-
served. The nonvolatile neuronal response of
the nickelate device to electric stimulus de-
pended on both pulse voltage and pulse width
(figs. S7 and S8). A typical spiking probability
plot is shown in Fig. 2D, which could be di-
rectly implemented in neural networks. We
then demonstrated synaptic behavior at elec-
tronic state iv in the nickelate device bymeans
of continuous voltage sweeps (Fig. 2E). As sown
in fig. S9, threshold pulse fields were inves-

tigated for both high-resistance state (HRS;
state iii) and low-resistance state (LRS; state
iv). At LRS, a smaller threshold pulse field
(Vth) was sufficient to modulate the device
resistance, which was suitable for analog be-
havior with gradual resistance changes. How-
ever, this analog update of device resistance
prohibited the sudden jump in resistance nec-
essary for spiking. At HRS, a much higher Vth

was required to change the resistance and was
beneficial for spiking neuronal behavior. Last,
the linear resistor state v in Fig. 2F could be
restored by applying a single electric pulse.
Electrical reconfiguration at various resistance
states of the H-NNO device is shown in fig.
S10, demonstrating versatility of the device
platform. After 1.6 × 106 cycles of endurance
measurement of a scaled nickelate device,
we performed electrical reconfiguration of the
device, and the results showed that all func-
tional modes were reproducible (fig. S11).
For example, configuration between linear
resistor and capacitor states at initial and after
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Fig. 1. Reconfigurable perovskite devices. (A) Schematic of hydrogen-doped
perovskite nickelate as a versatile reconfigurable platform that can be electrically
transformed between neurons, synapses, and memory capacitors to enable
adaptive neuromorphic computing. By applying electric pulses, the hydrogen
ions in the nickelate lattice can occupy metastable states and enable distinct
functionalities. (B) Schematic of a generic RC framework. An input layer
distributes the signals into the reservoir, which projects the inputs into a high-
dimensional space. Here, the reservoir is built randomly from programmable
devices with memory. No training happens in the reservoir; only the linear

readout layer is trained by a simple gradient descent algorithm. The role of
the readout layer is to map the high-dimensional dynamics of the reservoir to
the output states. (C) Schematic of GWR networks. As the network is shown
various classes of data, it maps high-dimensional data to a low-dimensional
map field to perform clustering on the classes. When a new class is added to
the input stream, the network can detect the new input and grow in size by
adding network nodes to accommodate it. Additionally, if any of the classes do
not appear in the input stream for a long time, the corresponding nodes
become inactive, saving resources.
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Fig. 2. A single perovskite device can be electrically reconfigured to
perform essential functions in a neuromorphic computer. (A) Nickelate
device as a linear resistor under cyclic voltage sweep. (B) Nickelate device as a
capacitor under cyclic voltage sweep. The appearance of an I-V loop indicates
stored energy in the device. I-V loops of different sizes can be generated by
applying pulse fields (ii). Complete details can be found in supplementary text 2.
(C) Nickelate device as a spiking neuron (iii). Resistance changes of the
nickelate device were monitored in response to consecutive electric pulses
(–0.45 V/mm for 1 ms). After the spike fires, the resistance of the device was
restored to the original state by applying reset voltage pulse (+0.45 V/mm for

1 ms). (D) Spiking probability of nickelate device as a function of pulse field,
showing stochastic behavior. (E) Nickelate device as a synapse. I-V curves
of nickelate devices were measured under continuous voltage sweeps. The
resistance of the device increases continuously, showing analog synaptic
updates. (F) Resetting the nickelate device back to initial linear resistor state.
(G and H) Representative electrical reconfiguration between linear resistor and
capacitor of the scaled nickelate device at initial and after 1.6 × 106 cycles
of endurance measurement. Reconfiguration of all modes are presented in
fig. S11. Details of endurance measurement are provided in fig. S22. (I) Spatial
mapping of Raman (signal to baseline of Raman shift ranging from 320 to
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1.6 × 106 cycles of endurancemeasurement are
presented in Fig. 2, G and H, respectively. A
single device could be reconfigured as resistor,
memcapacitor, neuron, or synapse with electric
pulses.
To understand the nanoscale mechanisms

that enable electrical reconfiguration, we per-
formed in-depth characterization on represent-
ative H-NNO devices at LRS and HRS (Fig. 2, I
to L) that correspond to synapse and neuronal
states, respectively. Confocal Raman spectra
ranging from 300 to 550 cm−1 were first col-
lected from two control samples: a pristine
NNO film near the Pd electrode and a heavily
doped NNO film near the Pd electrode (fig.
S12). The T2g mode of NNO was present at
~439 cm−1 for pristine NNO, whereas it dis-
appeared for heavily doped NNO, indicating
dense proton concentration near the Pd elec-
trode. We performed two-dimensional (2D)
Ramanmapping (signal to baselinemode, scan
range from 320 to 470 cm−1) over a rectangular
region (15 by 3 mm2) at this boundary for the
H-NNO device at LRS and at HRS in Fig. 2I.
The relative peak intensity of T2g mode of the
H-NNO device at LRS was 0.77, whereas for
HRS this dropped to 0.68, indicating higher
local proton distribution of H-NNO at HRS
near the Pd electrode. Near-field tip-enhanced
Raman scattering (TERS) was carried on the
H-NNO device at LRS and at HRS near the Pd
electrode (Fig. 2J). Details of control experi-
ments for near-field TERS are provided in fig.
S13. A broad T2g peak of NNO could be seen
near the Pd electrode at LRS; however, no
such weak peak was detected on NNO near
the Pd electrode forH-NNOatHRS, indicating
relatively higher proton concentration near
the Pd electrode.We used scattering-type scan-
ning near-field optical microscopy (s-SNOM)
at a laser frequency of w = 952 cm−1 to image
the local distribution of doping of H-NNO
devices at LRS and HRS. Details of control
experiments for s-SNOM on reference devices
are included in fig. S14. Second harmonic
infrared (IR) (w = 952 cm−1) near-field ampli-
tude images of the H-NNO device at LRS and
HRS near the Pd electrode are shown in Fig. 2,
K and L, insets, respectively. Normalized am-
plitude line profiles of the NNO devices at LRS
and HRS are provided in fig. S15. The first
derivative of the normalized amplitude in-
dicates proton concentration changes near

the boundary between the Pd electrode and
H-NNO channel shown in Fig. 2, K and L. At
HRS, the proton concentration changed over
a longer lateral distance compared with that
of at LRS. The s-SNOM amplitude signal dif-
ferences revealed local chemical composition
differences in H-NNO at different functional
states, which was consistent with Raman re-
sults. Further, the carrier localization length
scale of H-NNOdevice atHRSwas smaller than
that at LRS, as determined from temperature-
dependent electrical transport measurements
(fig. S16). The nanoscale chacterization of de-
vices showed consistent results that the local
proton distribution of H-NNO device at LRS
and HRS near the Pd electrode were differ-
ent. Density functional theory (DFT) calcu-
lations further indicated that differences in
the location of protons could lead to modula-
tion of energy band gap of NNO (figs. S17 to
S20), which is of relevance to different func-
tional states. Nudged elastic band (NEB) cal-
culations showed that the proton migration
barrier could vary from 0.2 to 0.6 eV, depend-
ingon themigrationpath (supplementary text 1).
Therefore, different local proton distributions
at LRS and at HRS of the H-NNO device could
lead to different functional states.
We also fabricated nickelate devices with

100 nm gap size to demonstrate scalability,
endurance, reproducibility, and ultralow en-
ergy consumption (figs. S21 to S24). In scaled
devices, electrical reconfiguration could be
realized with <10-ns electric pulses. The en-
ergy cost for a single synaptic update was
~2 fJ, which is comparable with that in the
brain (1 to ~100 fJ) (12). To demonstrate com-
patibility with CMOS (complementary metal-
oxide semiconductor) technology, nickelate
devices were fabricated on SiO2 on Si sub-
strates through both sputtering and ALD
(an industrial technique used to grow high-
quality metal-oxide films for state-of-the-art
electronics), and data are shown in figs. S25
and S26.
To showcase applications of the adaptive

nickelate hardware, we applied the experi-
mental memristive and memcapacitive behav-
iors in RC, a brain-inspiredmachine-learning
architecture that addresses the issue of train-
ing complexity and parameter explosion, com-
monly observed in traditional recurrent neural
networks (RNNs), by only adapting a simple

output layer. RC explains higher-order cog-
nitive functions and the interaction of short-
termmemory with other cognitive processes
(13). Details can be found in supplementary
text 2. To have a baseline comparison, we eval-
uated the performance of our H-NNO device
in comparison with theoretical models (14, 15)
and experimental reports (16, 17) for three
different tasks: MNIST (Modified National
Institute of Standards andTechnologydatabase)
digit recognition, isolated spokendigit recognition,
and ventricular heartbeat classification on an
electrocardiogram (ECG) dataset. The simu-
lation results in Fig. 3, A to C, demonstrate
that our H-NNO reservoirs could achieve com-
parable performances on the three tasks with
fewer devices compared with the theoretical
and experimental reservoirs. The results of
performance-device ratios in Fig. 3D show
that our H-NNO reservoirs, on average, out-
performed the theoretical and experimental
reservoirs by a factor of 1.4×, 1.2×, and 5.1× for
MNIST, isolated spoken digits, and ECGheart-
beat, respectively. Detailed explanations of the
performance are in supplementary text 2.
Having the neuronal and synaptic function-

ality in a single type of device could enable
compact and energy-efficient neuromorphic
system designs. Discussion on deep neural
networks that use such perovskite networks is
given in supplementary text 3. Furthermore,
the ability to reconfigure devices for multiple
neuromorphic functions opens up their in-
novative use in next-generation AI—namely,
in the emerging domain of dynamic neural
networks. The GWR network is one such ex-
ample that creates new nodes and their inter-
connections according to competitive Hebbian
learning. The GWR networks expand on the
concept of self-organizing neural networks
by adding or removing network nodes in an
unsupervised manner to approximate the
input space accurately and at times more
parsimoniously as compared with a static
self-organizing map (18). We can compare
the dynamic GWRwith a static self-organizing
network that uses the same Hebbian learning
scheme but has a fixed number of nodes, ini-
tialized randomly in the beginning. We trained
our network on two archetypal datasets used
to evaluate performance in literature, MNIST
(19) and a subset of CUB-200 (20), to simulate
how such a network will perform on the fly.
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470 cm−1) of a 15 by 3 mm2 rectangular area near the Pd electrode for the
H-NNO device at both HRS and LRS. Scale bar, 3 mm. The bright areas
correspond to NNO regions in the nickelate device, which showed strong
peak intensity of T2g mode at ~439 cm−1. The normalized T2g peak intensity
[I(t2g,area)/I(t2g,max)] near the Pd electrode were obtained from the dashed
rectangular area. The relative peak intensity of the H-NNO device at LRS
was 0.77, whereas that of H-NNO at HRS dropped to 0.68. (J) Near-field
spectrum (TERS) of H-NNO device at LRS (green) and at HRS (orange), when

the Ag tip was engaged near the Pd electrode. The dashed line indicates
the fitting of the Raman peak. At LRS of H-NNO, T2g mode was found near the
electrode and was suppressed from H-NNO at HRS. (K and L) Zoom-in of
first derivative of the normalized second-harmonic IR near-field amplitude
of the H-NNO device at LRS and at HRS near the boundary between the
Pd and H-NNO. (Insets) Second-harmonic IR (w = 952 cm−1) near-field
amplitude images of H-NNO devices at LRS and HRS, respectively. Scale
bar, 1 mm.
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Discussion on the datasets and details of the
simulation are available in the supplementary
materials, materials andmethods, and supple-
mentary text 4. The GWR network’s ability to
dynamically respond to changes in the input
distribution is visualized in Fig. 4A forMNIST.
For both the datasets and networks, we

conducted two sets of simulations using the
experimental data from our H-NNO devices:
(i) incremental learning, in which the network
is shown newer classes of data over time, and
(ii) assessing the effect of growing or shrink-
ing compared with static networks—how ef-
ficiently the GWR can represent the input
space. The network’s test accuracy and the
number of nodes as each new classwas trained
for both the datasets in the incremental learn-
ing scenario are shown in Fig. 4, B to E. We
observed that the dynamic network was able
to retain its learned representations much
better than could the static network, with
the final test of accuracy resulting in MNIST
being 212%more accurate and CUB-200 being
250% more accurate. By growing its size, the
network avoided suffering from catastrophic
forgetting and showed only a smooth degra-
dation in performance as the number of classes
was increased. The size of the static network
was chosen to be equal to the maximum num-
ber of nodes that the GWR network required.
This arrangement ensured that the difference

we observed was not due to the size difference
of the two networks but rather because of the
dynamic network’s ability to grow and learn.
We then studied the ability of the GWR net-

work to dynamically change its size to adapt
to the input space. First, we assessed the
networks’ ability to grow as the number of
classes in the networkwas increased abruptly
(Fig. 4, F and G). Initially, we presented the
networks with the first half of the total num-
ber of classes in the datasets, and the GWR
grew and saturated in size. Afterward, when
the networks were presented with the entire
dataset, the GWR rapidly grew its size to ac-
commodate the change. The static network
was not able to do so and thus failed to learn
the new data, also suffering degradation in
performance in the initial classes (detailed
accuracy results are provided in supplemen-
tary text 4 and figs. S27 and S28). Overall,
the dynamic networks achieved better accu-
racy on the test set in comparison with that
of the static network: 210% for MNIST and
170% for CUB-200. Next, we demonstrated that
the GWR was able to efficiently allocate its
resources compared with a large static net-
work. We presented the network with all the
classes of the dataset at the beginning. After
learning occurred, we removed half the cat-
egories and let the GWR network reduce its
size and reach an equilibrium number of nodes

(Fig. 4, H and I). We found that the GWR was
able to retain a similar level of the performance
to that of the large static network (accuracy
difference, 2 to 3%) on the subset of interest
and demonstrated higher efficiency through
shrinking its size by ~47% for MNIST and
~27% for CUB-200 (detailed accuracy results
are provided in supplementary text 4 and
figs. S29 and S30) In addition to simulation
studies, we conducted proof-of-concept exper-
iments to demonstrate the reconfiguration
ability of the H-NNO devices in hardware
for an incremental learning scenario, in
comparison with a static network. Detailed
discussions on the results are included in sup-
plementary text 5.

Conclusions

We have demonstrated artificial neurogene-
sis in perovskite electronic devices: the ability
to reconfigure hardware building blocks for
brain-inspired computers on demandwithin a
single device platform. Dynamic deep learn-
ing networks simulated with the experimen-
tallymeasured characteristics of the nickelate
devices consistently outperformed static coun-
terparts. The results showcase the potential of
reconfigurable perovskite quantum electronic
devices for emerging computing paradigms
and AImachines. Additionally, semiconductor
technology–compatible ALD on Si platforms
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Fig. 3. Reservoir computing
simulations with data measured
from nickelate devices. (A to
D) The simulation results of
reservoirs with H-NNO devices,
compared with theoretical and
experimental memristive models of
reservoirs, demonstrated that a
large and random network of
H-NNO devices could function as a
hardware platform for neuromorphic
computing in solving complex
tasks. The simulation results were
based on the average results of
simulating a sample size of
100 reservoirs with similar hyper-
parameters for each reservoir type
to reduce uncertainty owing to
the stochastic nature of reservoir
networks. As shown in (A) to (C), the
H-NNO reservoirs could achieve
comparable performances on
three tasks with fewer devices. The
performance/device ratios in (D)
indicate that the H-NNO reservoirs,
on average, outperformed the
theoretical and memristive
reservoirs by a factor of 1.4×,
1.2×, and 5.1× for MNIST, isolated
spoken digits, and ECG heartbeats,
respectively.
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and room-temperature operation of test chips
can further enable widespread adoption of pe-
rovskite quantum materials into mainstream
integrated circuit manufacturing.
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Fig. 4. Dynamic grow-when-required computing with experimental
characteristics measured from nickelate devices. (A) Visualization of the
GWR network’s ability to dynamically respond to changes in the input
distribution over time for the MNIST dataset. First, we showed the network
10,000 input samples from the first five classes (“0” to “4”) of the MNIST
dataset. The network could grow and learn the representation as seen in i. Next,
the network was trained on 20,000 samples from all the 10 classes of the
MNIST. Because of the addition of new classes, the network grew in size and
accommodated them, as seen in ii. The accuracy over all the classes is shown in
the bar chart (top right). Last, we again changed the input class distribution
by only showing the network the classes “0” to “4”. We observed that the
network could gradually shrink its size as nodes associated with the last
five classes slowly became inactive and were removed from the network, as
seen in iii. Here, the digits are the learned representations of the nodes, whereas
each unit of the black region indicates an unused and inactive node in the

network. (B to E) Network performance for incremental learning of classes.
(B) Test accuracy for MNIST as the number of classes is incrementally increased
from 1 to 10. (C) Number of nodes as the number of classes is increased for
MNIST. (D) Test accuracy for the 50 classes of CUB-200 as the number of
classes is incrementally increased from 1 to 50. (E) Number of nodes as the
number of classes is increased for CUB-200. (F to I) Assessing the effect
of dynamically changing size of GWR compared with static network with fixed
number of nodes. [(F) and (G)] The GWRs achieved 51.6% better accuracy
on MNIST and 41.3% better accuracy on CUB-200 as compared with static
networks that were not allowed to grow beyond the size of the dynamic network
before learning the new classes. [(H) and (I)] We observed similar performance
on the classes that are available in both the networks; however, the dynamic
network achieves these results with almost half (~47.3%) the number of
resources and nodes for MNIST and ~27% fewer nodes for the 50 classes
of CUB-200 compared with the static networks.
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Reconfigurable neuromorphic functions
Having all the core functionality required for neuromorphic computing in one type of a device could offer dramatic
improvements to emerging computing architectures and brain-inspired hardware for artificial intelligence. Zhang et
al. showed that proton-doped perovskite neodymium nickelate (NdNiO3) could be reconfigured at room temperature
by simple electrical pulses to generate the different functions of neuron, synapse, resistor, and capacitor (see the
Perspective by John). The authors designed a prototype experimental network that not only demonstrated electrical
reconfiguration of the device, but also showed that such dynamic networks enabled a better approximation of the
dataset for incremental learning scenarios compared with static networks. —YS
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