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Abstract

Molecular dynamics simulations were used to study pressure-controlled wetting behavior of a
nanostructured surface. Model graphene-like material functionalized by nanosized asperities was
shown to support reversible dynamic transitions between superhydrophobic Cassie states that
minimize contact with water and completely wetted Wenzel states. In practical applications,
similar reversibility has been achieved by hierarchical corrugations, air trapping, or tailored
geometry of surface posts. Nanocorrugations alone are shown to secure a robust Cassie state at
low pressures, support transition to Wenzel state at pressure of O(10%) atm and can recover the
Cassie regime without prohibitive hysteresis upon decompression. For O(10) nm surface
fragments, timescales of dynamic response to compression deduced from the relaxation rates of
water uptake fluctuations were estimated in the range of 0.1-1 ns. On small surfaces, an essentially
barrier-free transition to Wenzel state is typically initiated at surface edges, followed by
cooperative spreading across the entire surface. Conversely, the recovery of the Cassie state, which
involves mild hysteresis, relies on nucleation away from the edges and should therefore be
essentially independent of surface size. In conventional picture, cycling rate is determined by the
latter process. This suggests subnanosecond responses of surface wettability could also be realized
on macroscopic samples, leaving pressure control as the practical rate determinant in eventual

application.
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1 Introduction

Tunable wettability is of interest in a host of applications [1, 2] ranging from micro- and
nanofluidics [3, 4] to surface energy storage [5, 6]. Superhydrophobic materials offer two key
advantages for the design of tunable surfaces, high sensitivity of wetting properties to external
stimuli and potential for reversible control [1, 2, 7-10]. Superior sensitivity is associated with the
ability of the surface to transition between two distinct wetting states: the fully wetted Wenzel
state that maximizes the liquid/solid contact through complete wetting of surface corrugations, and
the Cassie state, where liquid/solid contact is restricted to the tips of asperities while the remaining
projected area of the surface constitutes of liquid/gas interface [11-13]. Conventional stimuli used

to induce the Wenzel state include compression [8, 10, 14, 15] or applied voltage [16-19] (Fig. 1).
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Fig. 1 Transition between Cassie and Wenzel wetting regimes under compression or electric

field.
To secure the recovery of the Cassie state when the perturbation is removed, Cassie state should
represent the global free energy minimum at ambient conditions, and the activation barrier
between the two states should be surmountable by thermal fluctuations. At prevalent experimental
conditions, the transition to Wenzel state is typically irreversible due to prohibitive kinetic barriers
to the transition reversal[20]. Reducing the lengthscale of surface corrugations is instrumental in
meeting the stated thermodynamic and kinetic requirements [10, 13,21, 22]. In an earlier work we
showed the descent to subnanometer dimensions of surface features (wells and pillars) to be
particularly effective [21], securing a stable Cassie state even when the surface material is
moderately hydrophilic in the absence of corrugations. At the same time, small surface-well
dimensions result in lower activation barriers to water expulsion from the wells. Unlike the

thermodynamic condition for the stability of either wetting state, which generally depends on



relative (Intensive) properties like surface coverage by asperities (f), Wenzel roughness (r), and
the aspect ratio of the pillars, the kinetic barrier to the well-by-well evacuation[23, 24] on a fully
submerged substrate (to be compared to thermal energy k7)) decreases in parallel with the absolute
size of the corrugations. The descent to the nanoscale thus combines high sensitivity and rapid
response of wetting properties to changing conditions [21]. In view of experimental challenges at
extreme miniaturization, our previous works relied on molecular modeling as a valuable
complement to direct experiments in this regime. Using Molecular Dynamics simulations, we have
identified a range of nanocorrugation topolographies conducive to stable Cassie states [21] and
their modulation by electrowetting [19]. In the present study, we explore wetting responses to
pressure as a driving force for the Cassie-to-Wenzel transition. We use an adaptation of the
simulation setup from ref. [19], with the superhydrophobic surface representing one of the walls
of a fixed-size confinement inside a pressurized bath. Our computer experiments manifest the
ability of sub-nano corrugations to satisfy two conflicting requirements: keeping surface wells
sufficiently wide to wet at experimentally feasible pressures, yet small enough to avoid prohibitive

hysteresis during the recovery of the Cassie state upon decompression.

Temporal responses to pressure changes were characterized in terms of correlation times
associated with the fluctuations of the order parameter quantifying the extent of wetting of the
corrugated surface. Comparison between observed transition rates at different surface dimensions
indicate a moderate slowdown with increasing surface size. The observed size dependence is
consistent with cooperative expansion or shrinking of contiguous regions dominated by either of
the two states. The Wenzel state is typically initiated at surface edges in contact with bulk water,
followed by propagation to the surface center, whereas the transition to Cassie state relies on
homogeneous nucleation. This difference is expected to disappear on bigger surfaces where both
transitions should depend on homogeneous nucleation events leading to asymptotic response rates
in macroscopic limit. In analogy with electrowetting transitions [19], the insights from our
dynamic simulations support the notion of local Wenzel-to-Cassie transitions as the slower of the
two nucleation processes because of the kinetic barrier to water expulsion from surface wells.
Implications of present results for the behavior of macroscopic systems are discussed in the light

of this observation.



2 Model and Methods

2.1 Simulation setup

To secure a robust Cassie state at low pressures, we employed the topography and intermolecular
potentials introduced in an earlier study at ambient conditions [21]. The nano-corrugated surface
was represented by a graphene-like carbon sheet decorated by four-atom asperities carved out of
(hypothetical) 2n and 3t layers of graphite. The height of the asperities (~8.3 A) hence corresponds
to twice the interplane distance of 3.4 A in graphite, enlarged by the Lennard-Jones radius of
carbon. The pillars contain a pair of covalently bonded carbon atoms at each of the two heights of
protrusion, giving the asperities the (projected) size of about 4.4 A x 4.6 A. The projected
dimensions exceed the diameter of carbon atoms because of the added width corresponding to the
length of the covalent bond between a pair of atoms at each height and the slight tilt of the posts
associated with the shift of consecutive carbon layers in graphite. Consistent with the underlying
carbon lattice, the asperities are planted periodically at separation 8.5 A along x and 9.8 A along y

direction (Fig. 2). The stoichiometric fraction of graphene atoms supporting the asperities is 1/16,

169 atm

Fig. 2 Snapshots of the smaller corrugated surface in Cassie (a) and Wenzel (c) states, and of
systems of both sizes during the Cassie-to-Wenzel transition (b and d). Grey: carbon atoms,
red: oxygen atoms of water between the asperities. For easier visualization, the snapshots omit
all hydrogen atoms and oxygen atoms above the height of the asperities. Surface widths along
x direction are 54 A (a-c) or 102 A (d), respectively. The infinite surface size along y axis
arises through periodic replication of the box in y direction. (e) Details of the corrugations: the
size of graphene atoms (gray) is determined by the length of the covalent CC bond and that of
the asperity atoms (blue color in panel e) by the Lennard-Jones diameter of carbon atoms.



leading to the projected surface fraction of the asperities f close to 1/7. The difference between the
two fractions is explained by larger Lennard-Jones (LJ) size of carbon atoms (~ 3.24 A) [25]
compared to 1.42 A spacing among covalently bonded atoms inside graphene [26]. The projected
area of a dumbbell comprised of a pair of carbon atoms with center-to-center distance of 1.42 A
and Lennard-Jones atom diameter 3.24 A is ~12.3 A2 whereas the area per carbon atom in graphene
is only 2.62 A2 (5.24 A? area for a pair of atoms). The Wenzel roughness factor r, defined as the
ratio of the solvent-accessible areas[27] of the corrugated and pillar-free substrates, is estimated at
~ 4. Following refs.[27-30], the solvent accessible area is measured at the surface enveloping the
region sterically excluded to the centers of water molecules, which extends ~1.6 A (the radius of
water molecule) beyond the pillar dimensions shown in Fig. 2. In the continuum picture and for

ambient conditions, the above fractions f and r render the Cassie state stable for materials with -

cos8>L = 0.22,0r 8 >102.7°[11] and monostable [31] if the same inequality is also satisfied

r—f
by the receding contact angle 8, for given material (6 denotes contact angle on flat surface). Our
material’s 6 is ~110° and shows negligible contact angle hysteresis[21]. As shown in the next
section, all-atom simulations for our model surface at room conditions affirm the prediction of
stable Cassie state derived[11] from macroscopic arguments. The specified surface structure is
described in Fig. 1 (system 3) of earlier work [21], which provides a systematic comparison
between distinct corrugation topographies. Fig. 2 in the present article shows corrugation
dimensions and snapshots of the surface at varied degrees of wetting for two system sizes we
considered. The surface had finite width D, of 54 A in the smaller and 102 A in the bigger system.
These values correspond to 6 and 11 lines of posts, or 5 and 10 grooves along the y direction,
respectively. A groove is defined as sequences of “wells”, and well as the free space between four
adjacent pillars. Because of finite spacing between the pillars, the wells are partially open to each
other. Their wetting states are therefore affected by that of their neighbors. The length of the
surface along y axis is presumed infinite (modeled by periodic replication of 59.6 A long fragments
in y direction). The simulation box size L, was hence 59.6 A. The width of the box in x direction,
L,, was approximately twice bigger than the surface width in x direction, D,, ( L, = 102 A in the
smaller and 200 A in the bigger system). The height of the box (Z = L,) was varied within the
interval of ~ 75-105 A to control the pressure in the box. The number of water molecules was

13,494 in the smaller and 31,075 in the bigger system.



2.2 Methods and force fields.

Molecular dynamics (MD) simulations were carried out using LAMMPS software [32] with 11 A
cutoffs of real space electrostatics and LJ interactions. Long-range coulombic forces were
determined using the PPPM algorithm with slab correction to account for the two-dimensional
periodicity of our system [33]. The timestep of the simulation was 2 fs. Nose-Hoover thermostat
[34] was used to keep temperature at 300 K whereas we used NVE sampling in time correlation

calculations.

Direct imposition of desired pressure by standard barostats like Nose-Hoover barostat [34] proved
implausible in the strongly fluctuating regime near the superhydrophobic threshold. Compression
was therefore enforced by adjusting the vertical distance Z between a pair of repulsive walls (w)
placed at the bottom (z,, = - Z/2) and top (z,, = Z/2) boundaries of the simulation box to mimic the
action of the piston indicated in Fig. 1. Repulsion between these walls and oxygen atom at the
wall-oxygen distance zyo=Izw-z0l < z. was described by the harmonic repulsion potential Uyo
= &n(zwo-2.)* Where the spring constant &,= 4:'10* J mol! A and the cutoff distance z. = 5 A. At
distances zyo > z., Uwo=0 . Because of the walls’ hydrophobicity, the fluid layer next to box walls
shows density depletion [35] and increased compressibility [36-39]. As discussed in the following
section, this contributes to the reduction in the height Z required for specific increase of pressure

and penetration of water into the surface wells.

To keep the geometry of water slab above the superhydrophobic surface unchanged irrespective
of changes of box height Z, a hydrophilic wall of equal dimensions and graphene-like structure
was placed at the height z 40 A from the corrugated surface, so the two surfaces were located at
heights z = + 20 A with the box midplane at z=0. This way, pressure throughout the entire box
was controlled by volume changes of the regions below the corrugated surface and above the upper
wall without modifying the water slab in direct contact with the corrugated surface. While the
model setup accommodated changes of distance Z between the lower and upper wall, the structure

of all walls was fixed during entire simulation.

Following previous works [19, 21, 40-44], we modeled water using the SPC/E potential[45] and

carbon atoms were parameterized according to Werder et al. [25] (systems 1-7 of that work), with



LJ energy and size parameters for carbon-oxygen interaction £co=0.314 kJ mol! and 60=3.19 A.
The above parameters produce contact angle 6 on a perfectly smooth surface ~ 110+3° and
~150%10°on corrugated surface in the Cassie state. These values were determined [19, 21] from
the average nanodroplet contours as described elsewhere[40, 46-48]. For the opposite
(hydrophilic) surface at the height z=20 A we used the energy parameter &', =0.56 kJ mol-!, which

corresponds [48] to contact angle close to 50°.
3 Results and Discussion

3.1 Stability against capillary evaporation. In view of strong hydrophobicity (Cassie state
contact angle 6; ~ 150°) of the corrugated surface at z = -20 A, we first verify the stability of liquid
state for water in the pore between this surface and the opposite hydrophilic (8, ~ 50°) wall at z =
20 A. Continuum estimate for the capillary-evaporation threshold width d. in an asymmetric pore
was shown[49] to follow the relation d.~ - 2(A/C) <cos8>. Here, A is the nanopore wall area (in
our case DyD,), C is the wall circumference (due to periodic replication along y axis in our system,
C = 2D, and 2A/C=Dy), and <cosf> = (cosf; + cosf, )/2. The omission of edge length along x
direction follows from applied periodic conditions. Through replication along y axis, the surface
acquires the shape of infinite stripe without exposed edges along x direction. An equivalent
prediction for walls of square geometry is given in ref.[50]. For present contact angles and wall
sizes, we obtain d. ~ 6 A for the smaller and ~11.5 A for the bigger system. For both system sizes,
the separation between the height of the asperity tips (z ~ -12 A) and the upper confinement wall
at the height z=20 A is well above d. even in the Cassie regime. The stability of liquid phase is
confirmed in explicit simulation at ambient pressure. When started from initially evacuated-pore
configurations, the pore was consistently filled by spontaneous infiltration of water from the
surrounding bath. In these runs, the intrusion of water typically begun at the upper, hydrophilic
wall. Once this wall was fully wetted, the infiltration continued by wetting the (lower) corrugated
surface from the edges toward the center until achieving a complete Cassie state. Fig. 3 illustrates
an intermediate stage of this process. Fig. 3 shows an intermediate stage of this process.
Spontaneous intrusion of water is observed at even smaller pore widths than considered in systems
shown in Figs. 2 and 3. The process is visualized in a video file “infiltration.mpg” included in the

Supplementary Information (SI).



Fig. 3 Snapshot of a partially filled state during spontaneous intrusion process of water into an
initially empty pore in contact with a reservoir at ambient conditions.

3.2 Cassie-Wenzel transition. The final configuration obtained in the trial runs described
above, corresponded to Cassie state we used as the starting point in a series of runs with changing
pressure. In these runs, pressure in the confinement was gradually increased from the ambient
value to ~ 300 atm by decreasing the separation between the two repulsive walls at horizontal box
boundaries. At the beginning of each run, molecular velocities were randomized and the system
re-equilibrated at ambient pressure. To confirm the transition between the Cassie and Wenzel
states can be reversed, we monitored compression (decreasing Z) and decompression (increasing
Z) processes. We considered two rates of change in Z,dZ/dr=+ 7 Ans' or + 3.5 A ns’!. In view
of slow sampling of simulated pressures, constantly changing pressure values could not be reliably
determined during the cycles at given rates. Separation Z was therefore used as the measure of
compression. To relate Z to the pressure, in separate equilibrium simulations, we calculated
average pressures for a set of constant heights Z in the vicinity of the wetting transition.
Considering the tensorial character of pressure in our interfacial system, we chose to monitor the
vertical component of pressure, <P,>, which directly controls the intrusion of water [51, 52] into
the wells between vertical asperities on the corrugated surface. At each of a set of equidistant
heights Z, virial pressure was sampled over 14 ns in the smaller and 22 ns in the bigger system
with data collected in 50 ps intervals. This interval size proved sufficient to avoid correlations
among successive pressure values. A statistical analysis leads to estimated standard deviation of

the mean pressure between 4 -7 atm.

We follow the transition between two wetting states by monitoring the relative filling index
defined [19] as the ratio N(Z)/N,, between the average number of water molecules inside the surface

grooves at specified Z, N(Z), and the corresponding number at the beginning of the plateau branch



of N(Z) in the Wenzel regime. With this definition, N, is 275 for the smaller and 600 for the bigger
surface, respectively. This corresponds to approximately ten water molecules per well at the
lowest pressure inducing the Wenzel state. In addition to the uptake of water by the wells, the
changes of the net volume (L,L,Z) comprise two additional contributions. Because the top and
bottom box walls are strongly hydrophobic, the fluid in a thin film next to these walls has reduced
density and greatly increased compressibility [35-39, 51]. Total volume reduction at increased
pressures reflects the contraction of the interfacial films at box boundaries, absorption of water
inside the wells on the superhydrophobic surface, and slight contraction of bulk-like water away
from the interfaces. For present system sizes, at the maximal pressure P ~ 300 atm, the three
distinct effects are estimated to contribute around 65+5%, 20+3%, and 13+2% of net contraction,

respectively.

Fig. 4 illustrates the wetting transition on the smaller surface (D,=54 A) at compression rate dZ/dr

= 47 A ns'. The six colors correspond to independent cycles, each started from a newly
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Fig. 4 Filling index measuring the degree of conversion from Cassie (index 0) to Wenzel state (index
1) as function of compression of confined water above the superhydrophobic surface in six independent
cycles using the smaller of the two system sizes with D,= 54 A. Decreasing the separation between the
top and bottom walls of the simulation box, Z, leads to compression (top), with transition to Wenzel
state taking place within the pressure interval 80-160 atm. The rate of change in Z was +7 A ns'. The
reverse process (bottom) leads to the recovery of Cassie state. The observed hysteresis reflects the
activation barrier to expulsion of water from surface wells upon decompression. The finite slope
observed in Wenzel regime reflects increased compressibility of interfacial water. Pressure averages at
five relevant separations were determined in separate 14 ns runs for each of preselected Z values.



randomized initial configuration and molecular velocities. Dashed vertical lines denote equidistant
heights Z at which we determined corresponding pressures <Pz> in equilibrium simulations. In
order to examine how well can equilibrium pressures <P(Z)> represent conditions during the finite-
rate compression process, we repeated the simulations illustrated in Fig. 4 at twice lower rate dZ/dt
==+ 3.5 A ns'. Comparison between the results for the two different rates ( Figs. 4 and 5) reveals
only insignificant differences suggesting the pressure response to volume reduction is sufficiently
fast to produce essentially converged results at the rates applied in our calculations. As such,
average pressures <P(Z)> are deemed representative of actual pressures in the forward process
corresponding to the Cassie-to-Wenzel (C2W) transition. In the smaller system, the transition
begins at pressures P, > 80 atm and completes around P, ~ 160 atm. Snapshots of the corrugated
layer of the surfaces taken during the C2W branch at pressures 81 atm, 113 atm, and 169 atm in

the smaller, and 194 atm in the bigger system are shown in Fig. 2 a-d.

The reverse (W2C) branch describing water expulsion from the grooves upon decompression
reveals hysteresis reflected in different intrusion and expulsion pressures (inflection points of
N(Z)). The hysteresis is explained by the presence of a moderate activation barrier to water The

reverse (W2C) branch describing water expulsion from the grooves upon decompression reveals

<P,>/atm

Relative filling index

Fig. S Filling index in the compression (top)/decompression (bottom) branches for three independent
cycles at the slower rate of change in Z of +3.5 A ns™'. The similarity to the results for the higher rate
of 7 Ans™', shown in Fig. 4, indicates acceptable convergence with respect to the speed of the process.
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hysteresis reflected in different intrusion and expulsion pressures (inflection points of N(Z)). The
hysteresis is explained by the presence of a moderate activation barrier to water expulsion from
the wells, AQ*~ya,,, associated with new liquid/vapor interface aj, (surface tension y) emerging in
the evacuation process. A related effect has been discussed in context of capillary evaporation [23,
24, 35, 53, 54]. When the liquid evacuates from a well on a pillared surface, a,, comprises the
interface formed as the liquid detaches from the bottom of the well. In addition, a;, should include
any increase (or reduction) of liquid/vapor interface that may take place at the vertical openings
between the pillars shared by adjacent wells. All neighboring wells are expected to contribute
according to their types in approximately additive manner. The first term is absent during
infiltration (C2W process), but results in a kinetic barrier when the process involves water
expulsion (W2C process). As a result, the W2C transition behaves as an activated process. The
second term, originating at the boundaries between adjacent wells, facilitates the change of wetting
state if the well is predominantly surrounded by neighbors existing in the opposite (wetting) state
and vice versa. Both forward (C2W) and backward (W2C) transitions therefore proceed in a highly
cooperative manner. Irrespective of the direction, the second (well/well interface) term is
essentially canceled out when the transition proceeds through propagation of the borderline
(perimeter) between pure domains of either wetting state, merely shifting the position of the
interface between the groups of wells existing in opposite wetting states. It can, however, impede

the transition in the initial (nucleation) stage and accelerate its completion in the final stage.

As already indicated by the snapshots in Fig. 2, for otherwise identical conditions, wells on surface
edges bordering bulk water phase are biased in favor of the water-filled (Wenzel) state. It was
therefore of interest to assess the effect of size of the superhydrophobic surface on threshold
pressures inducing the wetting-transition in either direction. In Fig. 6 we present results analogous
to those shown in Fig. 4 but for the bigger system (D,=102 A). At both surface sizes, significant
compression is required to impose (or preserve) the Wenzel regime, but more so on the bigger
surface where both, the intrusion (C2W) and expulsion (W2C) pressures are considerably
increased compared to the smaller one. This difference reflects weakened edge effects (favoring
Wenzel state) on the bigger surface. 40% of surface wells are located on the edges on the smaller
surface, while this group represents only 20% of all the wells on the bigger one. The behavior of

the bigger system is hence much closer to the extended surface limit where border effects become

11



insignificant. The slightly nonmonotonic variation of <P,> with Z shown in Fig. 6 reflects
statistical errors in pressure sampling (standard deviation of the mean 4 atm at D,=102 A).
Conversely, the filling index is a monotonic function of the wall-to-wall separation Z, an input

determinant of compression free of statistical uncertainties.
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Fig. 6 Compression/decompression cycle determined in four independent runs for the bigger system
(D,=102 A) at the rate of change in Z of +7 A ns’'. Pressures at a set of equidistant wall-wall
separations Z were determined in 22 ns simulations runs for each of the fixed Z values. The
compression required to support the Wenzel regime is higher than in the smaller system (shown in
Figs. 4 and 5) where Wenzel state is additionally stabilized because a higher fraction of surface
wells reside at the surface edges.

During compression, edge grooves are typically wetted first and the process proceeds
cooperatively from the edges toward the surface center as already wetted wells facilitate the
infiltration of water into nearby wells. While the C2W transition on a fully submerged surface
lacks complete analogy with the CW transition under a drop with changing base area, it is of
interest to compare our observations with reported C2W scenarios for the droplet geometry[55,
56]. Ishino et al. consider a transition with initial nucleation of the Wenzel state under the center
of the drop and subsequent expansion toward the drop perimeter[56]. Conversely, Bormashenko
et al. show the transition to be initiated at the perimeter followed by propagation toward the drop’s
base interior[55]. The C2W transition observed in our model calculations clearly follows the latter
scenario, with the opposite sequence observed in the reverse (W2C) transition. A visualization of
both processes is provided in the video CWcycle.mp4 in the Supplementary Information. To
quantify the correlation between wetting states of neighboring wells as a function of distance, we

monitored the spatial correlation function
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<ONg(rgq;P)ONp(1p;P)>

C(r;P) = T ey

(<ONg(1g;P)?><6Np(rp;P)2>) 2

where N,(r,;P) is the number of water molecules residing inside the surface well at r, at given
pressure, ON, (1y; P) =N,(ry;P) -<N,(r,;P) >, and r=lr,-r;l. In Fig. 7, we present results for C(r)
determined in 14 ns runs by averaging over all combinations of well pairs in the smaller system
size at five pressures specified in Fig. 4. Consistent with the snapshots shown in Fig. 2, these
calculations show considerable correlation between wetting states in nearby wells. Correlation
weakens with increasing separation r. The range of correlations depends on pressure, showing the
anticipated increase [57] in the proximity of the intrusion pressure characterized by liquid/gas
coexistence in the wells. Because of this coexistence, fluctuations in water uptake in the wells peak
at intrusion pressure in accordance with maximal compressibility at the inflection point of the
intrusion curves, Figs. 4-6. The above picture is reinforced by monitoring the probability
distribution for the overall water uptake at different pressures. In Fig. 8 we show the distribution
P(N) where N denotes the number of water molecules in central surface grooves of the smaller
surface. To exclude the bias toward the water-filled state at the surface edges, the sample ignores
edge grooves on both sides. While high-pressure distribution curves peak at near-filled states
(Wenzel regime) and low-pressure ones at small-content states (Cassie regime), the intermediate
pressure (113 atm) presents a broad distribution indicative of fluctuations between the two wetting
regimes. Within statistical precision of our computations, this pressure presents a probable

transition point between the two regimes. Analogous analysis for the bigger surface showed
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Fig. 7 Correlations among water populations »; in distinct surface wells at r. and 1, on the
superhydrophobic substrate as a function of the distance between the wells r= Ir,-ry| at pressures
from 81 to 169 atm.
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broadest distribution P(N) and longest range of correlation function C(r;P) around 15312 atm,
matching the inflection point of the intrusion curve in Fig. 6. The intrusion pressure is ~39 atm
higher than observed in the smaller system. Assuming the C2W pressure reduction to be
approximately proportional to the fraction of edge grooves (40% in the smaller and 20% in the
bigger system), extrapolation to macroscopic surfaces would yield an estimated C2W transition
pressure around 190 atm. Prohibitive computational costs prevented direct validation by

simulations 1in bigger systems.

Because of the involvement of metastable Wenzel states (Figs. 4-6), we have not attempted to
determine correlation functions and water uptake probabilities P(N) in fixed Z simulations for
states on the decompression (W2C) branch. Visualized trajectories suggest the range of
correlations between wetting states of neighboring sites during the W2C transition to be similar as
on the compression (C2W) branch, with the transition beginning in central grooves in an
approximate reversal of the pathway observed at higher pressures (smaller Z) during the C2W

transition.

81 atm

f 6 169 atm
£
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0 : — = :
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Fig. 8 Probability distribution of water uptake N inside the surface wells on the
superhydrophobic surface at pressures from 81 to 169 atm. Edge grooves were excluded from
the sample. C2W transition is indicated at P ~ 114 atm.

3.3 Transition dynamics

The response time of wetting transition is closely related to the correlation time of spontaneous
fluctuations of water uptake in surface wells. We begin by defining the temporal correlation
function for the total number of water molecules, N(z,;P), inside the wells on the corrugated surface

at time ¢ and specified pressure P
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<6N(t;P)SN(0;P)>
<ON(0;P)2%>

C(t;P) = (2)

where Jdenotes the time dependent fluctuation of N(z;P), ON(t; P) =N(t;P) - <N(0;P)> and
<N(0;P)> is the equilibrium average of N. To avoid a possible distortion due to thermostatting,
correlation functions were calculated in 22 ns equilibrium NVE simulations started from
equilibrated states from preceding pressure calculations in NVT ensemble. In view of increasing
noise in C(#;P) at long times ¢, plausible data were limited to subnanosecond times, which affects

the accuracy of estimated correlation times 7., (P) defined by the relation
Teorr (P) = f, C(t; P)dt (3)

For this reason, we also attempted to identify a suitable analytic approximation for C(;P). A
reasonable fit was typically obtained using a two-parameter stretched exponential function
_(g)ﬁ

C(;P)~e “4)

with B near unity corresponding to monoexponential relaxation. While  serves as a mere fitting
parameter with undetermined physical meaning, regression analysis consistently lead to f values
close to 2/3, with the mean value (average over 5 different pressures Pz) in the smaller system <
B >=0.694 £ 0.024 and the mean value (over 7 pressures) in the bigger system < f§ > =
0.662 £ 0.003. The reported uncertainty corresponds to the standard deviation of the mean over
all runs at specified system size (5 in the smaller and 7 in the bigger system). Standard deviations
for the results of individual runs were estimated at 0.05 in the smaller and 0.01 in the bigger system.
In Fig. 9, we show two examples of the plots of In (-In C(¢)) vs In ¢, which take a linear form if
C(?) behaves according to Eq. 4. The example cases correspond to pressures slightly above the
Cassie-to-Wenzel transition for the two sizes of the surface. Table 1 presents estimated values of
pB obtained by fitting curves exemplified in Fig. 9 all twelve situations. It also lists estimated
relaxation times defined by Eq. 4. Irrespective of £, the estimated values of 7 correspond to the
time at which the correlation function passes through the value e~ =~ 0.368 (vanishing In (-In
C(1)). We denote these estimates as 7,. With the exception of the C2W transition point in the bigger

system, T, values are in reasonable agreement with the values of 7 obtained from the best fit of
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Fig. 9 Time correlation function for the fluctuating water uptake in surface wells associated
with changes between the Cassie and Wenzel wetting regimes. Statistics is typically best at
short times, where the linear form indicates stretched exponential relaxation C(f) ~ exp|[-

(#/7)P] with slope corresponding to f~2/3.
entire curves C(¢) including statistically poorer data in long-time regime. Lastly, we list the
estimates of the correlation times, 7. (P), (Eq. 3) approximated by integrals over the time
interval from O to a maximal time ¢,,,, within which we were able to obtain statistically reasonable
estimates of C(z;P) for specified values of P. The truncation error should approach zero with
increasing ratios of t,,x and the correlation time. These ratios are hence included in the final
column of Table 1. In view of applied truncation and statistical uncertainties of C(¢;P), error bars
of at least 20% are likely for the reported times 7, and 7.,,.-. Because the observed decay of C(¢;P)
deviates from monoexponential relaxation (f # 1), the two characteristic times should differ even
with improved statistics. Nonetheless, both 7, and 7.,,, manifest identical qualitative behaviors
showing fast relaxation at pressures well below, or above, the wetting transition value as
fluctuations in water uptake by the wells are relatively small in these two regimes. Relaxation
times significantly increase in the proximity to the transition pressure for the C2W process
characterized by giant water-uptake fluctuations (Fig. 8). Maximal values of 7, and 7., are
within ~1701+40 ps and 420180 ps for the smaller and bigger surface, respectively. Since observed
trajectories suggest cooperative transitions where the boundary between distinct states traverses a
length commensurate with surface size, the above response times suggests approximately identical
speeds of perimeter propagation in both system. This would be expected for steady propagation

rates balancing the size-independent perimeter ‘friction’ (per unit length) and thermodynamic
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Table 1. Characteristic times for fluctuation relaxation of water population in surface wells at specified
system sizes (D), distances between top and bottom box boundaries (Z), and associated equilibrium
pressures along z axis, <P,>. T and 7, are relaxation times deduced by presuming the stretched exponential
relaxation, Eq. 4, with the former corresponding to the best fit of available data and the latter to the time
when C(7) equals e, respectively. [ is the stretched exponential parameter best fitting the simulation data
at given conditions. T, approximates the correlation time, Eq. 3, based on integration of C(¢#) from =0

to fmax beyond which reliable data of C(¢) are not available.

D./A | Z/A | <P>/atm |,/ ps |T/ps p Teorr ! PS | tmax/Tcorr
54 794 169 21 24 0.633 21 9.5
54 80.2 116 118 132 0.660 166 6
54 81.0 113 194 275 0.750 138 29
54 81.8 106 43 49 0.747 57 8.8
54 82.6 81 43 46 0.681 51 16
102 94.8 288 10 9 0.662 14 11
102 954 238 15 12 0.672 14 19
102 96.0 194 36 34 0.659 33 48
102 96.6 152 80 117 0.663 79 6.3
102 97.2 153 486 1466 0.636 359 4.5
102 97.8 155 411 721 0.664 390 3.1
102 984 142 81 89 0.650 95 42

‘force’ due to the surface free energy difference y(cos Ocqssie-COS Owenzer) between the two
wetting states in analogy to triple-line dynamics in wetting [58-60]. While edge C2W nucleation
is significant on nanosized surfaces considered in this work, on bigger surfaces, the process should
increasingly depend on nucleation events away from the edges. In macroscopic limit, the dynamics
of both the W2C and C2W transitions is expected to be controlled by homogeneous nucleation
events. Because of the kinetic barrier to water expulsion from the wells, the W2C process
determines the achievable cycling rate. The limiting rate of the transition on macroscopic surfaces
will depend on the frequency of nucleation events per unit area, and the perimeter speed associated
with the growth of Cassie state islands on the surface. As edge effects impede well-evacuation
events, the response time on the finite surface determined in our study provides the lower bound
of the frequency term. Assuming no significant dependence of the velocity of perimeter
propagation on surface size, the response times observed on our model surfaces should therefore

also provide a fair estimate for practically relevant macroscopic systems.
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4 Conclusions

Transitioning between the Cassie and Wenzel wetting states on corrugated surfaces can enable
large changes of surface wettability under subtle pressure control. The challenge in securing
reversible tuning is to identify corrugation dimensions sufficiently small to avoid prohibitive
hysteresis due to the metastability of the Wenzel state, while keeping the Cassie-to-Wenzel
transition pressure within practical limits. Using Molecular Dynamics simulations we show a
nanocorrugated surface with ~ sub nm asperities and spacings among them to support the Wenzel
state under compression of about 100 atm while the forward-backward cycling reveals only
moderate hysteresis. The hysteresis is reflected in delayed wetting-state reversal during
decompression. Because of the partial connectedness of surface wells on the pillared substrate, the
transitions in both directions proceed in a cooperative manner with strong correlations between
wetting states of neighboring wells. The range of correlation strongly depends on the pressure.
Calculations for states along the Cassie-to-Wenzel trajectories show the correlation length to
increase with the proximity to the threshold pressure of the wetting transition. At the treshold
pressure, detectable correlations extend over the entire width of the simulated surface. For ~10 nm
surfaces, response times of wetting states to changing pressure were determined from relaxation
of spontaneous fluctuations of water uptake in the grooves. Since water-evacuation events
initiating the Wenzel-to-Cassie transition occur away from surface edges, the subnanosecond times
identified in finite-size calculations are argued to also provide a usable estimate for the response
rates at practically important meso- or macroscopic surface dimensions inaccessible by molecular
simulations.
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