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Abstract. For a fixed graph H, what is the smallest number of colours C such that there is a
proper edge-colouring of the complete graph Kn with C colours containing no two vertex-disjoint
colour-isomorphic copies, or repeats, of H? We study this function and its generalisation to more
than two copies using a variety of combinatorial, probabilistic and algebraic techniques. For example,
we show that for any tree T there exists a constant c such that any proper edge-colouring of Kn

with at most cn
2 colours contains two repeats of T , while there are colourings with at most c

′
n
3/2

colours for some absolute constant c′ containing no three repeats of any tree with at least two edges.
We also show that for any graph H containing a cycle there exist k and c such that there is a proper
edge-colouring of Kn with at most cn colours containing no k repeats of H, while, for a tree T with
m edges, a colouring with o(n(m+1)/m) colours contains ω(1) repeats of T .

1. Introduction

A considerable body of recent work in extremal combinatorics is devoted to the study of rainbow
patterns in proper edge-colourings of complete graphs. To mention two such results (amongst
many [3, 4, 11, 12, 14, 15, 16, 21, 22, 25, 26, 28, 29, 30]), there is the work of Alon, Pokrovskiy
and Sudakov [1] showing that any proper edge-colouring of Kn contains a rainbow path of length
n − o(n) and the work of Montgomery, Pokrovskiy and Sudakov [27] and, independently, Keevash
and Staden [20] resolving a celebrated conjecture of Ringel, one of whose statements involves finding
a rainbow copy of any tree with n edges in a particular proper edge-colouring of K2n+1. For the
most part, this recent work has focused on finding large structures in proper edge-colourings. We
instead study small structures, our aim being to understand when a proper edge-colouring contains
two or more repeats of a particular graph H.

To be more precise, we say that two copies of a graphH in a colouring ofKn are colour isomorphic
if there exists an isomorphism between them preserving the colours. The following function is our
main object of study.

Definition 1.1. For k, n ≥ 2 and a graph H, define fk(n,H) to be the smallest integer C such
that there is a proper edge-colouring of Kn with C colours containing no k vertex-disjoint colour-
isomorphic copies (or ‘repeats’) of H.

We make several remarks about this definition. First, one could, in principle, ask the same
question without the restriction to proper colourings. However, this changes the character of the
question completely. Indeed, consider the colouring of the complete graph on vertex set {1, 2, . . . , n}
where we colour the edge ij with i < j by the colour i. Then this is a colouring with n− 1 colours
which does not even contain two disjoint edges of the same colour. On the other hand, when we
restrict to proper colourings, we have that fk(n,K2) ≥ d 1

k−1

(
n
2

)
e by a straightforward application of

the pigeonhole principle. For n sufficiently large in terms of k, it also follows from several well-known
decomposition results, such as Gustavsson’s theorem [18], that this bound is tight.

Our second remark collects together several simple observations that we will use throughout.
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Remark 1.2. The quantity fk(n,H) is monotone increasing in n, but decreasing in k and in H
(with respect to taking subgraphs). Moreover, since every proper colouring has at least n−1 colours,

(
n

2

)
≥ fk(n,H) ≥ n− 1.

Finally, although our definition contains no requirement that the copies of H should be rainbow,
all of the results where we find repeats of a particular graph H remain true up to a constant factor
if we insist that each copy is rainbow. This then brings our work more fully in line with the body
of research discussed at the outset. With these preliminaries out of the way, we now describe our
main results.

In the classical Turán problem, the growth rate of the extremal function ex(n,H) is subject to
a well-known trichotomy. Namely, non-bipartite graphs, bipartite graphs with a cycle and forests
satisfy ex(n,H) = Θ(n2), n1+Ω(1) ≤ ex(n,H) ≤ n2−Ω(1) and ex(n,H) = Θ(n), respectively. Our
first theorem shows that something broadly similar holds for f2(n,H), although, unlike the extremal
function, our function can, and usually does, degenerate for bipartite graphs with a cycle. Note
that here and throughout, all terms in the O-notation are to be interpreted with respect to n, with
all other variables treated as constants.

Theorem 1.3. The growth rate of f2(n,H) satisfies:

(i) f2(n,H) = Θ(n2) if H is a forest. Otherwise, f2(n,H) = O(n2−Ω(1)).
(ii) If H is non-bipartite, then f2(n,H) ≤ n+ 1.
(iii) If H is bipartite and e(H) ≥ 2|H| − 2, then f2(n,H) = Θ(n).

(iv) There exist bipartite graphs H with n1+Ω(1) ≤ f2(n,H) ≤ n2−Ω(1).

For three or more repeats, the class of graphs for which we know that fk(n,H) = O(n) grows as
k increases. In fact, for any graph H containing a cycle, we can show, by using a variant of Bukh’s
random algebraic method [5], that there exists k such that fk(n,H) = O(n).

Theorem 1.4. For any graph H containing a cycle, there exists k such that fk(n,H) = O(n).

For trees, the situation is much more involved, as spelled out in the next theorem, whose proof
relies on a mixture of novel combinatorial and algebraic methods.

Theorem 1.5. For any tree T with m edges and any k ≥ 3:

(i) fk(n, T ) = Ω(nk/(k−1)). Moreover, if T has at least two edges, then f3(n, T ) = Θ(n3/2).

(ii) fk(n, T ) = Ω(n(m+1)/m) and there exists k′ such that fk′(n, T ) = O(n(m+1)/m).

The paper is structured as follows. In Section 2, we collect some general upper and lower bounds
for fk(n,H). We then proceed to study trees in Section 3. In Section 4, we study even cycles. We
conclude, in Section 5, by discussing a broad range of open problems suggested by our work. Unless
otherwise specified, the term ‘colouring’ will refer to proper edge-colourings of a complete graph.

2. Preliminary Observations

Since it is not entirely obvious, we first verify that finding fk(n,H) is indeed an extremal problem.

Lemma 2.1. For any k, n,H and
(
n
2

)
≥ C > fk(n,H), there exists a C-colouring of Kn which does

not contain k repeats of H.

Proof. Suppose for contradiction that the statement does not hold for some C > fk(n,H) and
consider an fk(n,H)-colouring of Kn which avoids k repeats of H. In this colouring, take any
C − fk(n,H) edges from colour classes of size at least 2, leaving at least one edge in each colour
class and recolour each of these edges with an entirely new colour. By assumption, the resulting
C-colouring contains k repeats of H. Since each new colour class has only one edge, the repeats
must be in the old colours, a contradiction. �



REPEATED PATTERNS IN PROPER COLOURINGS 3

The following lemma effectively reduces the problem to connected graphs.

Lemma 2.2. Suppose that H is a graph with connected components H1, . . . , H`. Then, for all
k ≥ 2,

fk(n,H) = Θ(min
i∈[`]

{fk(n,Hi)}).

Proof. Since containing no k-fold repeat of one of the Hi implies that there is no k-fold repeat of
H, we immediately have

fk(n,H) ≤ min
i∈[`]

{fk(n,Hi)}. (2.1)

For the other direction, let k ≥ 2 be fixed. We will prove the result by induction on `, noting first
that the statement is obviously true for ` = 1. Given ` ≥ 2, H and n, we may assume, without loss
of generality, that

fk(n,H`) = min
i∈[`]

{fk(n,Hi)}

and let H ′ := H \H`. By the induction hypothesis, there exists a constant c = c(k, `,H1, . . . , H`−1)
such that

fk(n,H
′) ≥ c · min

i∈[`−1]
fk(n,Hi) ≥ c · fk(n,H`).

Observe now that
fk(n,H) ≥ min{fk(n,H`), fk(n− k|H`|, H ′)}, (2.2)

as otherwise we can find a k-repeat of H` and then a k-repeat of H ′ on the remaining vertices,
resulting in a k-repeat of H. If fk(n,H`) ≤ fk(n− k|H`|, H ′), then, by (2.2) and (2.1), fk(n,H) =
fk(n,H`) and we are done. So suppose now that fk(n,H`) > fk(n− k|H`|, H ′), in which case (2.2)
becomes

fk(n,H) ≥ fk(n− k|H`|, H ′). (2.3)

The right-hand side of (2.3) is at least fk(n,H
′)− k|H`|n, as can be seen by extending a colouring

of the complete graph on n− k|H`| vertices containing no k-repeat of H ′ to a colouring of Kn with
the same property by using a new unique colour for each edge (for a total of at most k|H`|n new
colours). Therefore,

fk(n,H) ≥ fk(n− k|H`|, H ′) ≥ fk(n,H
′)− k|H`|n ≥ c · fk(n,H`)− k|H`|n. (2.4)

If 2(k/c)|H`|n < fk(n,H`), then, by (2.4),

fk(n,H) ≥ cfk(n,H`)−
c

2
fk(n,H`) =

c

2
fk(n,H`).

On the other hand, by Remark 1.2, we have fk(n,H) ≥ n − 1 ≥ n/2. Hence, if 2(k/c)|H`|n ≥
fk(n,H`), then

fk(n,H) ≥ n

2
=

2(k/c)|H`|n
4(k/c)|H`|

≥ c

4k|H`|
fk(n,H`),

completing the induction step and the proof. �

Next, we quickly resolve the case of non-bipartite graphs, proving Theorem 1.3(ii).

Theorem 2.3. If H contains an odd cycle, then fk(n,H) ≤ n+ 1.

Proof. It suffices to show this for k = 2 and H = C2`+1. To this end, consider the following well-
known colouring c. Suppose that n = 2p+1 is an odd number, let V (G) = Zn and put c(a, b) := a+b
mod n. Clearly this is a proper colouring using n colours. Moreover, whenever there is a copy of
C2`+1 with vertices v0, . . . , v2`+1 = v0, labelled along the cycle, we have ci := c(vi, vi+1) = vi + vi+1

mod n for each i. The vertices v0, . . . , v2` are then uniquely determined by the colours c0, . . . , c2`,
since v0 = (c0−c1+c2−· · ·+c2`)/2 mod n and a similar identity holds for the other vi. Hence, no two
distinct, let alone vertex-disjoint, cycles will be colour isomorphic. This proves that fk(n,H) ≤ n
when n is odd. For even n, monotonicity implies that fk(n,H) ≤ fk(n+ 1, H) ≤ n+ 1. �
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For odd n, the proof of Theorem 2.3 gives fk(n,H) ≤ n, which is best possible, as this is the
minimum number of colours in any proper colouring when n is odd. For even n, the bounds in
Remark 1.2 and Theorem 2.3 differ by 2. We refer the reader to Section 5 for further discussion.

For upper-bound constructions, the following observation will be very useful. A not necessarily
proper edge-colouring of Kn is called b-bounded if each colour class is a graph of maximum degree
at most b.

Proposition 2.4. For any graph H and integers b, k, n ≥ 2, any b-bounded C-colouring of Kn

without k repeats of any (not necessarily proper) colouring of H can be refined to a proper colouring
with at most (b+ 1)C colours and no k-repeat of H.

Proof. Since each colour class is a graph of maximum degree b, Vizing’s theorem implies that the
edges in each colour class can be recoloured with at most b+1 new colours so that the new colouring
is proper. A k-repeat ofH in the new colours would imply the same in the old colours and is therefore
impossible. �

The next theorem provides, via a simple probabilistic argument, a general upper bound for
fk(n,H). In light of Theorem 2.3, it is only meaningful for bipartite H.

Theorem 2.5. For any graph H with v vertices and e edges,

fk(n,H) = O(max{n, n
kv−2
(k−1)e }).

Proof. This is a standard application of the Lovász Local Lemma (see, for instance, [2]). We would
like to find a probability p = p(n) and assign each edge of Kn independently one of 1/p colours so
that with positive probability the following will hold:

(P1) There is no k-fold repeat of any (not necessarily proper) colouring of H.
(P2) The colouring is (kv − 2)-bounded.

For this, we define two collections of ‘bad’ events, as follows. Given k disjoint copies of H in Kn,
say H1, . . . , Hk, let A(H1, . . . , Hk) be the event that H1, . . . , Hk are colour isomorphic. We have

qA := P(A(H1, . . . , Hk)) = Θ(p(k−1)e).

For every copy S of S`, the star with ` := kv − 1 edges, we define B(S) to be the event that all
edges of S receive the same colour. We have

qB := P(B(S)) = p`−1.

For every fixed H1, . . . , Hk, the event A(H1, . . . , Hk) is independent of any event where the sub-
graphs involved do not share an edge with any of H1, . . . , Hk. Therefore, the number of dependent
events is at most

∆ = O(nkv−2 + n(`+1)−2) = O(n`−1).

Similarly, each B(S) is independent from all but at most ∆ = O(n`−1) other events. By the Local
Lemma, in order to establish that P(

⋂
A∩⋂

B) > 0, it suffices to show that max{qA, qB} < 1/e∆.
This will be the case when

p ≤ γmin{n−1, n
− `−1

(k−1)e }
for some constant γ = γ(k, v, e) > 0. Therefore, there exists a (kv − 2)-bounded colouring with

O(max{n, n
kv−2
(k−1)e }) colours satisfying (P1). By Proposition 2.4, it can be refined to a proper

O(max{n, n
kv−2
(k−1)e })-colouring with no k-repeat of H, as desired. �

We immediately deduce the following corollary, which includes Theorem 1.3(iii) as a special case.

Corollary 2.6. If H is a bipartite graph with e(H) ≥ k
k−1 |H| − 2

k−1 , then

fk(n,H) = Θ(n).
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For e(H) ≥ |H|+ 1, this already implies that there exists k = k(H) such that fk(n,H) = O(n).
We will later show that this holds for all graphs containing a cycle, but using Theorem 2.5 gives
an explicit upper bound for the smallest k such that fk(n,H) = O(n), namely, k ≤ d e−2

e−v e, that our
later approach does not provide.

3. Trees

Applied to trees, Theorem 2.5 reads as follows.

Corollary 3.1. For any tree T with m edges,

fk(n, T ) = O(n
k(m+1)−2
(k−1)m ).

On the other hand, we have the following general lower bound for trees, showing that Corollary 3.1
is not far from the truth for large trees.

Theorem 3.2. For any tree T with m edges, any k ≥ 2 and n sufficiently large,

fk(n, T ) ≥ n
k

k−1 /q,

where q = (4k(km+ 1)(k2 − k + 1))
1

k−1 .

Proof. Fix k and T , let q be as above and suppose that for some large n we have a colouring of

G = Kn with C = n
k

k−1 /q colours. Let F be the following auxiliary graph. Set V (F ) =
(V (G)

k

)
,

that is, each vertex of F is a vertex subset of G of order k. Two vertices of F , corresponding to sets
U = {u1, . . . , uk} and W = {w1, . . . , wk}, are connected by an edge if U ∩W = ∅ and the bipartite
graph G[U,W ] has a matching of size k which is monochromatic.

By the above definition, each monochromatic k-matching gives rise to 2k−1 edges of F , while
each edge of F is accounted for by at most k different k-matchings. This implies that

e(F ) ≥ 2k−1

k
Ek,

where Ek is the number of monochromatic k-matchings in G.
Note now that for the average degree of F , we have

davg(F ) =
2e(F )

|F | ≥ 2kEk

k
(
n
k

) .

By the convexity of binomial coefficients,

Ek ≥ C

( 1
C

(
n
2

)

k

)
.

Thus,

davg(F ) ≥
2kC

( 1
C (

n
2)

k

)

k
(
n
k

) = (1 + o(1))
nk

kCk−1
= (1 + o(1))

qk−1

k
.

By a folklore fact, F therefore contains a subgraph F ′ with

d := δ(F ′) ≥ davg(F )

2
≥ (1 + o(1))

qk−1

2k
.

Let v0, . . . , vm be the vertices of T ordered so that each vi is a leaf attached to T [v0, . . . , vi−1].
We claim that there exists an embedding φ : T → F ′ such that the k-vertex sets of G corresponding
to φ(v0), . . . , φ(vm) are disjoint.

We let φ(v0) be an arbitrary vertex of F ′ and proceed inductively. Suppose that for some 1 ≤ i ≤
m we have defined φ(v0), . . . , φ(vi−1) and let vj be the unique neighbour of vi in T [v0, . . . , vi−1]. Take
any d vertices in NF ′(φ(vj)) and consider the underlying k-sets in V (G). This defines a k-uniform
hypergraph H.



6 DAVID CONLON AND MYKHAYLO TYOMKYN

Observe that the maximum degree in H is at most k, since for every vertex u /∈ φ(vj) there are
at most k monochromatic matchings in G connecting φ(vj) and a set containing u. Thus, the line
graph of H has maximum degree at most k(k−1), so we can properly vertex colour it greedily with
at most k2 − k + 1 colours. Take the largest colour class: this is a matching µ ⊆ E(H) of size at
least d/(k2 − k + 1). But

d

k2 − k + 1
≥ (1 + o(1))

qk−1

2k(k2 − k + 1)
= (2 + o(1))(km+ 1).

Therefore, when n is sufficiently large, we have |µ| ≥ km+1 ≥ ki+1, so there exists e ∈ µ such that
the underlying k-vertex set in G satisfies e ∩ φ(v`) = ∅ for all ` = 0, . . . , i− 1. We can therefore let
φ(vi) := e, completing the induction step. The resulting copy of φ(T ) ⊆ F ′ gives k vertex-disjoint
colour-isomorphic copies of T in the original colouring of Kn, completing the proof. �

In particular, when k = 2, we have the following result.

Corollary 3.3. For any tree T with m edges and n sufficiently large,

f2(n, T ) ≥
1

24(2m+ 1)
n2.

This also completes the proof of Theorem 1.3(i). Indeed, if H is a forest, then f2(n,H) = Θ(n2)
by Corollary 3.3 and Lemma 2.2. Conversely, if H is not a forest, it has a connected component
H ′ with e(H ′) ≥ |H ′|. By Theorem 2.5, f2(n,H

′) = O(n2−Ω(1)), so the same then holds for H by
Lemma 2.2.

We now observe that the bound in Corollary 3.3 is tight up to an absolute constant.

Lemma 3.4. For every tree T with m ≥ 2 edges,

f2(n, T ) ≤ (1 + o(1))
n2

2m
.

Proof. By Wilson’s theorem [31], there is an edge decomposition of all but o(n2) edges of Kn into

at most
(
n
2

)
/
(
2m+1

2

)
copies of K2m+1. We colour each of the o(n2) edges in a unique colour and

decompose each of the copies of K2m+1 into at most 2m + 1 (near-)perfect matchings, each of
which we view as a separate colour class. Since any two copies of K2m+1 share at most one vertex,
there will be no repeat of T with colours from two different K2m+1. On the other hand, since
2m+1 < 2(m+1) and T has m+1 vertices, there cannot be two vertex-disjoint copies of T inside
any K2m+1. �

Next, we show that the bound in Theorem 3.2 is essentially tight when k = 3, thus completing
the proof of Theorem 1.5(i).

Theorem 3.5. For any tree T with at least 2 edges, f3(n, T ) = O(n3/2).

Proof. Suppose that A is a vertex set of order n ≤ q2 = (1 + o(1))n for some prime q, noting that
such a prime exists by the prime number theorem. Our aim is to find a proper colouring of the
complete graph on A with O(n3/2) colours such that no three vertices are incident to the same two
colours. In particular, this will imply that the colouring has no 3-fold repeat of the star with two
edges and, hence, no 3-fold repeat of any tree T with more than one edge.

To achieve this, let A be indexed by F
2
q , where Fq denotes the finite field of order q. We first deal

with certain ‘degenerate’ edges in
(
A
2

)
. For us, these will be edges between two vertices u = (a, b)

and v = (c, d), where either a = c, a = 1 or c = 1. Note that there are O(q3) = O(n3/2) such

edges, so we may colour each of them with a unique colour. To each remaining edge {u, v} ∈
(
A
2

)

with u = (a, b) and v = (c, d), we assign the colour (x1, x2, x3) ∈ F
3
q (so that there are at most

q3 = O(n3/2) additional colours) satisfying the equations x1 + x2a+ x3a
2 = b, x1 + x2c+ x3c

2 = d
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and x1 + x2 + x3 = a + c. This system of three equations has a unique solution (x1, x2, x3), since
the underlying matrix is a Vandermonde matrix (and, since a, c and 1 are all distinct, the matrix
is non-singular). Now, for a fixed u = (a, b), how many non-degenerate edges uv with v = (c, d)
receive the colour (x1, x2, x3)? Each such edge has to satisfy c = x1 + x2 + x3 − a, so c is fixed
by the choice of u and the colour (x1, x2, x3). Moreover, since d = x1 + x2c+ x3c

2, d is also fixed.
Hence, there is at most one edge of each colour adjacent to u. That is, we have a proper colouring.

Note now that each non-degenerate colour (x1, x2, x3) incident to a vertex (a, b) satisfies the
equation x1 + x2a+ x3a

2 = b. Therefore, since there is at most one quadratic passing through any
three points in F

2
q , no three vertices can be incident to the same two colours. �

Remark 3.6. If H is not a forest, f3(n,H) is always polynomially smaller than n3/2. Indeed, if H
is not a forest, it has a connected component H ′ with e(H ′) ≥ |H ′|. By Theorem 2.5, f3(n,H

′) =

O(n3/2−Ω(1)), so the same then holds for H by Lemma 2.2.

We conclude this section by establishing the first part of Theorem 1.5(ii).

Proposition 3.7. For any tree T with m edges and any k ≥ 2, fk(n, T ) = Ω(n
m+1
m ).

Proof. For convenience of notation, we will instead prove the equivalent statement that a proper

C-colouring of Kn with C = o(n
m+1
m ) colours contains ω(1) repeats of T . The number of copies of T

in Kn is Θ(nm+1) = ω(Cm). Thus, some m-tuple of colours will be repeated ω(1) times. Since the
colouring is proper, every vertex appears in at most |T | = m+1 copies of T with a fixed colouring.
Hence, ω(1) of the above repeats will be vertex disjoint. �

4. Cycles

We begin this section by proving two of our main results at once, Theorem 1.4 and the second
part of Theorem 1.5(ii).

Theorem 4.1. For every bipartite graph H containing a cycle, there exists k = k(H) such that

fk(n,H) = O(n).

For every m-edge tree T , there exists k = k(T ) such that

fk(n, T ) = O(n
m+1
m ).

In the proof of this theorem, we will make use of Bukh’s random algebraic method [5] (see
also [6, 8]). It will be useful to briefly recall some basic terminology from algebraic geometry. Let
Fq stand for the algebraic closure of Fq. A variety over Fq is a set of the form

W = {x ∈ F
t
q : f1(x) = · · · = fs(x) = 0}

for a collection of multivariate polynomials f1, . . . , fs : F
t
q → Fq. We also write W (Fq) := W ∩ F

t
q.

The variety W is said to be defined over Fq if the coefficients of f1, . . . , fs are in Fq. Finally, we say
that W has complexity at most M if s, t and the degrees of the polynomials fi are all at most M .
We will repeatedly use the following lemma, a consequence of the well-known Lang–Weil bound [24].

Lemma 4.2 ([6], Lemma 2.7). Suppose W and D are varieties over Fq of complexity at most M
which are defined over Fq. Then one of the following holds for all q sufficiently large in terms of
M :

• |W (Fq) \D(Fq)| > q/2 or
• |W (Fq) \D(Fq)| < c, where c = cM depends only on M .

Proof of Theorem 4.1. By Remark 1.2, it suffices to prove that, for a cycle or a tree H with (v, e) :=
(|V (H)|, |E(H)|), there exists k such that

fk(n,H) = O(nv/e).
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Suppose first that H is a cycle, so v = e. Let n ≤ q = (1 + o(1))n be a prime, guaranteed for
large n by the prime number theorem. We also let d and t be positive integers, with d chosen to
be sufficiently large in terms of t and t sufficiently large in terms of v. We write Pd for the set
of all two-variable polynomials over Fq of degree at most d and let g be a polynomial taken from
Pd uniformly at random. Such a polynomial can be generated by selecting a coefficient ad1d2 ∈ Fq

independently at random for each pair of non-negative integers (d1, d2) with d1+d2 ≤ d and writing

g(X1, X2) :=
∑

ad1d2X
d1
1 Xd2

2 .

We will make repeated use of the following property of such random polynomials. Because we will
need it below, we state the result for the more general case of t-variate random polynomials.

Lemma 4.3 ([6], Lemma 2.3). Suppose that q >
(
m
2

)
and d ≥ m − 1. Then, if g is a random

polynomial from Pd and x1, . . . , xm are m distinct points in F
t
q,

P[g(xi = 0) for all i = 1, . . . ,m] = 1/qm.

Define a q-colouring of G = K[n] by assigning each edge ij with i < j the colour g(i, j). We claim
that with positive probability this colouring has the following properties:

(Q1) Every (not necessarily proper) colouring of H occurs fewer than k = k(H) times.
(Q2) The colouring is 2d-bounded.

Given a colouring satisfying these conditions, we can apply Proposition 2.4 to obtain a proper
colouring with at most (2d+ 1)q = O(n) colours and no k-repeats of H.

Suppose now that H has vertices 1, . . . , v. We consider all copies of H in G of fixed order
and colour type. That is, given an ordering (τ1, . . . , τv) of 1, . . . , v and a sequence of e colours
(bij : ij ∈ E(H)), we consider only those copies of H in G where the images y1, . . . , yv of 1, . . . , v
in [n] satisfy yτ1 < · · · < yτv and the edge between yi and yj is coloured with colour bij for all
ij ∈ E(H).

Let W be the variety defined by the system of equations

g(xi,j,1, xi,j,2) = bij for ij ∈ E(H) (4.1)

with v variables x1, . . . , xv, where each (xi,j,1, xi,j,2) equals (xi, xj) if τi < τj and (xj , xi) otherwise.
Let D be the variety defined by the equation

∏

1≤i 6=j≤v

(xi − xj) = 0.

Note that the number of copies of H of given type is at most S = |W (Fq) \D(Fq)|, i.e., the random
variable counting the number of ‘non-degenerate’ solutions to the system of equations (4.1).

By Lemma 4.3, for any s ≤ d+1 distinct points y1, . . . , ys in F
2
q and any b1, . . . , bs ∈ Fq, we have

P[g(yi) = bi for all i = 1, . . . , s] = 1/qs.

Now consider St, observing that it counts ordered collections of t (potentially overlapping or iden-
tical) copies of H. Note that the graph Ht spanned by any collection of t copies of H will satisfy
e(Ht) ≥ |Ht|, since each connected component of Ht contains a cycle. Therefore, for d sufficiently
large in terms of v and t,

E[St] ≤
vt∑

s=v

svtqs

qs
< (vt)2vt,

where the factor svt is an upper bound for the number of ordered ways of placing t ordered copies
of H on a fixed set of s vertices.
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Since W and D are defined over Fq and their complexities are bounded by a function of d and
v, Lemma 4.2 implies that there exists a constant K = K(d, v) such that the random variable
S = |W (Fq) \D(Fq)| satisfies either S < K or S > q/2. Thus, by Markov’s inequality,

P[S ≥ K] = P[S > q/2] = P[St > (q/2)t] ≤ E[St]

(q/2)t
< (vt)2vt(q/2)−t.

This gives an upper bound on the probability of having at least K distinct copies of H for any
given order and colour type. Since there are at most v! different order types and at most qe = qv

choices for the sequence of colours, the union bound implies that, for t sufficiently large in terms
of v, there are with high probability fewer than K distinct copies of H for each order and colour
type. Therefore, writing k = v!K, we see that with high probability the colouring has fewer than k
copies of H for each colour type and so it satisfies (Q1) with probability 1− o(1).

To see that it also satisfies (Q2), we have to show that with high probability, for each fixed i and
a, the equations g(x, i) = a and g(i, y) = a have at most d solutions, i.e., that each of g(x, i) and
g(i, y) has a non-constant coefficient not equal to zero.

Consider g(x, i) and note that, when viewing g as a polynomial in Fq[X2][X1], the coefficient of
Xp

1 is a random univariate polynomial hp(X2) of degree d− p with the coefficient for each different

p being independent. Hence, the probability that hp(i) is 0 for all p ≥ 1 is q−d. Since there are at
most q2 choices for i and a, the union bound implies that with high probability g(x, i) = a has at
most d solutions for all i and a. Together with the analogous result for g(i, y) = a, this establishes
(Q2) with probability 1−o(1). By the union bound, with positive probability the colouring satisfies
both properties (Q1) and (Q2), as claimed.

Suppose now that H is a tree with m ≥ 1 edges. Let q be a prime with n1/m ≤ q = (1+o(1))n1/m.
Let d and t again be positive integers, with d chosen to be sufficiently large in terms of t and t
sufficiently large in terms of m, while Pd is now the set of all 2m-variable polynomials over Fq of
degree at most d. Let g1, . . . , gm+1 be m+1 polynomials taken from Pd independently and uniformly
at random.

Fix an ordering ≺ on F
m
q and associate V (Kn) with a subset of Fm

q . We define a qm+1-colouring

on
(
F
m
q

2

)
by assigning each edge ij with i ≺ j the colour (g1(i, j), . . . , gm+1(i, j)), where we interpret

(i, j) as an element of Fm
q ×F

m
q

∼= F
2m
q . As in the cycle case, we claim that with positive probability

the following statements hold (in which case we are again done by Proposition 2.4):

(Q1) Every (not necessarily proper) colouring of H occurs fewer than k = k(H) times.
(Q2′) The colouring is k′-bounded for some k′ = k′(H).

Define order and colour types as before, but with respect to the ordering ≺. For a fixed order
type (τ1, . . . , τm+1) and colour type (bij : ij ∈ E(H)), let W be the variety defined by the system
of equations

g`(xi,j,1, xi,j,2) = b
(`)
ij for ij ∈ E(H) and ` ∈ [m+ 1]

with m + 1 variables x1, . . . , xm+1 ∈ F
m
q , where each (xi,j,1, xi,j,2) equals (xi, xj) if τi < τj and

(xj , xi) otherwise and bij = (b
(1)
ij , . . . , b

(m+1)
ij ). For each {i, j} ∈

(
m+1
2

)
, let Dij be the variety defined

by the system of equations

x
(`)
i = x

(`)
j for ` ∈ [m],

where x
(`)
i and x

(`)
j are the `-th coordinates of xi and xj ∈ F

m
q , respectively, and let

D =
⋃

1≤i 6=j≤m+1

Dij .

We again have that the number of copies ofH of given type is bounded above by S = |W (Fq)\D(Fq)|.
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By Lemma 4.3 and the independence of the g`, for any s ≤ d+1 distinct points y1, . . . , ys in F
2m
q

and any choice of b
(`)
i ∈ Fq for each i ∈ [s] and ` ∈ [m+ 1], we have

P[g`(yi) = b
(`)
i for all i ∈ [s] and ` ∈ [m+ 1]] = 1/qs(m+1).

Now consider St, observing that it counts ordered collections of t (potentially overlapping or iden-
tical) copies of H. Note that the graph Ht spanned by any collection of t copies of H will satisfy
e(Ht) ≥ m

m+1 |Ht|, since each connected component of Ht is either a tree with at least m edges or
contains a cycle. Therefore, for d sufficiently large in terms of m and t,

E[St] ≤
(m+1)t∑

s=m+1

s(m+1)tqms

q
m

m+1
s(m+1)

< (2mt)4mt.

Since W and D are defined over Fq and their complexities are bounded by a function of d and
m, Lemma 4.2 implies that there exists a constant K = K(d,m) such that the random variable
S = |W (Fq) \D(Fq)| satisfies either S < K or S > q/2. Thus, by Markov’s inequality,

P[S ≥ K] = P[S > q/2] = P[St > (q/2)t] ≤ E[St]

(q/2)t
< (2mt)4mt(q/2)−t.

Hence, as in the case of cycles, writing k = (m + 1)!K, we obtain that with high probability the
colouring has fewer than k copies of H for each colour type and so it satisfies (Q1) with probability
1− o(1).

To see that it also satisfies (Q2′), we have to show that with high probability, for each fixed
i ∈ F

m
q and a = (a`)`∈[m+1] ∈ F

m+1
q , the systems of equations

g`(x, i) = a` for ` ∈ [m+ 1]

and
g`(i, y) = a` for ` ∈ [m+ 1]

have at most k′/2 solutions for some k′ = k′(d). For this, we again resort to the random algebraic
method.

Fix i ∈ F
m
q . For each ` ∈ [m + 1], define g′`(x) := g`(x, i). It is not hard to see that g′`(x) is a

uniformly random m-variable polynomial of degree d. Note also that the set

{x ∈ F
m
q : g′`(x) = a` for all ` ∈ [m+ 1]} (4.2)

is of the form W ′(Fq) for a variety W ′ of complexity bounded by a function of d and m. Moreover,
by Lemma 4.3 and the independence of the g′`, for any s ≤ d + 1 distinct points x1, . . . , xs ∈ F

m
q

and any choice of a
(`)
j ∈ Fq for each j ∈ [s] and ` ∈ [m+ 1], we have

P[g′`(xj) = a
(`)
j for all j ∈ [s] and ` ∈ [m+ 1]] = 1/qs(m+1).

Consider the random variable S′ = |W ′(Fq)| and observe that S′t counts ordered collections of t
(not necessarily distinct) solutions to (4.2). Therefore, for d sufficiently large in terms of t,

E[S′t] ≤
t∑

s=1

tsqsm

qs(m+1)
=

t∑

s=1

(
t

q

)s

< 1.

By Lemma 4.2, there exists a constant K ′ = K ′(d,m) such that S′ satisfies either S′ < K ′ or
S′ > q/2. Thus, by Markov’s inequality, provided t is sufficiently large in terms of m,

P[S′ ≥ K ′] = P[S′ > q/2] = P[S′t > (q/2)t] ≤ E[S′t]

(q/2)t
<

2t

qt
<

1

q3m+1
.

In other words, the system of equations g`(x, i) = a` with ` ∈ [m+ 1] has with high probability
at most K ′ solutions. Together with the analogous result for the system of equations g`(i, y) = a`
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with ` ∈ [m+ 1], a union bound over all i ∈ F
m
q and a = (a`)`∈[m+1] ∈ F

m+1
q establishes (Q2′) with

high probability for k′ = 2K ′. By another simple application of the union bound, with positive
probability the colouring satisfies both properties (Q1) and (Q2′), as claimed. �

We finish this section by completing the proof of Theorem 1.3. Indeed, Theorem 2.5 implies that
f2(n,C6) = O(n5/3), while the next lemma says that f2(n,C6) = Ω(n4/3). Together, these results
establish Theorem 1.3(iv) with H = C6.

Theorem 4.4. f2(n,C6) = Ω(n4/3).

Proof. Suppose that C = γn4/3, where γ is a small constant. Suppose also that n is taken sufficiently
large and we have a C-colouring of G = Kn. For simplicity in our notation, we will also assume that
n is even. Take an arbitrary equipartition of V (G) into parts X and Y . Let U :=

(
X
2

)
, W :=

(
Y
2

)

and let F be the following auxiliary graph, similar to the graph used in the proof of Theorem 3.2.
The vertex set is V (F ) := U ∪W and F = F [U,W ] is bipartite with uw ∈ E(F ) for u = {x1, x2},
w = {y1, y2} if and only if at least one of {x1y1, x2y2}, {x1y2, x2y1} is a monochromatic matching
in G. Therefore,

|F | = 2

(
n/2

2

)
= (1 + o(1))

n2

4
≥ n2

5

and e(F ) ≥ E2/2, where E2 is the number of monochromatic matchings of size 2 between X and
Y , as every such matching gives rise to an edge of F and each edge is counted at most twice. By
the convexity of binomial coefficients, we obtain

e(F ) ≥ E2

2
≥ C

2

( n2

5C

2

)
>

n4

200C
=

n8/3

200γ
>

|F |4/3
200γ

. (4.3)

The theta graph θ3,` is the bipartite graph composed of ` internally-disjoint paths of length 3 shar-
ing the same pair of endpoints. For example, θ3,2 = C6. A theorem of Faudree and Simonovits [13]

(see also the recent paper [7]) states that, for every ` ≥ 2, ex(n, θ3,`) = O`(n
4/3). Hence, by this

and (4.3), putting ` = 60, there exists γ0 such that if γ < γ0, then F contains a copy of θ3,60, noting
that, since F is bipartite, its endpoints cannot be in the same part.

Suppose now that u ∈ U and w ∈ W are the endpoints of our copy of θ3,60, the neighbours of u and
w are w1 . . . , w` and u1, . . . , u`, respectively, and uwiuiw is a path for each i = 1, 2, . . . , `. We claim
that, after relabelling, there are three indices 1, 2, 3 such that the eight vertex pairs in G encoded
by the vertices u,w, u1, u2, u3, w1, w2, w3 are disjoint. Since u, u1, u2, u3 ∈ U and w,w1, w2, w3 ∈ W ,
we only need to make sure that the vertex pairs are disjoint in each part.

To this end, note, by the same hypergraph colouring argument used in the proof of Theorem 3.2,
that any set of t vertices wi1 , . . . , wit ∈ NF (u) contains a subset of size at least t/3 in which all
vertices correspond to disjoint pairs in G. The same holds for any set of t vertices in NF (w).

Thus, at least 15 of the vertices w1, . . . , w` correspond to pairs in Y that are disjoint from each
other and from w (since there are at least 20 of the wi whose corresponding pairs are disjoint from
each other and w overlaps with at most two of these). Relabelling, we can assume that these vertices
are w1, . . . , w15. Applying the same argument to u1, . . . , u15 and relabelling if necessary, we obtain
three vertices u1, u2, u3 corresponding to pairs in X which are disjoint from each other and from u.

Let u := {x1, x2}, w := {y1, y2}, ui := {x1i , x2i } and wi := {y1i , y2i } for i = 1, 2, 3. By the definition
of F , without loss of generality we may assume that we have monochromatic pairs {x1y1i , x2y2i } and
{y1i x1i , y2i x2i } for i = 1, 2, 3. For each of the three edges uiw ∈ E(F ), we have two options: either
the matching {x1i y1, x2i y2} is monochromatic or the matching {x1i y2, x2i y1} is. By the pigeonhole
principle, there will be two indices, say i = 1, 2, where the same situation occurs. In the case where
{x1i y1, x2i y2} is monochromatic for i = 1, 2, we have a 2-repeat of C6 with copies x1y11x

1
1y

1x12y
1
2x

1

and x2y21x
2
1y

2x22y
2
2x

2. If instead, {x1i y2, x2i y1} is monochromatic for i = 1, 2, our 2-repeat of C6

consists of the copies x1y11x
1
1y

2x12y
1
2x

1 and x2y21x
2
1y

1x22y
2
2x

2. �
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5. Open Problems

Trees. Proposition 3.7 and Theorem 4.1 together imply that for each m-edge tree T , there exists
a constant k0 = k0(T ) such that, for all k ≥ k0,

fk(n, T ) = Θ(n
m+1
m ).

It would be interesting to prove a tight bound for k0 – we suspect that the answer might be m+ 1
for any m-edge tree. When T is the star with 2 edges, our Theorem 3.5 verifies this suspicion.
When T is the star with m edges, this problem seems closely related to the Zarankiewicz problem
for Km,m+1, suggesting that it may already be very difficult for m ≥ 3. An easier problem might
be to give an upper bound for f3(n, T ) when T is an m-edge tree which matches the lower bound

Ω(n3/2/
√
m) of Theorem 3.2 up to an absolute constant factor.

Bipartite graphs containing a cycle. Corollary 2.6 tells us that if e(H) ≥ 2|H| − 2, then
f2(n,H) = O(n). How sharp is this bound? Recalling that θ3,` is the bipartite graph consisting of `
internally-disjoint paths of length 3 sharing the same pair of endpoints, an extension of Theorem 4.4
implies that, for any ` ≥ 2,

f2(n, θ3,`) = Ω(n4/3).

Since e(θ3,`) =
3
2 |θ3,`|−3, we see that Corollary 2.6 cannot be improved to say that e(H) ≥ 3

2 |H|−3
implies that f2(n,H) = O(n). An interesting test case for deciding whether the latter bound can
be pushed closer to 2|H| might be to study f2(n,K

′
t), where K

′
t is the 1-subdivision of the complete

graph Kt. The extremal properties of these graphs have received close attention in the recent
literature [9, 10, 19] and some of the ideas developed in these papers might also prove useful in our
context.

Even cycles. There are an abundance of open problems regarding even cycles, with the simplest
being whether f2(n,C4) = Θ(n). We have only shown that f2(n,C4) = O(n3/2), as a particular
instance of Theorem 2.5. It would also be interesting to determine the correct exponent for C6. That
is, determine the exponent α, if it exists, such that f2(n,C6) = Θ(nα). Our results only show that
4/3 ≤ α ≤ 5/3. Finally, for longer cycles, we suspect that the exponent approaches 2. That is, is it
true that for every ε > 0, there exists m0 = m0(ε) such that, for all m ≥ m0, f2(n,C2m) = Ω(n2−ε)?
This problem seems to bear some relation to the even cycle case of Conjecture 3.1 from [17].

Non-bipartite graphs. When H is non-bipartite, we know, by the remark after Theorem 2.3,
that f2(n,H) = n for n odd. On the other hand, when n is even, we have only shown that
f2(n,H) ≤ n + 1. However, in many cases, this bound can be improved to f2(n,H) = n − 1. To
see this, we start with the colouring of Kn−1 with n − 1 colours used in the proof of Theorem 2.3
and then consider the unique extension of this colouring to Kn. The resulting colouring does not
contain repeats of ‘most’ non-bipartite H, such as graphs containing two disjoint odd cycles, so that
f2(n,H) = n−1 for these graphs. Similarly, this colouring allows us to conclude that f3(n,H) = n−1
for n even and any non-bipartiteH. However, it remains to determine f2(n,H) exactly in the natural
case where n is even and H is an odd cycle. Curiously, when H is a triangle, each 1-factorization
of Kn has

(
n−1
3

)
triples of possible colours, which is less than

(
n
3

)
, the total number of triangles.

Hence, by the pigeonhole principle, there will be two colour-isomorphic triangles, but they may not
be vertex disjoint.

Repeats of other patterns. Our results all yield repeated rainbow copies, where the edges in
each copy all receive a different colour, but one could also ask for repeats of other patterns. For
instance, what is the smallest number of colours in a proper edge-colouring which does not contain
a 2-repeat of the properly 2-coloured path of length 3? From the construction in Theorem 3.5, it is
not hard to deduce an upper bound of O(n3/2), whereas a simple counting argument yields a lower

bound of Ω(n4/3). We believe the latter to be tight.
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A problem in Ramsey theory. Our original motivation for studying repeats came from a prob-
lem in generalised Ramsey theory raised by Krueger [23, Problem 1.2]. His question asks for the
minimum number of colours in an edge-colouring of Kn such that every copy of Pt, the path with
t vertices, where t is odd, contains at least t+1

2 colours. In our context, the most closely related
problem is to study lower bounds for the appearance, in proper edge-colourings, of the pattern
consisting of two repeats of the path P(t+1)/2 sharing an endpoint. At present, the best lower bound

for Krueger’s problem is Ω̃(n3/2) for all t ≥ 9. It would be interesting to determine if the exponent
tends to 2 as t tends to infinity both for this problem and ours.

Hypergraphs. Finally, we note that there are several ways to generalise our problem to the setting
of r-uniform hypergraphs, depending on how we define a proper colouring. Indeed, for any 1 ≤ t < r,
one could ask that any two hyperedges sharing at least t vertices receive distinct colours, resulting
in a family of problems. It may also be interesting to study proper colourings of Steiner Triple
Systems, looking for repeats of fixed linear 3-graphs.
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