
A global decomposition theorem for excluding immersions
in graphs with no edge-cut of order three

Chun-Hung Liu∗

Department of Mathematics,

Texas A&M University,

College Station, TX 77843-3368, USA

January 20, 2022

Abstract

A graph G contains another graph H as an immersion if H can be obtained from a sub-
graph of G by splitting off edges and removing isolated vertices. There is an obvious
necessary degree condition for the immersion containment: if G contains H as an immer-
sion, then for every integer k, the number of vertices of degree at least k in G is at least
the number of vertices of degree at least k in H. In this paper, we prove that this obvious
necessary condition is “nearly” sufficient for graphs with no edge-cut of order 3: for every
graph H, every H-immersion free graph with no edge-cut of order 3 can be obtained by an
edge-sum of graphs, where each of the summands is obtained from a graph violating the
obvious degree condition by adding a bounded number of edges. The condition for having
no edge-cut of order 3 is necessary. A simple application of this theorem shows that for
every graph H of maximum degree d ≥ 4, there exists an integer c such that for every
positive integer m, there are at most cm unlabelled d-edge-connected H-immersion free m-
edge graphs with no isolated vertex, while there are superexponentially many unlabelled
(d − 1)-edge-connected H-immersion free m-edge graphs with no isolated vertex. Our
structure theorem will be applied in a forthcoming paper about determining the clustered
chromatic number of the class of H-immersion free graphs.

Keywords: Graph immersions, structural theorems.

1 Introduction

All graphs in this paper are finite and allowed to have loops and parallel edges. For graphs
G and H, we say that G contains an H-immersion (or G contains H as an immersion) if there
exist functions πV and πE such that

• πV is an injection from V (H) to V (G),
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• πE maps each edge of H to a subgraph of G such that for each e ∈ E(H), if e has distinct
ends x, y, then πE(e) is a path in G with ends πV (x) and πV (y), and if e is a loop with
end v, then πE(e) is a cycle containing πV (v), and

• if e1, e2 are distinct edges of H, then πE(e1) and πE(e2) are edge-disjoint.

The immersion containment is closely related to the minor and topological minor containments.
A graph G contains another graph H as a topological minor if some subgraph of G is isomorphic
to a subdivision of H. And G contains H as a minor if H is isomorphic to a graph that can
be obtained from a subgraph of G by contracting edges. It is clear that G contains H as a
topological minor implies that G contains H as a minor and as an immersion, but the minor
containment and immersion containment are incomparable. However, immersion, minor and
topological minor are equivalent for subcubic graphs.

Immersion was considered by Nash-Williams [26] when he worked on well-quasi-ordering
theory. The study of well-quasi-ordering is stimulated by a conjecture of Vázsonyi stating that
subcubic graphs are well-quasi-ordered by the topological minor relation. It is known that
Vázsonyi’s conjecture cannot be generalized to all graphs, as there exists an infinite antichain
with respect to the topological minor relation. In contrast, Nash-Williams conjectured that
graphs are well-quasi-ordered by the immersion relation and hence provided a possible gen-
eralization of Vázsonyi’s conjecture to all graphs. Nash-Williams’ conjecture was proved by
Robertson and Seymour [31] by reducing it to a strengthening of their famous Graph Minor
Theorem.

The cornerstone of Robertson and Seymour’s proof of the Graph Minor Theorem is a struc-
ture theorem that describes, for any fixed graph H, the structure of H-minor free graphs [29].
Their theorem is stated in terms of tree-decomposition. Roughly speaking, a tree-decomposition
of a graph G describes how to construct G by starting with a “piece” of G by repeatedly gluing
other “pieces” of G in a “tree-like” fashion. The main result in [29] states that if G does not
contain H as a minor, then G admits a tree-decomposition such that every “piece” can be
“nearly embedded”1 in a surface in which H cannot be embedded. In fact, this statement can
be considered as a global version of the decomposition theorem. There is a local version (also
proved in [29]) which states that for every “highly connected subgraph” (or more precisely, tan-
gle) of G, there is a tree-decomposition such that the underlying tree is a star and the central
piece contains this “highly connected subgraph” and is “nearly embeddable” in a surface in
which H cannot be embedded. In either version, every H-minor free graph can be decomposed
into pieces that are “nearly simpler” than H in the sense of its Euler genus.

Decomposition theorems for excluding topological minors were developed in the same line:
there are global versions [10, 13] and a local version [19] in the literature. The first such
theorem was a global version proved by Grohe and Marx [13] stating that every H-topological
minor free graph admits a tree-decomposition such that each small “piece” is either of “nearly
bounded maximum degree” or “nearly embeddable” in a surface of bounded Euler genus. Grohe
and Marx used this to derive algorithmic results such as showing that for every graph H, the
graph isomorphism problem on H-topological minor free graphs is polynomial time solvable
[13]. However, unlike Robertson and Seymour’s decomposition theorem for minors, Grohe and
Marx’s theorem does not ensure that each piece in the decomposition is nearly simpler than

1The formal definition of nearly embeddable graphs is complicated. Because this formal definition is not
required to understand this paper, we omit it in this paper and refer readers to [29].
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H. Dvořák [10] remedies part of this drawback by proving that each piece can be made either
having “nearly bounded maximum degree” or “nearly embeddable” in a surface in a way that
is “nearly impossible” for H. Inspired by Dvořák’s work, the author and Thomas [19] proved a
local version of the decomposition theorem stating that every H-topological minor free graph
can be “decomposed” such that each “piece” either has “maximum degree” smaller than the
maximum degree of H or is “nearly embeddable” in a surface in a way that is “nearly impossible”
for H. Hence a result showing that each piece is “nearly simpler” than H is obtained. This
improvement is a crucial step in resolving some open problems about topological minors, such
as in a proof of Robertson’s conjecture on well-quasi-ordering [15, 20], an Erdős-Pósa type
result [18] implying Thomas’ conjecture, and a linear upper bound for the clustered coloring
version of Hajós’ conjecture [22].

In general, each of the local version and global version has its own advantages. The local
version offers more detailed structure information and better quantitative bounds than the
global version so that many applications (such as [15, 18, 20, 21, 22, 30]) require the local
version. The global version sacrifices some structure information but is able to encode other
important information with respect to different “highly connected subgraphs” into one tree-
decomposition so that it is easier to be exploited in inductive arguments and provide efficient
algorithms. For example, see [5, 6, 7, 13].

A very clean local version of a decomposition theorem for excluding any fixed graph as an
immersion in graphs with no edge-cut of order 3 has been obtained by the author and success-
fully applied to prove an Erdős-Pósa type result for packing and covering immersions [17]. As
the minor relation and immersion relation are equivalent for subcubic graphs, it can be shown
that once edge-cuts2 of order 3 are allowed, any sufficiently informative decomposition theorem
with respect to immersion must be at least as complicated as Robertson and Seymour’s decom-
position theorem with respect to minors [29], so the complicated notion of nearly embedding
is unavoidable. On the other hand, a global version for excluding a Kt-immersion was proved
by Wollan [33] stating that every Kt-immersion free graph can be decomposed into “pieces”
that have a bounded number of vertices of large degree. So as Grohe and Marx’s theorem
for excluding topological minors, each piece in Wollan’s theorem is not ensured to be “nearly
simpler” than Kt.

1.1 Main result

The main result of this paper is a global decomposition theorem for H-immersion free graphs
that assembles all nice parts in the above discussion. That is, we prove that for every graph H,
every H-immersion free graph with no edge-cut of order 3 can be “globally decomposed” into
“pieces” that are “nearly simpler” than H, without requiring complicated descriptions for the
“simplicity”.

First, we need the correct notion for “decompositions”. Global decomposition theorems for
minors [29] and topological minors [10, 13] are stated in terms of tree-decompositions. That
is, it concerns how to break graphs by using vertex-cuts. However, it is not effective when
considering immersions. For example, tree-decomposition is not able to distinguish the path
on t vertices from the graph obtained from a path on t vertices by duplicating each edge t2

times, where the former does not contain any graph with minimum degree at least three as

2Edge-cuts are defined in Definition 1.11.
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an immersion, and the later contains a Kt-immersion3. Hence the decomposition theorem for
immersion should address edge-cuts instead of vertex-cuts. This leads to the notion of tree-cut
decomposition which was introduced by Wollan [33].

Definition 1.1. Let G be a graph. A tree-cut decomposition of G is a pair (T,X ) such that T
is a tree, and X is a collection (Xt : t ∈ V (T )) of pairwise disjoint (not necessarily non-empty)
subsets of V (G) such that

∪
t∈V (T ) Xt = V (G). In addition,

• for every t ∈ V (T ), the set Xt is called the bag at t;

• for every subset S of V (T ), we define XS to be
∪

t∈S Xt; for every subgraph S of T , we
define XS to be

∪
t∈V (S) Xt;

• for any edge t1t2 of T , the adhesion set of t1t2 in (T,X ), denoted by adh(T,X )(t1t2), is
the set of edges of G with one end in XT1 and one end in XT2 , where T1 and T2 are the
components of T − t1t2;

• the adhesion of (T,X ) is maxe∈E(T )|adh(T,X )(e)|.

Second, we need the correct notion for “pieces”. The “pieces” in the decomposition theorems
for minors [29] and topological minors [10, 13] are the torsos of the tree-decomposition. It can
be shown that any graph is a vertex-sum of the torsos of its tree-decomposition. That is, the
graph can be constructed by repeatedly gluing together the torsos of its tree-decomposition
along vertices in a certain way. The analog of vertex-sums for tree-cut decomposition is called
edge-sums. And the torsos of a tree-cut decomposition are defined as follows so that any graph
is an edge-sum of the torsos.

Definition 1.2. Let (T,X ) be a tree-cut decomposition of a graph G, where X = (Xt : t ∈
V (T )). For every t which is a node of T or a connected subgraph of T ,

• the torso of (T,X ) at t is the graph obtained from G by, for each edge e of T with exactly
one end in t, identifying XTt,t′

into a vertex and deleting all loops incident with this new
vertex, where t′ is the end of e other than t, and Tt,t′ is the component of T − t containing
t′, and

• each vertex in the torso at t but not in Xt is called a peripheral vertex.

Note that for every t ∈ V (T ) and every edge e of the torso at t, e corresponds to an edge e′ of
G such that there exists no component T ′ of T − t such that XT ′ contains all ends of e′. So we
may view each edge of the torso at t as an edge of G if there is no danger for creating confusion.

Definition 1.3. Let k be a nonnegative integer. Let G1 and G2 be graphs. A graph G is
obtained from G1 and G2 by a k-edge-sum if for i ∈ {1, 2}, Gi contains a vertex vi incident
with exactly k non-loop edges, and there exists a bijection f between the set of the k non-loop
edges incident with v1 and the set of the k non-loop edges incident with v2 such that G is
obtained from (G1 − v1) ∪ (G2 − v2) by, for each non-loop edge e incident with v1, adding an
edge (e− {v1}) ∪ (f(e) − {v2}). A graph is obtained from G1 and G2 by a (≤ k)-edge-sum if it
is obtained from G1 and G2 by a k′-edge-sum for some nonnegative integer k′ with k′ ≤ k.

3One can easily modify this example by duplicating edges and subdividing edges to obtain two simple
graphs with tree-width 2, where one graph contains a Kt-immersion but the other graph does not contain a
K4-immersion.
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It is straightforward to see that for every graph G and every tree-cut decomposition of
adhesion at most k, G can be obtained from the torsos by (≤ k)-edge-sums.

Third, we need a measure for the “simplicity”. It is easy to see that if a graph G contains
another graph H as an immersion, then for every nonnegative integer d, the number of vertices
of G with degree at least d must be at least the number of vertices of H with degree at least
d. This degree statistic provides a measure of the simplicity. Theorem 1.4 is the main theorem
of this paper, stating that the torsos nearly violate the above necessary degree condition and
hence are “nearly simpler” than H. For a technical reason, we require that the graph H is not
“too simple”. See Theorem 4.6 for a more comprehensive version of Theorem 1.4.

A graph is exceptional if it contains exactly one vertex of degree at least two, and this
vertex is incident with a loop. Note that subdividing any edge of an exceptional graph makes
it non-exceptional, and this operation enables us to apply Theorem 1.4 in many applications.

Theorem 1.4. For any positive integers d and h, there exist integers η and ξ such that the
following holds. Let H be a non-exceptional graph on h vertices with maximum degree d. Let G
be a graph with no edge-cut of order exactly 3 such that G does not contain an H-immersion.
Then there exists a tree-cut decomposition (T,X ) of G of adhesion at most η such that for every
t ∈ V (T ), there exists Zt ⊆ E(G) with |Zt| ≤ ξ such that if Gt is the torso at t, then there
exists a nonnegative integer kt such that the number of vertices of degree at least kt in Gt − Zt

is less than the number of vertices of degree at least kt in H.

Recall that if edge-cuts of order 3 are allowed, then “nearly embedding” must be included
in the conclusion of a structure theorem for excluding immersions. So forbidding edge-cuts of
order 3 is essential in order to obtain a clean structure theorem.

1.2 Applications

Theorem 1.4 is expected to be useful to reduce problems on H-immersion free graphs to
graphs whose degree sequence witnesses the H-immersion freeness. As a supportive evidence,
in an accompanied paper [16], we will use Theorem 1.4 to prove, for every graph H, an upper
bound and a lower bound for the minimum k such that every H-immersion free graph can be
partitioned into k induced subgraphs with bounded component size, where the upper and lower
bounds coincide for infinitely many graphs H and differ by 1 for the rest of graphs H. This is
the clustered coloring version of a question proposed independently by Lescure and Meyniel [14]
and Abu-Khzam and Langston [2] regarding the immersion-analog of Hadwiger’s conjecture and
Hajós’ conjecture on coloring. Note that the clustered coloring version of Hadwiger’s conjecture
and Hajós’ conjecture have been extensively studied. The result in [16] shows that the answer
for the immersion version of the clustered coloring problem behaves significantly differently
from the minor and topological minor version. We refer readers to [16] for more details.

A simple corollary of Theorem 1.4 is the following statement whose d-edge-connected case
is a result of Marx and Wollan [24, Theorem 1.2].

Corollary 1.5. For any positive integers d, h with d ≥ 4, there exists a positive integer ξ =
ξ(d, h) such that the following hold. If G is an H-immersion free graph for some graph H on
at most h vertices with maximum degree at most d, and every component of G has no edge-cut
of order k for every 3 ≤ k ≤ d − 1, then there exists a tree-cut decomposition (T,X ) of G of
adhesion at most ξ such that
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1. the maximum degree of T − S is at most ξ, where S = {e ∈ E(T ) : |adh(T,X )(e)| ≤ 2},
and

2. |Xt| ≤ ξ for every t ∈ V (T ).

In particular, the tree-cut width4 of G is at most 2ξ.

Corollary 1.5 can be used to prove the following enumerative result.

Theorem 1.6. For any positive integers d, h with d ≥ 4, there exists a positive integer c
such that the following hold. Let H be a graph on at most h vertices with maximum degree at
most d. Let C be the set of (vertex-)unlabelled H-immersion free graphs whose every maximal
2-edge-connected subgraph is d-edge-connected. Then

1. for every positive integer m, the number of members of C with m edges and with no isolated
vertex is at most cm, and

2. for every positive integer n, the number of simple members of C with n vertices is at most
cn.

Note that the d-edge-connectivity in Theorem 1.6 is required as there are superexponentially
many unlabelled (d− 1)-regular (d− 1)-edge-connected simple graphs on n vertices [3, 23, 34]
(see [4]), and every (d−1)-regular graph does not contain H as an immersion if H has maximum
degree d. Analogous results for minors and topological minors are known in the literature: for
every graph H, there exists c such that there are at most cn unlabelled simple n-vertex H-minor
free graphs [1, 11], implying that there are at most n!cn labelled simple n-vertex H-minor free
graphs [27]; for any integers d, d′ and graph H with maximum degree at most d, there exists
c such that there are at most cn unlabelled simple d-connected n-vertex H-topological minor
free graphs with maximum degree at most d′ [4].

Such enumeration results are motivated by the work in [25] about small addable classes. A
class C of graphs is small if there exists a constant c such that for every integer n, there are at
most n!cn labelled simple n-vertex graphs in C. So Theorem 1.6 and the aforementioned results
in [1, 4, 11, 27] show that certain classes are small. A class C of graphs is addable if

• G ∈ C if and only if every component of G is in C, and

• if G1, G2 ∈ C, then the graph obtained from a disjoint union of G1 and G2 by adding an
edge between G1 and G2 is in C.

McDiarmid, Steger and Welsh [25] proved many results about small addable classes of simple
graphs, such as the following.

Theorem 1.7 ([25]). Let C be a small addable class of simple graphs. Then the following hold.

1. limn→∞(N(n)/n!)1/n = c for some constant c, where N(n) is the number of n-vertex
labelled graphs in C.

2. For every positive integer k, if K1,k+1 ∈ C, then there exist constants b and n0 such that for
every n ≥ n0, selecting a graph G uniformly from the n-vertex graphs in C, the probability
that G has fewer than akn vertices of degree k is at most e−akn, where ak = b/(ck(k+2)!).

4The notion of tree-cut width is defined in Definition 1.10.
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3. The probability that the graph G in Statement 2 has an isolated vertex is at least a1/e+o(1).

As Theorem 1.6 shows that the class C mentioned in Theorem 1.6 is small and addable, all
conclusions of Theorem 1.7 apply to simple graphs in C.

Now we briefly discuss the proof of Theorem 1.4. Though the global decomposition theorem
for excluding minors can be easily derived from the local version [29], it is unclear how to use
similar arguments to derive Theorem 1.4 from the local decomposition in [17]. So we use a
strategy different from [29] to derive Theorem 1.4 from the results in [17]. A more detailed
proof sketch is included in Section 1.3.

A byproduct of our proof is a duality theorem for maximum order of edge-tangles and
tree-cut torso-width. The notion of edge-tangles will be defined in Section 2.

Definition 1.8. Let G be a graph.

• The torso-width of a tree-cut decomposition (T,X ) of G is the minimum w such that for
every t ∈ V (T ), the torso at t in (T,X ) has at most w edges.

• The tree-cut torso-width of G is the minimum w such that G admits a tree-cut decompo-
sition of torso-width w.

The notion of tree-cut torso-width is natural, but it seems that it was not considered in
the literature in our knowledge. Tree-cut torso-width is closely related to carving-width which
was introduced by Seymour and Thomas [32]. (See Section 5 for a formal definition of carving-
width.) Carving width can be viewed as an edge-analog of branch width which is another
extensively studied width parameter. Robertson and Seymour [28] proved that having bounded
branch width is equivalent to having bounded tree-width and is equivalent to having no tangle
of large order.

Tree-cut torso-width can be viewed as an edge-analog of tree-width based on their defini-
tions. So one might expect that having bounded carving-width is equivalent to having bounded
torso-width. It is easy to show that it is indeed the case if graphs are loopless; however, it
is not true when loops are allowed, as adding loops does not change the carving-width but
can make tree-cut torso-width arbitrarily large. Same situation happens for the relationship
between edge-tangles, carving-width and tree-cut torso-width. One corollary of general work of
Diestel and Oum on abstract separation systems [8, 9] shows that for loopless graphs, having
no edge-tangle of large order is equivalent to having bounded carving-width. A byproduct of
our proof of Theorem 1.4 is Proposition 1.9 which shows that it is true even when loops are
allowed and gives an independent proof for the case of loopless graphs.

Proposition 1.9. Let G be a graph. Let w be a nonnegative integer.

1. If the tree-cut torso-width of G is at most w, then the carving-width of G is at most w
and there exists no edge-tangle of order w + 1 in G.

2. If the carving-width of G is at most w and G is loopless, then the tree-cut torso-width of
G is at most 3w/2.

3. If there exists no edge-tangle of order w in G, then the tree-cut torso-width is at most
3w − 3.
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We conclude this subsection by discussing the relationship between our results and tree-cut
width which is the main width parameter for tree-cut decomposition considered in the literature
introduced by Wollan [33].

Definition 1.10. The width of a tree-cut decomposition (T,X ) of a graph G is the maximum
among the adhesion of (T,X ) and mint∈V (T )|V (H̄t)|, where H̄t is the graph, called the 3-center
at t, obtained from the torso at t by repeatedly suppressing peripheral vertices of degree at
most two until every peripheral vertex has degree at least 3. The tree-cut width of G is the
minimum width of a tree-cut decomposition of G.

The motivation for considering 3-centers is to avoid very simple graphs such as stars having
large width. Tree-cut width is an effective width parameter with respect to problems about
immersions. For example, Wollan [33] proved an analogy of the Grid Minor Theorem: every
graph with large tree-cut width contains a large wall as an immersion.

It is easy to see that every graph with bounded tree-cut torso-width has bounded tree-
cut width, but the converse is not true. Hence large tree-cut torso-width does not ensure the
existence of a large wall immersion. But this issue can be easily fixed. Note that for any fixed
integer k, if G is a 3-edge-connected graph such that every vertex is incident with at most k
loops and every pair of vertices has at most k parallel edges between them, then G has bounded
tree-cut width implies that G has bounded tree-cut torso-width. This extra assumption can
be made when considering immersion problems. As for any fixed graph H, if there exists an
H-immersion in a graph G, then there exists an H-immersion in G such that only at most
|E(H)| parallel edges between each fixed pair of vertices of G and at most |E(H)| loops of G
are involved in the H-immersion. So to test whether a graph contains an H-immersion or not,
one can only keep at most |E(H)| loops incident with each vertex and at most |E(H)| parallel
edges between each pair of vertices. In addition, to test if a graph G contains a 3-edge-connected
graph H or a wall as an immersion, it suffices to first decompose G along edge-cuts of order
at most 2 into smaller graphs with the edges in the edge-cuts split off, and then test whether
each smaller graph contains an H-immersion or not. Hence Wollan’s wall-immersion theorem
can be adapted to tree-cut torso-width of the modified graphs as well.

1.3 Proof sketch and organization

In this subsection, we sketch the proof of Theorem 1.4. Other results (Corollary 1.5, Theo-
rem 1.6, and Proposition 1.9) are fairly simple corollaries of Theorem 1.4 or lemmas developed
on the way for proving it and are formally proved in Section 5.

Let G and H be the graphs stated in Theorem 1.4. Note that given a tree-cut decomposition
(T,X ) of G, for each edge e of T , it defines an edge-cut of G, where each side in the edge-cut
is the union of the bags of the nodes in a component of T − e. And for each node t of T , the
edge-cuts of G defined by the edges of T incident with t defines a cross-free family if we always
put the side having the bag at t into the second part of each edge-cut. (Cross-free families will
be formally defined in Section 3.) Note that the torso at t can be easily told by this cross-free
family.

To show that a tree-cut decomposition (T,X ) satisfies Theorem 1.4, our attention is on
the nodes whose torsos have sufficiently many edges, as for every node t whose torso has only
few edges, we can put all edges of the torso into Zt. Hence we would like to show that each
node whose torso has many edges corresponds to an edge-tangle of large order and show that
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this torso comes from the cross-free family obtained by the local decomposition theorem with
respect to this edge-tangle.

We first discuss the correspondence between nodes and edge-tangles. Edge-tangles is for-
mally defined in Section 2. Roughly speaking, each edge-tangle comes from a choice of a side of
each edge-cut [A,B] by indicating which A or B is “more important”. For a node t of T whose
torso has many edges, if for each edge-cut [A,B] of order less than a constant θ, one side of
[A,B] contains only few edges of the torso, then we can say the other side is more important,
so we can define an edge-tangle E . In this case, we can say that the node t corresponds to E .
We call a tree-cut decomposition with this property a θ-smooth tree-cut decomposition. See
Section 2 for a formal definition. The existence of a θ-smooth tree-cut decomposition is proved
in Theorem 2.2. The formal correspondence between edge-tangles and nodes whose torsos have
many edges is also proved in Section 2.

Note that it is easy to see how an edge-cut given by an edge of T distinguishes different
edge-tangles given by nodes of T . But we need to understand other edge-cuts that distinguish
different edge-tangles for the future usage. This is the motivation of “separators” defined in
Section 2. Partial information about such separators can also be told from a θ-smooth tree-cut
decomposition, as shown in Section 2.

Now we know that each node whose torso with many edges corresponds to an edge-tangle.
So for each edge-tangle Et defined by such a node t of T , we can apply the local decomposition
theorem (Lemma 4.4) with respect to Et to obtain a cross-free family Dt such that if the
collection of the edge-cuts given by the edges of T incident with t is Dt, then the torso at t
would satisfy Theorem 1.4. However, edge-cuts in Dt1 can cross edge-cuts in Dt2 for distinct
nodes t1 and t2, so it is unlikely that we can “realize” Dt for all nodes t simultaneously in
(T,X ). So we would like to modify each Dt to obtain a new cross-free family D′

t such that the
edge-cuts in D′

t1
do not cross the edge-cuts in D′

t2
for different nodes t1 and t2, and Theorem

1.4 would still hold if we can realize D′
t in (T,X ) instead of Dt.

To make sure that the edge-cuts in Dt1 do not cross the edge-cuts in Dt2 for distinct nodes
t1, t2, we need to consider edge-cuts that distinguish the edge-tangles consistent with Dt1 from
the edge-tangles consistent with Dt2 . This is the motivation of “segregators” and “guards”
defined in Section 3. In Section 3, we develop tools to show that we can indeed modify each
Dt into D′

t such that D′
t still preserves certain nice properties of Dt such that realizing D′

t in a
tree-cut decomposition still ensures the validity of Theorem 1.4, and for distinct nodes t1 and
t2, the edge-cuts in D′

t1
do not cross the edge-cuts in D′

t2
.

In Section 4, we formally show how to modify a smooth tree-cut decomposition (T,X ) to
construct a new tree-cut decomposition (T ∗,X ∗) so that each node t of T ∗ whose torso in
(T ∗,X ∗) has many edges comes from a node of T whose torso in (T,X ) has many edges, and
D′

t is realized in (T ∗,X ∗) to complete the proof.

1.4 Definitions

The following notions and notations will be frequently used in this paper.

Definition 1.11. Let G be a graph.

• An edge-cut [A,B] of a graph G is an ordered pair of disjoint subsets of V (G) such that
A ∪ B = V (G). The order of an edge-cut [A,B] of G is the number of edges of G with
one end in A and one end in B.

9



• Let (T,X ) be a tree-cut decomposition of G. Let t be a node of T or a connected subgraph
of T . Let e be an edge of T with at most one end in t. We define [Ae,t, Be,t] to be the
edge-cut of G with Be,t =

∪
t′′ Xt′′ , where the union is over all nodes t′′ contained in the

component of T − e containing t.

• For every subset S of V (G), we define G[S] to be the subgraph of G induced by S.

• The degree sequence of G is the non-increasing sequence (d1, d2, ..., d|V (G)|) such that there
exists a bijection ι : V (G) → [|V (G)|] such that for every v ∈ V (G), the degree of v equals
dι(v).

2 Smooth tree-cut decompositions

Let (T,X ) be a tree-cut decomposition of a graph G. For every positive integer k, a pseudo-
k-cell in (T,X ) is a component C of the forest obtained from T by deleting all edges of T whose
adhesion set has size less than k; a k-cell in (T,X ) is a pseudo-k-cell C such that the number
of edges in the torso at C is at least k.

Let θ be a positive integer. Let (T,X ) be a tree-cut decomposition of a graph G. We say
that (T,X ) is θ-smooth if for every C which is a θ-cell in (T,X ) or a node of T , for any sets Y
and Z of edges of the torso at C with |Y | = |Z| ≤ θ, there does not exist an edge-cut [A,B] of
G of order less than |Y | such that every edge in Y is incident with A and every edge in Z is
incident with B.

The following is an easy but useful restatement of the definition of the θ-smooth property.

Lemma 2.1. Let (T,X ) be a tree-cut decomposition of a graph G. Let θ be a positive integer.
Then (T,X ) is θ-smooth if and only if for every C that is a node of T or a θ-cell in (T,X ),
there exists no edge-cut [A,B] of G of order less than θ such that each of A and B is incident
with at least |[A,B]| + 1 edges of the torso at C.

Proof. Assume that there exists C that is a node of T or a θ-cell in (T,X ) and there exists
an edge-cut [A,B] of G of order less than θ such that each A and B is incident with at least
|[A,B]|+1 edges of the torso at C. Then there exists a set Y of edges of the torso at C incident
with A with |Y | = |[A,B]| + 1 ≤ θ, and there exists a set Z of the edges of the torso at C
incident with B with |Z| = |[A,B]|+1. Note that |[A,B]| < |Y |. Hence (T,X ) is not θ-smooth.

Assume that (T,X ) is not θ-smooth. Then there exists C which is a θ-cell in (T,X ) or a
node of T , and there exist sets Y and Z of edges of the torso at C with |Y | = |Z| ≤ θ and an
edge-cut [A,B] of G of order less than |Y | such that every edge in Y is incident with A and
every edge in Z is incident with B. So [A,B] is an edge-cut of G of order less than |Y | ≤ θ
such that A is incident with at least |Y | ≥ |[A,B]| + 1 edges and B is incident with at least
|Z| ≥ |[A,B]| + 1 edges.

Let (T,X ) be a tree-cut decomposition of a graph G. For integers i, j with 1 ≤ i ≤ |E(G)|
and 1 ≤ j ≤ |E(G)|, we define

• ai,j to be the number of i-cells L of (T,X ) such that the torso at L has at least j edges,
and

• ai is the sequence (ai,|E(G)|, ai,|E(G)|−1, ..., ai,1).
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Let k be a positive integer. The k-signature of (T,X ) is the sequence (ak, ak−1, ..., a1).
Intuitively, if a tree-cut decomposition of G is not θ-smooth, then we can “insert” an edge-

cut of G into this tree-cut decomposition to break a cell L into two cells with fewer edges, so it
decreases some entry in the signature with the price that increases entries appearing later than
the aforementioned entry in the signature; and if one can make sure that every entry appearing
earlier than the aforementioned entry does not increase, then the lexicographic order of the
signature decreases. The following theorem shows that this intuition is correct, if we choose
the edge-cut that breaks the cell carefully.

Theorem 2.2. Let G be a graph. Let θ be a positive integer. Let (T,X ) be a tree-cut decom-
position of G of lexicographically minimum θ-signature. Then (T,X ) is θ-smooth.

Proof. Suppose to the contrary that (T,X ) is not θ-smooth. By Lemma 2.1, there exist L that
is either a θ-cell in (T,X ) or a node of T , a positive integer k ∈ [θ], and an edge-cut [A,B] of G
of order k− 1 such that there are at least |[A,B]|+ 1 = k edges in the torso at L incident with
A and there are at least |[A,B]| + 1 = k edges in the torso of L incident with B. We further
choose L and [A,B] such that |{e ∈ E(T ) : e has at most one end in V (L), either Ae,L ⊆ A or
Ae,L ⊆ B}| is as large as possible.
Claim 1: For every edge e of T with at most one end in V (L), either

• Ae,L ⊆ A or Ae,L ⊆ B, or

• |[A ∩ Ae,L, B ∪Be,L]| < |[Ae,L, Be,L]| and |[A ∪Be,L, B ∩ Ae,L]| < |[Ae,L, Be,L]|.

Proof of Claim 1: Suppose to the contrary that there exists an edge e of T with at most one
end in V (L) such that Ae,L ̸⊆ A, Ae,L ̸⊆ B, and either |[A ∩ Ae,L, B ∪ Be,L]| ≥ |[Ae,L, Be,L]| or
|[A∪Be,L, B∩Ae,L]| ≥ |[Ae,L, Be,L]|. By symmetry, we may assume that |[A∩Ae,L, B∪Be,L]| ≥
|[Ae,L, Be,L]|.

Let S1 be the set of the edges of the torso at L incident with B but not incident with
B ∩Be,L. Since e has at most one end in V (L), no edge of the torso at L has both ends in Ae,L.
So every edge in S1 has one end in B ∩Ae,L and one end in A∩Be,L. Let S2 be the set of edges
of G with one end in B ∩ Ae,L and one end in A ∩ Be,L. So S1 ⊆ S2. Since there are at least
|[A,B]| + 1 edges of the torso at L incident with B, there are at least |[A,B]| + 1 − |S1| edges
of the torso at L incident with B ∩Be,L.

In addition, |[A,B]| + |[Ae,L, Be,L]| = |[A∩Ae,L, B ∪Be,L]| + |[A∪Ae,L, B ∩Be,L]| + 2|S2| ≥
|[Ae,L, Be,L]|+ |[A∪Ae,L, B∩Be,L]|+2|S2|. So |[A∪Ae,L, B∩Be,L]| ≤ |[A,B]|−2|S2| ≤ |[A,B]|−
|S1| ≤ |[A,B]|. Since A ∪ Ae,L ⊇ A, there are at least |[A,B]| + 1 ≥ |[A ∪ Ae,L, B ∩ Be,L]| + 1
edges of the torso at L incident with A ∪ Ae,L. And there are at least |[A,B]| + 1 − |S1| ≥
|[A ∪ Ae,L, B ∩Be,L]| + 1 edges of the torso at L incident with B ∩Be,L.

Let S = {e′ ∈ E(T ) : e′ has at most one end in V (L), either Ae′,L ⊆ A or Ae′,L ⊆ B}.
Since Ae,L ̸⊆ A and Ae,L ̸⊆ B, for every edge e′ ∈ S, Ae,L ̸⊆ Ae′,L. So for every e′ ∈ S, either
Ae′,L ⊆ Ae,L or Ae′,L ⊆ Be,L, so either Ae′,L ⊆ A ∪ Ae,L or Ae′,L ⊆ B ∩ Be,L. In addition,
Ae,L ⊆ A ∪ Ae,L and e ̸∈ S. Therefore, [A ∪ Ae,L, B ∩ Be,L] is a better choice than [A,B], a
contradiction. □

Since there are at least |[A,B]|+1 = k edges of the torso at L incident with A, L is contained
in an r-cell for some r ≥ k. Let k∗ be the largest integer with k∗ ∈ [θ] such that L is contained
in a k∗-cell L∗. Note that k∗ ≥ k.
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If L is not a θ-cell, then L is a node, and we define T0 = T and let t0 = L; if L is a θ-cell,
define T0 to be the tree obtained from T by contracting L into a new vertex t0. Let T ∗ be the
tree obtained from a union of two disjoint copies T ′, T ′′ of T0 by adding an edge t′0t

′′
0, where t′0, t

′′
0

are the copies of t0 in T ′, T ′′, respectively. For any x which is a node, an edge or a subgraph of
T0, we denote the copy of x in T ′ and T ′′ by x′ and x′′, respectively.

For every node t ∈ V (T0) − {t0}, we define X∗
t′ = Xt ∩ A and X∗

t′′ = Xt ∩ B. Define
X∗

t′0
= XL∗ ∩ A and X∗

t′′0
= XL∗ ∩ B. Then (T ∗,X ∗) is a tree-cut decomposition of G, where

X ∗ = (X∗
t : t ∈ V (T ∗)).

For every edge e ∈ E(T ∗)−{t′0t′′0}, let f(e) be the edge of T0 such that e = f(e)′ or e = f(e)′′.
Note that for every e ∈ E(T ′), adh(T ∗,X ∗)(e) is the set of edges with one end in A ∩Af(e),L and
one end in B ∪Bf(e),L; for every edge e ∈ E(T ′′), adh(T ∗,X ∗)(e) is the set of edges with one end
in B ∩ Af(e),L and one end in A ∪ Bf(e),L. So by Claim 1, for every edge e ∈ E(T ∗) − {t′0t′′0},
|adh(T ∗,X ∗)(e)| ≤ |adh(T,X )(f(e))|. And adh(T ∗,X ∗)(t

′
0t

′′
0) is the set of edges with one end in A

and one end in B, so |adh(T ∗,X ∗)(t
′
0t

′′
0)| = k − 1 < k∗. So for every integer r with θ ≥ r ≥ k∗

and every r-cell R in (T ∗,X ∗), there exists a pseudo-r-cell f(R) in (T,X ) such that either
R ⊆ f(R)′ or R ⊆ f(R)′′.
Claim 2: For every integer r with θ ≥ r ≥ k∗ and every r-cell R in (T ∗,X ∗) with {t′0, t′′0} ∩
V (R) = ∅, the number of edges of the torso at f(R) is at least the number of edges of the torso
at R. Furthermore, if the number of edges of the torso at R equals the number of edges of the
torso at f(R), then R is the only r-cell in (T ∗,X ∗) contained in f(R)′ ∪ f(R)′′, and either

• Xf(R) ⊆ A and R = f(R)′, or

• Xf(R) ⊆ B and R = f(R)′′.

In particular, f(R) is an r-cell in (T,X ).
Proof of Claim 2: We may assume that the number of edges of the torso at f(R) is at
most the number of edges of the torso at R, for otherwise we are done. By symmetry, we may
assume that R ⊆ T ′. Let w be the peripheral vertex of the torso at R in (T ∗,X ∗) such that w
is obtained from contracting the component of T ∗ − V (R) containing t′0. Let ew be the edge of
T ∗ with one end in V (R) and one end in the component of T ∗ − V (R) containing t′0.

We first assume that Af(ew),L ̸⊆ A and Af(ew),L ̸⊆ B. By Claim 1, |[A ∩ Af(ew),L, B ∪
Bf(ew),L]| < |[Af(ew),L, Bf(ew),L]| = |adh(T,X )(f(ew))|.

Let Sw be the set of edges of the torso at R incident with w. That is, Sw consists of the
edges of G between A∩Af(ew),L and B ∪Bf(ew),L. So |Sw| < |adh(T,X )(f(ew))|. Note that every
edge in adh(T,X )(f(ew)) is an edge of the torso at f(R).

Let Qw be the set of edges of the torso at R not incident with w. Then all ends of any edge
in Qw are contained in A ∩ Af(ew),L. So every edge in Qw is an edge of the torso at f(R) and
is not in adh(T,X )(f(ew)). Hence the set of the edges of the torso at f(R) contains the union of
the two disjoint sets adh(T,X )(f(ew)) and Qw. So the number of edges of the torso at f(R) is at
least |adh(T,X )(f(ew))| + |Qw| > |Sw| + |Qw|. Therefore, the number of edges of the torso at R
equals |Sw| + |Qw| which is smaller than the number of edges at the torso at f(R). So we are
done.

Hence we may assume that Af(ew),L ⊆ A or Af(ew),L ⊆ B. If Af(ew),L ⊆ B, then the torso
at R has no edge, a contradiction. So Af(ew),L ⊆ A. Hence adh(T,X )(f(ew)) ⊆ adh(T ∗,X ∗)(ew).
Since ew has exactly one end in V (R), |adh(T ∗,X ∗)(ew)| < r. So f(ew) has exactly one end in
f(R). That is, f(ew) is the edge incident with f(R) such that f(R) and t0 belong to different
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components in T0 − f(ew). Therefore, Xf(R) ⊆ Af(ew),L ⊆ A. This implies that for every edge
e′ of T ′ in which f(e′) is an edge of f(R), adh(T,X )(f(e′)) ⊆ adh(T ∗,X ∗)(e

′), so e′ is contained in
R. Therefore, R = f(R)′. Similarly, since Af(ew),L ⊆ A, we know Af(ew)′′,t′′0

= ∅, so there exists
no r-cell in (T ∗,X ∗) contained in f(R)′′.

Since R is an r-cell, the torso at R contains at least r edges. Hence the torso at the
pseudo-r-cell f(R) contains at least r edges. So f(R) is an r-cell. □
Claim 3: For every r ∈ [θ] with r ≥ k∗, if there exists an r-cell Q in (T ∗,X ∗) containing t′0 or
t′′0, then r = k∗, the number of edges of the torso at Q in (T ∗,X ∗) is strictly smaller than the
number of edges of the torso at L∗ in (T,X ), and f(Q) = L∗.
Proof of Claim 3: Let Q be an r-cell in (T ∗,X ∗) for some θ ≥ r ≥ k∗ containing t′0 or t′′0.
Since |adh(T ∗,X ∗)(t

′
0t

′′
0)| = k − 1 < k∗, Q contains exactly one of t′0 and t′′0. By symmetry, we

may assume that Q contains t′0. So Q is contained in T ′.
We first assume that L is a θ-cell. Then k∗ = θ and L = L∗ by the definition of k∗ and

L∗. Since k∗ ≤ r ≤ θ, r = k∗ = θ. By Claim 1, for every e ∈ E(T ∗) incident with t′0,
|adh(T ∗,X ∗)(e)| ≤ |adh(T,X )(f(e))| < θ, so Q consists of t′0. So every edge of the torso at Q is
either between A and B, or an edge of the torso at L with both ends in A. Since there are at
least |[A,B]| + 1 edges of the torso at L incident with B, the number of edges of the torso at
Q is strictly smaller than the number of edges of the torso at L.

So we may assume that L is not a θ-cell. Hence L = t0 and T0 = T . So there exists
a pseudo-r-cell f(Q) in (T,X ) such that Q ⊆ f(Q)′ by Claim 1. Since Q contains t′0, f(Q)
contains L. Since L ∈ V (f(Q)) and there are at least |[A,B]| + 1 edges of the torso at L
incident with B, there are at least |[A,B]|+1 edges of the torso at f(Q) incident with B. Since
Q contains t′0 and Q ⊆ T ′, every edge of the torso at Q either has both ends in A or is between
A and B. Note that every edge in the former case is an edge of the torso at f(Q) not incident
with B. Hence the number of edges of the torso at f(Q) is strictly more than the number of
edges of the torso at Q. Since Q is an r-cell and f(Q) is a pseudo-r-cell, f(Q) is an r-cell. So
f(Q) is an r-cell containing L with k∗ ≤ r ≤ θ. By the maximality of k∗, k∗ ≥ r. So k∗ = r
and hence f(Q) = L∗. □

For every r ∈ [θ] with r ≥ k∗, let gr be the function such that for every r-cell Q of (T ∗,X ∗),

• if Q contains t′0 or t′′0, then gr(Q) = L∗,

• otherwise, gr(Q) = f(Q).

By Claims 2 and 3, for each r with θ ≥ r ≥ k∗, gr maps each r-cell Q of (T ∗,X ∗) to an r-cell
gr(Q) of (T,X ) such that the number of edges of the torso at Q is at most the number of edges
of the torso at gr(Q); furthermore, if the number of edges of the torso at Q and gr(Q) are the
same, then there exists no r-cell W other than Q with gr(W ) = gr(Q). Hence the r-signature
of (T ∗,X ∗) is (lexicographically) at most the r-signature of (T,X ) for each r with θ ≥ r ≥ k∗.
Since L∗ is a k∗-cell such that either there exists no k∗-cell in (T ∗,X ∗) mapped to L∗ by gk∗ , or
all k∗-cells Q of (T ∗,X ∗) with gk∗(Q) = L∗ satisfy that the torso at Q has less edges than the
torso at L∗ by Claims 2 and 3, we know that the θ-signature of (T ∗,X ∗) is lexicographically
strictly smaller than the θ-signature of (T,X ), contradicting the minimality of (T,X ). This
proves the theorem.

Let θ be a positive integer. An edge-tangle E of order θ in a graph G is a set of edge-cuts of
G of order less than θ such that the following hold.
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(E1) For every edge-cut [A,B] of G of order less than θ, either [A,B] ∈ E or [B,A] ∈ E ;

(E2) If [A1, B1], [A2, B2], [A3, B3] ∈ E , then B1 ∩B2 ∩B3 ̸= ∅.

(E3) If [A,B] ∈ E , then G has at least θ edges incident with vertices in B.

Note that if an edge-tangle E of order θ ≥ 1 in G exists, then [∅, V (G)] ∈ E by (E1) and (E2),
so |E(G)| ≥ θ by (E3). Furthermore, for every [A,B] ∈ E , there exists an edge of G whose
every end is in B by (E3).

The following lemma (Lemma 2.3) shows that every θ-cell in a θ-smooth tree-cut decompo-
sition with sufficiently many edges in its torso defines an edge-tangle of order θ.

Let (T,X ) be a tree-cut decomposition of a graph G. Let θ be a positive integer. We say
that a θ-cell L is θ-fat if the torso at L contains at least 3θ − 2 edges. Lemma 2.3 shows that
every θ-fat θ-cell in a θ-smooth tree-cut decomposition defines an edge-tangle of order θ. We
call the edge-tangle E mentioned in Lemma 2.3 the edge-tangle defined by L.

Lemma 2.3. Let G be a graph. Let θ be a positive integer. Let (T,X ) be a θ-smooth tree-cut
decomposition in G. Let L be a θ-fat θ-cell. Let E be the collection of edge-cuts [A,B] of order
less than θ such that A is incident with at most |[A,B]| edges of the torso at L. Then E is an
edge-tangle in G of order θ.

Proof. Let [A,B] be an edge-cut of G of order less than θ. If [A,B] ̸∈ E and [B,A] ̸∈ E , then
A is incident with at least |[A,B]| + 1 edges of the torso at L, and B is incident with at least
|[A,B]| + 1 edges of the torso at L. But |[A,B]| < θ. It contradicts that (T,X ) is θ-smooth.
Hence either [A,B] ∈ E or [B,A] ∈ E . Therefore, E satisfies (E1).

Suppose that there exist [Ai, Bi] ∈ E for i ∈ [3] such that B1 ∩ B2 ∩ B3 = ∅. For each i,
since [Ai, Bi] ∈ E , Ai is incident with at most |[A,B]| ≤ θ − 1 edges of the torso at L. Hence
A1∪A2∪A3 is incident with at most 3θ− 3 edges of the torso at L. Since the torso at L has at
least 3θ−2 edges, some edge of the torso at L has all ends in B1∩B2∩B3. So B1∩B2∩B3 ̸= ∅.
Therefore, E satisfies (E2).

Suppose that there exists [C,D] ∈ E such that G has less than θ edges incident with D.
Then D is incident with at most θ − 1 edges of the torso at L. Since [C,D] ∈ E , C is incident
with at most θ − 1 edges of the torso at L. Hence the torso at L has at most 2θ − 2 < 3θ − 2
edges, a contradiction. Therefore, E satisfies (E3) and hence is an edge-tangle of order θ

The following simple lemma was proved in [17].

Lemma 2.4 ([17, Lemma 2.3]). Let θ be a positive integer. Let G be a graph and E an edge-
tangle of order θ in G. If [A,B], [C,D] ∈ E , then the following hold.

1. If the order of [A ∪ C,B ∩D] is less than θ, then [A ∪ C,B ∩D] ∈ E .

2. If A′ ⊆ A and [A′, V (G)−A′] is an edge-cut of G of order less than θ, then [A′, V (G)−A′] ∈
E.

The following lemma shows that given an edge-tangle E of a graph G, one can check, for
each edge-cut [A,B] of G of small order given by an edge e of a tree-cut decomposition (T,X ),
whether [A,B] ∈ E , by simply seeing which component of T − e contains a specific cell.
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Lemma 2.5. Let G be a graph. Let θ be a positive integer. Let E be an edge-tangle in G of order
θ. Let (T,X ) be a tree-cut decomposition of G. Then there exists a unique θ-cell CE such that for
every edge e of T with at most one end in V (CE) and with |adh(T,X )(e)| < θ, [Ae,CE , Be,CE ] ∈ E .
In particular, for every edge e of T with exactly one end in V (CE), [Ae,CE , Be,CE ] ∈ E .

Proof. Note that for every edge e = t1t2 of T with |adh(T,X )(e)| < θ, [XV (Tt1,t2 )
, XV (Tt2,t1 )

] is
an edge-cut of G of order less than θ, where Tt1,t2 , Tt2,t1 are the two components of T − e such
that Tt1,t2 contains t2, so either [XV (Tt1,t2 )

, XV (Tt2,t1 )
] ∈ E or [XV (Tt2,t1 )

, XV (Tt1,t2 )
] ∈ E by (E1).

Let T ∗ be the tree obtained from T by contracting each pseudo-θ-cell into a node. So for each
e ∈ E(T ∗), |adh(T,X )(e)| < θ. For every edge t1t2 of T ∗, we define a direction on t1t2 such that
t2 is the head if and only if [XV (Tt2,t1 )

, XV (Tt1,t2 )
] ∈ E . Note that the direction on the edges

is well-defined by (E1) and (E2). Since the sum of the out-degree of the nodes of T ∗ equals
|E(T ∗)|, some node of T ∗ has out-degree at most |E(T ∗)|/|V (T ∗)| < 1. So T ∗ contains a node
tE with out-degree 0 in the orientation.

Suppose there exists an edge e of T ∗ such that [Ae,tE , Be,tE ] ̸∈ E . Since e is an edge of T ∗,
|adh(T,X )(e)| < θ. Since [Ae,tE , Be,tE ] ̸∈ E and |adh(T,X )(e)| < θ, by (E1), [Be,tE , Ae,tE ] ∈ E . So tE
and the head of e belong to different components of T ∗− e. Hence there exists an edge e′ of T ∗

such that e′ is incident with tE , and tE and the head of e belong to different components of T ∗−e′.
Since tE has out-degree 0, [Ae′,tE , Be′,tE ] ∈ E . Since [Be,tE , Ae,tE ] ∈ E and [Ae′,tE , Be′,tE ] ∈ E , by
(E2), Ae,tE ∩Be′,tE ̸= ∅, a contradiction.

Hence for every edge e of T ∗, [Ae,tE , Be,tE ] ∈ E . This implies that tE is the unique node of
T ∗ with out-degree 0 in the orientation.

Note that there exists a pseudo-θ-cell TE in (T,X ) contracted into tE . Since every edge of
T with |adh(T,X )(e)| < θ is an edge of T ∗, for every edge e of T with at most one end in TE and
with |adh(T,X )(e)| < θ, [Ae,tE , Be,tE ] ∈ E . Since tE is the unique node of T ∗ with out-degree 0,
TE is the unique pseudo-θ-cell in (T,X ) with this property. Note that every edge e of T with
exactly one end in V (TE) has |adh(T,X )(e)| < θ since TE is a pseudo-θ-cell.

To prove this lemma, it suffices to prove that TE is a θ-cell in (T,X ). That is, it suffices to
prove that the torso at TE in (T,X ) contains at least θ edges.

Suppose that there are at most θ− 1 edges in the torso at TE in (T,X ). Let A1 =
∪

eAe,TE ,
where the union is over all edges of T with exactly one end in TE . Let B1 = V (G) − A1. So
B1 =

∩
eBe,TE , where the intersection is over all edges of T with exactly one end in TE . For

every subset S of the set of edges of T with exactly one end in TE , let AS =
∪

e∈S Ae,TE and
BS = V (G) − AS. Note that for every such set S, |[AS, BS]| is at most the number of edges of
the torso at TE which is less than θ. Since [Ae,TE , Be,TE ] ∈ E for each edge e of T with exactly
one end in TE , by Lemma 2.4 and induction on |S|, we know [A1, B1] ∈ E .

Note that B1 = XV (TE), and the number of edges of G incident with XV (TE) is at most the
number of edges of the torso at TE . Hence B1 is incident with at most θ − 1 edges of G. So
[A1, B1] ̸∈ E by (E3), a contradiction. This shows that TE is a θ-cell.

Let E1, E2 be distinct edge-tangles in a graph G. Then an (E1, E2)-separator is an edge-cut
[A,B] in G such that [A,B] ∈ E1 − E2 and [B,A] ∈ E2 − E1. A minimum (E1, E2)-separator is
an (E1, E2)-separator with minimum order.

Let G be a graph. Let C be a collection of edge-tangles in G and let E be an edge-tangle in
G. A (C, E)-separator is an edge-cut [A,B] of G such that [A,B] ∈ E ′ − E and [B,A] ∈ E − E ′

for every E ′ ∈ C. A minimum (C, E)-separator is a (C, E)-separator with minimum order.
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Lemma 2.6. Let G be a graph. Let C be a collection of edge-tangles in G. Let E be an edge-
tangle in G. Let [A,B] be a minimum (C, E)-separator. Then for every E ′ ∈ C, there exists a
minimum (E ′, E)-separator [C,D] such that A ⊆ C and B ⊇ D.

Proof. Let E ′ be a member of C. Let [C,D] be a minimum (E ′, E)-separator such that C is
maximal. Since [A,B] is a (C, E)-separator, [A,B] is an (E ′, E)-separator.

Suppose |[A∪C,B∩D]| > |[C,D]|. By the submodularity, |[A∩C,B∪D]| < |[A,B]|. Since
[A,B] is a (C, E)-separator, [A ∩ C,B ∪D] is a (C, E)-separator by Lemma 2.4. But the order
of [A ∩ C,B ∪D] is smaller than |[A,B]|, a contradiction.

So |[A∪C,B∩D]| ≤ |[C,D]|. By Lemma 2.4, [A∪C,B∩D] is an (E ′, E)-separator of order
at most |[C,D]|. By the choice of [C,D], A ∪ C ⊆ C. So A ⊆ C. This implies that B ⊇ D.

The following lemma builds a relationship between edge-tangles and fat cells in a smooth
tree-cut decomposition and shows that information about edge-cuts separating different edge-
tangles can be told by the tree edges.

Lemma 2.7. Let G be a connected graph. Let θ be a positive integer. Let (T,X ) be a θ-smooth
tree-cut decomposition of G. Then there exists a function ι that maps each edge-tangle E of
order θ to a θ-cell in (T,X ) such that the following hold.

1. For every edge-tangle E of order θ and each edge e of T with exactly one end in V (ι(E)),
[Ae,ι(E), Be,ι(E)] ∈ E .

2. If L is a θ-fat θ-cell and E is an edge-tangle of order θ defined by L, then ι(E) = L.

3. Let C be a collection of edge-tangles in G of order θ such that every member of C is defined
by some θ-fat θ-cell in (T,X ). Let E be an edge-tangle in G of order θ defined by some
θ-fat θ-cell in (T,X ). If there exists an edge e of T with exactly one end in V (ι(E)) such
that the component of T − e containing ι(E) is disjoint from V (ι(E ′)) for every E ′ ∈ C,
then [Be,ι(E), Ae,ι(E)] is a (C, E)-separator, and for every minimum (C, E)-separator [A,B],

(a) Be,ι(E) ⊆ A, and

(b) for every E ′ ∈ C, if eE ′ is the edge of T with exactly one end in V (ι(E ′)) such that
ι(E) and ι(E ′) belong to different components of T − eE ′, then BeE′ ,ι(E ′) ⊆ B.

Proof. Define ι to be the function whose domain is the set of all edge-tangles in G of order
θ such that for each edge-tangle E , ι(E) is the θ-cell CE mentioned in Lemma 2.5. Then
Statement 1 immediately follows from Lemma 2.5. And Statement 2 follows from Lemma 2.3
and the uniqueness part of Lemma 2.5.

Now we prove Statement 3. Let C, E and e be the collection, edge-tangle, and edge of
T mentioned in Statement 3, respectively. By Statement 1, [Ae,ι(E), Be,ι(E)] ∈ E . Since e
has exactly one end in V (ι(E)), e has at most one end in V (ι(E ′)) for every E ′ ∈ C. For
every E ′ ∈ C, since ι(E ′) and ι(E) are contained in different components of T − e, we have
[Be,ι(E), Ae,ι(E)] = [Ae,ι(E ′), Be,ι(E ′)] ∈ E ′ by Lemma 2.5. So [Be,ι(E), Ae,ι(E)] is a (C, E)-separator.

Let [A,B] be a minimum (C, E)-separator. We first prove Statement 3(a).
If |[A∪Be,ι(E), B∩Ae,ι(E)]| < |[A,B]|, then by Lemma 2.4, [A∪Be,ι(E), B∩Ae,ι(E)] is a (C, E)-

separator with order less than |[A,B]|, contradicting the minimality of [A,B]. So |[A∪Be,ι(E), B∩
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Ae,ι(E)]| ≥ |[A,B]|. By the submodularity, |[A ∩ Be,ι(E), B ∪ Ae,ι(E)]| ≤ |[Ae,ι(E), Be,ι(E)]| < θ. So
[B ∪ Ae,ι(E), A ∩Be,ι(E)] ∈ E and [A ∩Be,ι(E), B ∪ Ae,ι(E)] is a (C, E)-separator by Lemma 2.4.

Let G1 be the torso at ι(E). Since E is defined by ι(E), B ∪ Ae,ι(E) is incident with at most
|[B ∪ Ae,ι(E), A ∩ Be,ι(E)]| ≤ |[Ae,ι(E), Be,ι(E)]| edges of G1. Let w1 be the vertex in G1 obtained
by identifying Ae,ι(E). Since every edge of G1 incident with w1 is an edge of G incident with
B∪Ae,ι(E), and there are |[Ae,ι(E), Be,ι(E)]| such edges, we know there are at least |[Ae,ι(E), Be,ι(E)]|
edges of G1 incident with B ∪ Ae,ι(E). So |[B ∪ Ae,ι(E), A ∩ Be,ι(E)]| = |[Ae,ι(E), Be,ι(E)]|, and the
set of edges of G1 incident with B ∪ Ae,ι(E) equals the set of edges of G1 between Ae,ι(E) and
Be,ι(E). Since every edge of G1 between B ∪ Ae,ι(E) and A ∩ Be,ι(E) is incident with B ∪ Ae,ι(E),
the set of edges of G1 between B ∪Ae,ι(E) and A∩Be,ι(E) equals the set of edges of G1 between
Ae,ι(E) and Be,ι(E). In addition, since |[B ∪Ae,ι(E), A∩Be,ι(E)]| = |[Ae,ι(E), Be,ι(E)]| and every edge
of G between Ae,ι(E) and Be,ι(E) is in G1, the set of edges of G between B∪Ae,ι(E) and A∩Be,ι(E)
equals the set of edges of G between Ae,ι(E) and Be,ι(E).

Suppose that there exists an edge f of G between Be,ι(E) ∩ B and Ae,ι(E) ∪ A. Let u be the
end of f in Be,ι(E) ∩B. Let v be the end of f in Ae,ι(E) ∪ A.

We first assume that v ∈ Ae,ι(E). Then f is between Ae,ι(E) and Be,ι(E). Recall that the set
of edges of G between B ∪ Ae,ι(E) and A ∩ Be,ι(E) equals the set of edges of G between Ae,ι(E)
and Be,ι(E). So f is between B ∪ Ae,ι(E) and A ∩ Be,ι(E). Since u ∈ B, u ̸∈ A ∩ Be,ι(E). Since
v ∈ Ae,ι(E), v ̸∈ A ∩Be,ι(E). So no end of f is in A ∩Be,ι(E), a contradiction.

Hence v ∈ A−Ae,ι(E) = A∩Be,ι(E). So f is between u ∈ B ⊆ B ∪Ae,ι(E) and v ∈ A∩Be,ι(E).
Hence f is between Ae,ι(E) and Be,ι(E). But both u, v are contained in Be,ι(E), a contradiction.

Therefore, there exists no edge between Be,ι(E) ∩ B and Ae,ι(E) ∪ A. Since G is connected,
either Be,ι(E) ∩ B = ∅ or Ae,ι(E) ∪ A = ∅. Since [B,A] ∈ E , by (E2), A ̸= ∅, so Ae,ι(E) ∪ A ̸= ∅.
Hence Be,ι(E) ∩B = ∅. That is, Be,ι(E) ⊆ A. This proves Statement 3(a).

Now we prove Statement 3(b). Let E ′ ∈ C. Since [A,B] is a minimum (C, E)-separator, by
Lemma 2.6, there exists a minimum (E ′, E)-separator [C,D] such that B ⊇ D. Hence [D,C]
is a minimum ({E}, E ′)-separator. By applying Statement 3(a) with C = {E} and E ′ = E , we
know BeE′ ,ι(E ′) ⊆ D. Hence BeE′ ,ι(E ′) ⊆ D ⊆ B. This proves Statement 3(b).

3 Cross-free families

Let C and C ′ be collections of edge-tangles in a graph G. A (C, C ′)-segregator is a set S of
edge-cuts of G such that

• every member [A,B] of S is a minimum (C, E ′)-separator for some E ′ ∈ C ′, and

• for every edge-tangle E ′ in C ′, there exists [A,B] ∈ S such that either [A,B] is a minimum
(C, E ′)-separator, or A′ ⊆ A for some minimum (C, E ′)-separator [A′, B′].

A family D of edge-cuts of a graph is cross-free if A ∩ C = ∅ for every pair of distinct
edge-cuts [A,B], [C,D] in D.

Lemma 3.1. Let G be a graph. Let C and C ′ be collections of edge-tangles in G. Let S be a
(C, C ′)-segregator. Then there exists a (C, C ′)-segregator S∗ such that

∪
[A,B]∈S A =

∪
[A,B]∈S∗ A

and S∗ is a cross-free family.

Proof. Let S∗ be a (C, C ′)-segregator such that
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(i)
∪

[A,B]∈S∗ A =
∪

[A,B]∈S A, and

(ii) subject to (i),
∑

[A,B]∈S∗|A| is as small as possible.

Note that S is a (C, C ′)-segregator, so S∗ exists.
There do not exist distinct members [A1, B1] and [A2, B2] of S∗ such that A1 ⊆ A2, for

otherwise, S∗ − {[A1, B1]} is a (C, C ′)-segregator satisfying (i) but violating (ii).
We shall prove that S∗ is a cross-free family. Suppose to the contrary that there exist

[A,B] ∈ S∗ and [C,D] ∈ S∗ such that A ∩ C ̸= ∅. Note that A− C ̸= ∅ ̸= C − A. Since S∗ is
a (C, C ′)-segregator, there exist E1, E2 ∈ C ′ such that [A,B] is a minimum (C, E1)-separator and
[C,D] is a minimum (C, E2)-separator.
Claim 1: |[A ∩ C,B ∪D]| < min{|[A,B]|, |[C,D]|}.
Proof of Claim 1: If |[A ∪ C,B ∩ D]| < |[A,B]|, then by Lemma 2.4, [A ∪ C,B ∩ D] is
a (C, E1)-separator with order smaller than a minimum (C, E1)-separator, a contradiction. So
|[A∪C,B∩D]| ≥ |[A,B]|. If |[A∪C,B∩D]| = |[A,B]|, then [A∪C,B∩D] is a minimum (C, E1)-
separator by Lemma 2.4, and (S∗ − {[A,B], [C,D]}) ∪ {[A ∪ C,B ∩D]} is a (C, C ′)-segregator
satisfying (i) but violating (ii). Hence |[A ∪ C,B ∩ D]| > |[A,B]|. By the submodularity,
|[A ∩ C,B ∪D]| < |[C,D]|. Similarly, |[A ∩ C,B ∪D]| < |[A,B]|. □

Let C1 = {E ∈ C ′ : [A,B] is a minimum (C, E)-separator}. Let C2 = {E ∈ C ′ : [C,D] is a
minimum (C, E)-separator}. Note that E1 ∈ C1 and E2 ∈ C2.
Claim 2: For every E ∈ C1 ∪ C2, [A ∩ C,B ∪D] ∈ E .
Proof of Claim 2: If there exists E ∈ C1 such that [A ∩ C,B ∪D] ̸∈ E , then by Lemma 2.4
and Claim 1, [A∩C,B∪D] is a (C, E)-separator with order smaller than |[A,B]|, contradicting
that [A,B] is a minimum (C, E)-separator. So for every E ∈ C1, [A ∩ C,B ∪D] ∈ E . Similarly,
for every E ∈ C2, [A ∩ C,B ∪D] ∈ E . □

In particular, [A∩C,B∪D] ∈ E1. So if |[A∩D,B∪C]| < |[A,B]|, then [A∩D,B∪C] ̸∈ E1 (for
otherwise, [B,A], [A∩C,B∪D], [A∩D,B∪C] are members of E1 with A∩(B∪D)∩(B∪C) = ∅,
contradicting (E2)), and it is a (C, E1)-separator with order smaller than |[A,B]| by Lemma 2.4,
a contradiction. Hence |[A ∩D,B ∪ C]| ≥ |[A,B]|. By the submodularity, |[B ∩ C,A ∪D]| ≤
|[C,D]|.
Claim 3: [B ∩ C,A ∪D] is a minimum (C, E)-separator for every E ∈ C2.
Proof of Claim 3: By Claim 2, for every E ∈ C2, [A ∩ C,B ∪D] ∈ E , so [B ∩ C,A ∪D] ̸∈ E
by (E2). So [B ∩ C,A ∪ D] is a (C, E)-separator for every E ∈ C2 by Lemma 2.4. Since
|[B∩C,A∪D]| ≤ |[C,D]|, we know |[B∩C,A∪D]| = |[C,D]| and [B∩C,A∪D] is a minimum
(C, E)-separator for every E ∈ C2. □

Let S ′ = (S∗ − {[C,D]}) ∪ {[B ∩ C,A ∪ D]}. Then S ′ satisfies (i). By (ii), S ′ is not a
(C, C ′)-segregator. Since [B ∩C,A∪D] is a minimum (C, E2)-separator by Claim 3, there exists
E∗ ∈ C ′ such that

(a) either [C,D] is a minimum (C, E∗)-separator, or C ′ ⊆ C for some minimum (C, E∗)-
separator [C ′, D′],

(b) [B ∩ C,A ∪D] is not a minimum (C, E∗)-separator, and

(c) for every minimum (C, E∗)-separator [C ′, D′], C ′ ̸⊆ B ∩ C and C ′ ̸⊆ A.

By (b) and Claim 3, E∗ ̸∈ C2. So [C,D] is not a minimum (C, E∗)-separator. By (a), there
exists a minimum (C, E∗)-separator [C ′, D′] such that C ′ ⊆ C.
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If |[A∪C ′, B ∩D′]| < |[A,B]|, then [A∪C ′, B ∩D′] is a (C, E1)-separator with order smaller
than |[A,B]| by Lemma 2.4, contradicting that [A,B] is a minimum (C, E1)-separator. So
|[A ∪ C ′, B ∩D′]| ≥ |[A,B]|. By the submodularity, |[A ∩ C ′, B ∪D′]| ≤ |[C ′, D′]|.

Suppose [A ∩ C ′, B ∪ D′] ̸∈ E∗. Since |[A ∩ C ′, B ∪ D′]| ≤ |[C ′, D′]|, [A ∩ C ′, B ∪ D′] is a
minimum (C, E∗)-separator by Lemma 2.4. By (c), A ∩ C ′ ̸⊆ A, a contradiction.

Hence [A∩C ′, B ∪D′] ∈ E∗. Suppose |[A∪D′, B ∩C ′]| ≤ |[C ′, D′]|. Since [D′, C ′] ∈ E∗ and
[A ∩ C ′, B ∪D′] ∈ E∗, [A ∪D′, B ∩ C ′] ∈ E∗ by Lemma 2.4. By Lemma 2.4, [B ∩ C ′, A ∪D′] is
a (C, E∗)-separator. Since |[A ∪D′, B ∩C ′]| ≤ |[C ′, D′]|, [B ∩C ′, A ∪D′] is a minimum (C, E∗)-
separator. By (c), B ∩ C ′ ̸⊆ B ∩ C. However, C ′ ⊆ C, so B ∩ C ′ ⊆ B ∩ C, a contradiction.

Hence |[A∪D′, B∩C ′]| > |[C ′, D′]|. By the submodularity, |[A∩D′, B∪C ′]| < |[A,B]|. Since
[A,B] ∈ E for every E ∈ C, [A ∩D′, B ∪ C ′] ∈ E for every E ∈ C by Lemma 2.4. Since [A,B] is
a minimum (C, E1)-separator and |[A ∩D′, B ∪C ′]| < |[A,B]|, [A ∩D′, B ∪C ′] ∈ E1. By Claim
2, [B,A], [A∩C,B ∪D], [A∩D′, B ∪C ′] are members of E1 such that A∩ (B ∪D)∩ (B ∪C ′) =
A ∩D ∩ C ′ ⊆ A ∩D ∩ C = ∅, contradicting (E2). This proves the lemma.

Let θ be a positive integer. Let G be a graph. Let D be a cross-free family in G. Let C
be a collection of edge-tangles in G of order θ such that D ⊆ E for every E ∈ C. A (D, C)-
guard is a cross-free family S such that for every edge-cut [C,D] ∈ S, [C,D] is a minimum
(C, E ′)-separator for some edge-tangle E ′ of order θ with D ̸⊆ E ′.

Intuitively, a (D, C)-guard is a collection of edge-cuts distinguishing all edge-tangles in C
from some edge-tangles inconsistent with D. The following lemma shows that given a (D, C)-
guard S, one can update D so that D “simulates” the edge-cuts in S without losing some nice
properties of D.

Lemma 3.2. Let G be a graph. Let θ, ξ, d be positive integers. Let D0 be a cross-free family
such that there exists D′

0 ⊆ D0 with |D′
0| ≤ ξ such that every edge-cut in D0 − D′

0 has order
at most d − 1, and every edge-cut in D′

0 has order at most d − 1 + ξ. Let C be a collection of
edge-tangles in G of order θ such that D0 ⊆ E for every E ∈ C. Let S be a (D0, C)-guard. If
θ ≥ d + ξ, then there exist cross-free families D and D′ such that

1. D′ ⊆ D.

2. |D′| ≤ ξ,

3. every edge-cut in D −D′ has order at most d− 1, and every edge-cut in D′ has order at
most d− 1 + ξ,

4.
∪

[A,B]∈D A ⊇
∪

[A,B]∈D0
A,

5. D ⊆ E for every E ∈ C, and

6. for every [C,D] ∈ S, there exists [A,B] ∈ D such that C ⊆ A.

Proof. For every cross-free family F , define SF to be the set {[C,D] ∈ S : there exists
[A,B] ∈ F with C ⊆ A}. We say that a cross-free family F is useful if

(i) there exists F ′ ⊆ F with |F ′| ≤ ξ such that every edge-cut in F − F ′ has order at most
d− 1, and every edge-cut [A,B] in F ′ has order at most d− 1 + ξ,

(ii) F ⊆ E for every E ∈ C,
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(iii)
∪

[A,B]∈F A ⊇
∪

[A,B]∈D0
A, and

(iv) if E ′ is an edge-tangle of order θ in G with D0 ̸⊆ E ′ such that some member of S is a
minimum (C, E ′)-separator, then F ̸⊆ E ′.

We call (F ,F ′) a witness if F ,F ′ satisfy (i). Note that D0 is useful and (D0,D′
0) is a witness.

Let D be a useful cross-free family such that |SD| is as large as possible. Let (D,D′) be a
witness. We shall prove that D and D′ satisfy all conclusions of this lemma. Clearly D and D′

satisfy Statements 1-5.
Suppose that D does not satisfy Statement 6. So there exists [C,D] ∈ S − SD. That is, for

every [A,B] ∈ D, C ̸⊆ A.
Since [C,D] ∈ S and S is a (D0, C)-guard, there exists an edge-tangle E ′ of order θ such

that D0 ̸⊆ E ′ and [C,D] is a minimum (C, E ′)-separator. By (iv), D ̸⊆ E ′, so there exists
[AE ′ , BE ′ ] ∈ D − E ′.
Claim 1: |[C,D]| ≤ |[AE ′ , BE ′ ]|, [D,C] ∈ E ′ and [BE ′ , AE ′ ] ∈ E ′.
Proof of Claim 1: Since θ > d−1+ξ ≥ |[AE ′ , BE ′ ]|, [BE ′ , AE ′ ] ∈ E ′ by (E1). Since [AE ′ , BE ′ ] ∈
D − E ′, [AE ′ , BE ′ ] is a (C, E ′)-separator by (ii). Since [C,D] is a minimum (C, E ′)-separator,
|[C,D]| ≤ |[AE ′ , BE ′ ]|, so [D,C] ∈ E ′ by (E1). □

Define Q = {[AE ′ ∪ C,BE ′ ∩ D]} ∪ {[A ∩ D,B ∪ C] : [A,B] ∈ D − {[AE ′ , BE ′ ]}}. Let
Q′

0 = {[A ∩ D,B ∪ C] : [A,B] ∈ D′ − {[AE ′ , BE ′ ]}}. If [AE ′ , BE ′ ] ∈ D′, then define Q′ =
Q′

0 ∪ {[AE ′ ∪ C,BE ′ ∩ D]}; otherwise, define Q′ = Q′
0. Since D is a cross-free family, Q is a

cross-free family.
Claim 2: SQ ⊇ SD.
Proof of Claim 2: Let [X,Y ] ∈ SD. So there exists [X∗, Y ∗] ∈ D such that X ⊆ X∗. Since
[X,Y ] ∈ SD and [C,D] ̸∈ SD, [X,Y ] ̸= [C,D]. Since S is cross-free and SD ⊆ S, X ∩C = ∅. So
X ⊆ D. If [X∗, Y ∗] = [AE ′ , BE ′ ], then X ⊆ X∗ ⊆ AE ′ ∪ C, so [X,Y ] ∈ SQ. So we may assume
[X∗, Y ∗] ̸= [AE ′ , BE ′ ]. That is, [X∗, Y ∗] ∈ D − {[AE ′ , BE ′ ]}, and [X∗ ∩ D,Y ∗ ∪ C] ∈ Q. Note
that X ⊆ X∗ ∩D. So [X,Y ] ∈ SQ. □

Since S is a cross-free family and [C,D] ∈ S ∩SQ−SD, SQ ⊃ SD by Claim 2. Hence by the
choice of D, Q is not useful. Clearly, Q satisfies (iii). Note that |Q′| ≤ |D′| ≤ ξ.
Claim 3: |[AE ′ ∪ C,BE ′ ∩D]| ≤ |[AE ′ , BE ′ ]|.
Proof of Claim 3: Suppose |[AE ′ ∪ C,BE ′ ∩D]| > |[AE ′ , BE ′ ]|. By the submodularity, |[AE ′ ∩
C,BE ′ ∪D]| < |[C,D]|. Since [C,D] is a (C, E ′)-separator, [C,D] ∈ E − E ′ and [D,C] ∈ E ′ − E
for every E ∈ C. Since [AE ′ , BE ′ ] ∈ D − E ′, [AE ′ , BE ′ ] ∈ E − E ′ for every E ∈ C. Hence
[AE ′ ∩C,BE ′ ∪D] ∈ E −E ′ for every E ∈ C by Lemma 2.4. Since |[AE ′ ∩C,BE ′ ∪D]| < |[C,D]|,
by (E1), [BE ′ ∪D,AE ′ ∩C] ∈ E ′ −E for every E ∈ C. So [AE ′ ∩C,BE ′ ∪D] is a (C, E ′)-separator
with order smaller than |[C,D]|, a contradiction. Hence |[AE ′ ∪ C,BE ′ ∩D]| ≤ |[AE ′ , BE ′ ]|. □
Claim 4: For every [A,B] ∈ D − {[AE ′ , BE ′ ]}, |[A ∩D,B ∪ C]| ≤ |[A,B]|.
Proof of Claim 4: Suppose to the contrary that there exists [A,B] ∈ D − {[AE ′ , BE ′ ]} such
that |[A ∩ D,B ∪ C]| > |[A,B]|. By the submodularity, |[A ∪ D,B ∩ C]| < |[C,D]| < θ.
Since [C,D] ∈ E − E ′ for every E ∈ C, by Lemma 2.4, [B ∩ C,A ∪ D] ∈ E for every E ∈ C.
Since D is a cross-free family, AE ′ ∩ A = ∅. Since [BE ′ , AE ′ ] ∈ E ′ and [D,C] ∈ E ′ by Claim 1,
[B∩C,A∪D] ̸∈ E ′ by (E2). Hence [B∩C,A∪D] is a (C, E ′)-separator with order smaller than
|[C,D]|, a contradiction. □

By Claims 3 and 4, (Q,Q′) is a witness.
Claim 5: If E ′′ is an edge-tangle of order θ in G with D0 ̸⊆ E ′′ such that some member of S is
a minimum (C, E ′′)-separator, then Q ̸⊆ E ′′.
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Proof of Claim 5: Suppose to the contrary that there exists an edge-tangle E ′′ of order θ
with D0 ̸⊆ E ′′ and Q ⊆ E ′′ and there exists a minimum (C, E ′′)-separator [X,Y ] ∈ S. Since
[AE ′ ∪ C,BE ′ ∩ D] ∈ Q ⊆ E ′′, by Lemma 2.4, [AE ′ , BE ′ ] ∈ E ′′ and [C,D] ∈ E ′′. Since D
satisfies (iv), D ̸⊆ E ′′. So there exists [A,B] ∈ D − {[AE ′ , BE ′ ]} such that [A,B] ̸∈ E ′′. Hence
[A ∩ D,B ∪ C] ∈ Q ⊆ E ′′. However, [B,A], [C,D], [A ∩ D,B ∪ C] are members of E ′′ with
A ∩D ∩ (B ∪ C) = ∅, contradicting (E2). □

Hence Q satisfies (iv) by Claim 5. Recall that Q is not useful but satisfies (iii). So Q does
not satisfy (ii). That is, there exists E∗ ∈ C such that Q ̸⊆ E∗. So there exists [A∗, B∗] ∈ Q−E∗.

Since E∗ ∈ C, we know that [AE ′ , BE ′ ] ∈ D ⊆ E∗ and [C,D] ∈ E∗. So [AE ′ ∪C,BE ′ ∩D] ∈ E∗

by Claim 3 and Lemma 2.4. Hence [A∗, B∗] = [A′∩D,B′∪C] for some [A′, B′] ∈ D−{[AE ′ , BE ′ ]}.
Since [A∗, B∗] ̸∈ E∗, by Claim 4 and (E1), [B′ ∪ C,A′ ∩ D] = [B∗, A∗] ∈ E∗. Since D satisfies
(ii), [A′, B′] ∈ E∗. But B′∩ (A′∩D) ⊆ B′∩A′ = ∅, contradicting (E2). This proves the lemma.

Lemma 3.3. Let G be a graph. Let D be a cross-free family. Let [A∗, B∗] be an edge-cut of
G. For every [A,B] ∈ D, let f([A,B]) = [A ∩ B∗, B ∪ A∗]. Let D′ = {[A∗, B∗]} ∪ {f([A,B]) :
[A,B] ∈ D}. Then there exists D′′ ⊆ D′ − {[A∗, B∗]} with |D′′| ≤ 2|[A∗, B∗]| such that for
every f([A,B]) ∈ D′ − (D′′ ∪ {[A∗, B∗]}), |f([A,B])| ≤ |[A,B]|, and for every f([A,B]) ∈ D′′,
|f([A,B])| ≤ |[A,B]| + |[A∗, B∗]|.

Proof. Define D′′ = {f([A,B]) : [A,B] ∈ D and some edge between A∗ and B∗ is between
A ∩ B∗ and A∗}. Note that for every [A,B] ∈ D, if |f([A,B])| > |[A,B]|, then some edge
between A∗ and B∗ is between A ∩ B∗ and A∗, so f([A,B]) ∈ D′′. Furthermore, for every
[A,B] ∈ D, |f([A,B])| ≤ |[A,B]|+ |[A∗, B∗]| by the subdomularity. In addition, since there are
at most |[A∗, B∗]| edges between A∗ and B∗, and for distinct [A1, B1], [A2, B2] ∈ D, A1 ∩ B∗

and A2 ∩B∗ are disjoint, we know |D′′| ≤ 2|[A∗, B∗]|. This proves the lemma.

4 Excluding immersions in 3-edge-cut free graphs

Now we focus on graphs with no edge-cut of order 3. The following theorem proved in [17]
states that in any graph with no edge-cut of order 3, every edge-tangle of large order “controls
a Kk-thorns” for some large k. (We omit the formal definition for “an edge-tangle controlling
a Kk-thorns” mentioned in the following theorem, because it requires some sentences to be
formally stated and we do not need this formal definition in this paper.)

Lemma 4.1 ([17, Theorem 6.4]). For any positive integers k and θ with θ > k, there exists a
positive integer w = w(k, θ) such that if G is a graph with no edge-cut of order 3, and E is an
edge-tangle in G of order at least w, then Eθ controls a Kk-thorns, where Eθ is the edge-tangle
in G of order θ such that Eθ ⊆ E .

Let G be a graph and E a collection of edge-cuts of G of order less than a positive integer θ,
and let X ⊆ E(G). Define E −X to be the set of edge-cuts of G−X of order less than θ− |X|
such that [A,B] ∈ E −X if and only if [A,B] ∈ E . The following is proved in [17].

Lemma 4.2 ([17, Lemma 2.6]). Let G be a graph and θ be a positive integer. If E is an edge-
tangle in G of order θ and X is a subset of E(G) with |X| < θ, then E −X is an edge-tangle
in G−X of order θ − |X|.
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Recall that a graph is exceptional if it contains exactly one vertex of degree at least two,
and this vertex is incident with a loop. The following is the structure theorem for excluding a
non-exceptional graph as an immersion with respect to an edge-tangle controlling a “thorns”
proved in [17].

Lemma 4.3 ([17, Theorem 4.6]). For any positive integers d and h, there exist positive integers
θ = θ(d, h) and ξ = ξ(d, h) such that the following holds. If H is a non-exceptional graph with
degree sequence (d1, d2, ..., dh), where d1 = d, and G is a graph that does not contain an H-
immersion, then for every edge-tangle E of order at least θ in G controlling a K3dh-thorns, there
exist C ⊆ E(G) with |C| ≤ ξ, U ⊆ V (G) with |U | ≤ h− 1 and a cross-free family D ⊆ E − C
such that for every vertex v ∈ V (G) − U , there exists [A,B] ∈ D of order at most d|U |+1 − 1
with v ∈ A.

By simply combining Lemmas 4.1 and 4.3, we obtain the following result for excluding a
non-exceptional graph as an immersion in graphs with no edge-cut of order 3 with respect to
an edge-tangle. This result will be used in proving Lemma 4.5.

Lemma 4.4. For any positive integers d and h, there exist positive integers θ = θ(d, h) and
ξ = ξ(d, h) such that the following holds. If H is a non-exceptional graph with degree sequence
(d1, d2, ..., dh), where d1 = d, and G is a graph that does not contain an H-immersion and
has no edge-cut of order 3, then for every edge-tangle E of order at least θ in G, there exist
C ⊆ E(G) with |C| ≤ ξ, U ⊆ V (G) with |U | ≤ h− 1 and a cross-free family D ⊆ E − C such
that for every vertex v ∈ V (G) − U , there exists [A,B] ∈ D of order at most d|U |+1 − 1 with
v ∈ A.

Proof. We define the following.

• Let θ0 = θ4.3(d, h), where θ4.3 is the integer θ mentioned in Lemma 4.3.

• Let θ1 = θ0 + 3dh.

• Define θ = w4.1(3dh, θ1), where w4.1 is the integer w mentioned in Lemma 4.1.

• Define ξ = ξ4.3(d, h), where ξ4.3 is the integer ξ mentioned in Lemma 4.3.

Let H be a non-exceptional graph with degree sequence (d1, d2, ..., dh) with d1 = d. Let G
be a graph that does not contain an H-immersion and has no edge-cut of order 3. Let E be an
edge-tangle in G of order at least θ. By Lemma 4.1, Eθ1 controls a K3dh-thorns, where Eθ1 is
the edge-tangle in G of order θ1 such that Eθ1 ⊆ E . By Lemma 4.3, there exist C ⊆ E(G) with
|C| ≤ ξ, U ⊆ V (G) with |U | ≤ h − 1 and a cross-free family D ⊆ Eθ1 − C ⊆ E − C such that
for every vertex v ∈ V (G) − U , there exists [A,B] ∈ D of order at most d|U |+1 − 1 with v ∈ A.
This proves the lemma.

A rooted tree T rooted at a node r is a directed graph whose underlying graph is a tree such
that for every node t of T , there exists a directed path in T from r to t. A node t1 of T is an
ancestor of a node t2 of T if there exists a directed path in T from t1 to t2. We say that t2 is a
descendant of t1 if t1 is an ancestor of t2. Note that every node is an ancestor and a descendant
of itself.
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Lemma 4.5 is the heart of our global decomposition theorem. We sketch its proof here.
By Theorem 2.2 and Lemma 2.3, for a sufficiently large θ, we can obtain a θ-smooth tree-
cut decomposition (T,X ) such that each θ-fat θ-cell defines an edge-tangle of order θ. For
the simplicity of the proof sketch, we do not distinguish a θ-fat θ-cell and the edge-tangle
defined by it. For each edge-tangle E defined by a fat cell (call an “important edge-tangle” for
simplicity), there exists a cross-free family DE that has a nice property as what the family D
has in Lemma 4.4. Then for each important edge-tangle E , we define CE to be the maximal
collection of important edge-tangles E ′ such that DE ⊆ E ′ and those edge-tangles “form a
connected subtree” in T , and define CE to be the collection of the important edge-tangles not
in CE . Note that we can define I to be a collection of important edge-tangles such that the
“connected subtrees in T formed by CE ′” for all E ′ ∈ I form a partition of T . We expect to
define a new tree-cut decomposition (T ∗,X ∗) satisfying the conclusion of the lemma by first
for each E ∈ I, replacing the “connected subtree in T formed by CE” together with the bag of
the nodes contained in there by a new tree-cut decomposition (T E ,X E) whose every node with
sufficiently many edges in its torso“realizes” DE , and then by properly adding edges between
the trees in {T E : E ∈ I} to obtain T ∗. There are two potential concerns in this strategy.
The first concern is that it is unclear how to add edges between those T E ’s to obtain T . This
concern can be resolved by first using earlier lemmas to show that for each E ∈ I, there exists
a (CE , CE)-segregator SE that is also a (DE , CE)-guard, and then using the information of SE
to add edges to construct T . The second concern is that it is unclear whether the resulting
(T ∗,X ∗) satisfies the conclusion of the lemma, as those DE ’s can be very “inconsistent” with
the edge-cuts given by (T,X ). To resolve this concern, we use earlier lemmas to show that
for each important edge-tangle E , we can modify DE to obtain another cross-free family DE,2
that is more consistent with (T,X ) than DE and still has nice properties so that if we use DE,2
instead of DE to construction (T ∗,X ∗), then (T ∗,X ∗) satisfies the conclusion of this lemma.

Lemma 4.5. For any positive integers d and h, there exist integers η = η(d, h) ≥ d and
ξ = ξ(d, h) such that the following holds. Let H be a graph with degree sequence (d1, d2, ..., dh),
where d1 = d, such that H has no isolated vertex. Let G be a graph with no edge-cut of order
3 such that G does not contain an H-immersion. Define H ′ = H if H is non-exceptional;
otherwise, define H ′ to be a graph obtained from H by subdividing one edge. Let h′ = |V (H ′)|
and (d′1, d

′
2, ..., d

′
h′) be the degree sequence of H ′. Then there exists a tree-cut decomposition

(T,X = (Xt : t ∈ V (T ))) of G of adhesion at most η such that for every t ∈ V (T ), there exist
Zt ⊆ E(G) and Ut ⊆ Xt with |Zt| ≤ ξ and |Ut| ≤ h′ − 1 such that if Gt is the torso at t, then
for every v ∈ V (Gt − Zt) − Ut, the degree of v in Gt − Zt is at most d′|Ut|+1 − 1.

Proof. We define the following.

• Let θ0 = max{θ4.4(d, h), θ4.4(d, h + 1)} and ξ0 = max{ξ4.4(d, h), ξ4.4(d, h + 1)}, where θ4.4
and ξ4.4 are the integers θ and ξ mentioned in Lemma 4.4.

• Let θ = θ0 + d + 2ξ0.

• Define η = 5θ.

• Define ξ = 8θ2.

Let H,G,H ′ be the graphs and let h′ be the integer as stated in the lemma. Note that we
may assume that G is connected since if the lemma holds for the case when G is connected, then
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when G is disconnected, we can first obtain a desired tree-cut decomposition for each component
of G, and then add edges between the underlying trees of those tree-cut decompositions for the
components of G to obtain a tree-cut decomposition of G without increase the adhesion such
that each torso of the final tree-cut decomposition of G is obtained from a torso of the tree-cut
decomposition of some component of G by adding at most 1 isolated vertex, so the final tree-cut
decomposition of G satisfies the conclusion of this lemma as H has no isolated vertex.

By Theorem 2.2, there exists a θ-smooth tree-cut decomposition (T,X ) of G. Note that we
may assume that every θ-cell in (T,X ) consists of a node of T , since we can contract a θ-cell
into a node without violating the condition of being θ-smooth. So the adhesion of (T,X ) is at
most θ − 1 ≤ η.

If there exists no θ-fat θ-cell in (T,X ), then the torso at each node t has at most 3θ− 3 ≤ ξ
edges, so we are done by choosing Zt = E(Gt) and Ut = ∅ for every t ∈ V (T ). Hence we may
assume that there exists a θ-fat θ-cell in (T,X ). Let r be a node of T contained in a θ-fat θ-cell.
Recall that every θ-cell in (T,X ) consists of a node of T , so the θ-fat θ-cell containing r consists
of r. Let Er be the edge-tangle in G of order θ defined by the θ-cell containing r. Recall that
the edge-tangle in G defined by a θ-fat θ-cell is the edge-tangle stated in Lemma 2.3.

Since G is connected, there exists a function ι satisfying the conclusions of Lemma 2.7. So
V (ι(Er)) = {r}. Now we treat T as a rooted tree rooted at r.

We say an edge-tangle in G of order θ is important if it is defined by a θ-fat θ-cell. We say
an important edge-tangle E1 in G of order θ is an ancestor of an important edge-tangle E2 in
G of order θ if some node in V (ι(E1)) is an ancestor of some node in V (ι(E2)); we say that E2
is a descendant of E1 if E1 is an ancestor of E2. Note that every important edge-tangle in G of
order θ is an ancestor and a descendant of itself.

Since G does not contain an H-immersion, G does not contain an H ′-immersion. By Lemma
4.4, for every edge-tangle E in G of order θ, there exist ZE ⊆ E(G) with |ZE | ≤ ξ0, UE ⊆ V (G)
with |UE | ≤ h′−1 and a cross-free family DE ⊆ E−ZE such that for every v ∈ V (G)−UE , there
exists [A,B] ∈ DE of order at most d′|UE |+1−1 with v ∈ A. Note that we may assume that every
member of DE has order at most d′|UE |+1−1, for otherwise we can remove this member from DE .

In addition, there are at most 2|ZE | ≤ 2ξ0 members of DE whose order in G−ZE and in G are
different, and for each such member, its order in G is at most d′|UE |+1−1+ |ZE | ≤ d′|UE |+1−1+ξ0.

Hence for every edge-tangle E of order θ, DE ⊆ E is a cross-free family in G such that

• there exists D′
E ⊆ DE with |D′

E | ≤ 2ξ0 such that every member of D′
E has order at most

d′|UE |+1 − 1 + ξ0,

• every member of DE −D′
E has order at most d′|UE |+1 − 1, and

•
∪

[A,B]∈DE
A ⊇ V (G) − UE .

For each important edge-tangle E in G of order θ,

• let CE = {E ′ : E ′ is an important edge-tangle in G of order θ with DE ⊆ E ′ such that there
exists no important edge-tangle E ′′ of order θ with DE ̸⊆ E ′′ such that some path in T
from V (ι(E)) to V (ι(E ′)) intersects V (ι(E ′′))},

• let CE be the set of all important edge-tangles of order θ not contained in CE , and

• if E ̸= Er, then let eE be the edge of T with exactly one end in V (ι(E)) such that ι(E) and
ι(Er) belong to different components of T − eE .

24



Claim 1: For every important edge-tangle E in G of order θ, there exists SE such that SE is a
cross-free family and is a (CE , CE)-segregator.
Proof of Claim 1: For every E ′ ∈ CE , by the definition of CE , there exists an edge e of T with
exactly one end in ι(E ′) such that the component of T −e containing ι(E ′) is disjoint from ι(E ′′)
for every E ′′ ∈ CE , so by Lemma 2.7, there exists a (CE , E ′)-separator, and hence there exists a
minimum (CE , E ′)-separator. For every E ′ ∈ CE , let [AE ′ , BE ′ ] be a minimum (CE , E ′)-separator.
Let F = {[AE ′ , BE ′ ] : E ′ ∈ CE}. Then F is a (CE , CE)-segregator. By Lemma 3.1, there exists SE
such that SE is a (CE , CE)-segregator and SE is a cross-free family. □

Let I be a collection of important edge-tangles in G of order θ such that

• Er ∈ I,

• for every important edge-tangle E in G of order θ, there exists an ancestor E ′ of E such
that E ′ ∈ I and E ∈ CE ′ , and

• for any distinct members E1, E2 of I, if E1 is an ancestor of E2, then E2 ̸∈ CE1 .

Note that I can be easily constructed by a greedy algorithm according to a breadth-search-order
of θ-fat θ-cells.
Claim 2: For every E ∈ I and E ′ ∈ CE , there exists [C,D] ∈ SE such that Be,ι(E ′) ⊆ C, where
e is the edge of T with exactly one end in V (ι(E ′)) such that

∪
E ′′∈CE ι(E

′′) and ι(E ′) belong to
different components of T − e.
Proof of Claim 2: Since SE is a (CE , CE)-segregator, there exists [C,D] ∈ SE such that
either [C,D] is a minimum (CE , E ′)-separator, or C ′ ⊆ C for some minimum (CE , E ′)-separator
[C ′, D′]. Let e be the edge of T incident with V (ι(E ′)) such that

∪
E ′′∈CE ι(E

′′) and ι(E ′) belong
to different components of T − e. By Statement 3 of Lemma 2.7, if [C,D] is a minimum
(CE , E ′)-separator, then Be,ι(E ′) ⊆ C; if C ′ ⊆ C for some minimum (CE , E ′)-separator [C ′, D′],
then Be,ι(E ′) ⊆ C ′ ⊆ C. Hence Be,ι(E ′) ⊆ C. □
Claim 3: For every E ∈ I, SE is a (DE , CE)-guard.
Proof of Claim 3: Let [A,B] ∈ SE . Since SE is a (CE , CE)-segregator by Claim 1, there exists
E ′ ∈ CE such that [A,B] is a minimum (CE , E ′)-separator. Note that E ′ is important by the
definition of CE . We further assume that the distance in T between V (ι(E ′)) and V (ι(E)) is as
small as possible. Since SE is cross-free by Claim 1, it suffices to show that DE ̸⊆ E ′.

Suppose that DE ⊆ E ′. Since E ′ ̸∈ CE , there exists an important edge-tangle E ′′ of order θ
such that DE ̸⊆ E ′′ and V (ι(E ′′)) intersects the path in T between V (ι(E)) and V (ι(E ′)). So
E ′′ ∈ CE . Let e′′ be the edge of T incident with V (ι(E ′′)) such that ι(E) and ι(E ′′) belong to
different components of T − e′′. So ι(E ′′) and

∪
E ′′′∈CE ι(E

′′′) belong to different components of
T − e′′. By Claim 2, there exists [C,D] ∈ SE such that Be′′,ι(E ′′) ⊆ C.

Since E ′ ∈ CE , by the definition of CE , there exists an edge e′ of T with exactly one end
in V (ι(E ′)) such that the component of T − e′ containing ι(E ′) is disjoint from V (ι(E ′′′)) for
every E ′′′ ∈ CE . Since [A,B] is a minimum (CE , E ′)-separator, by Statement 3 of Lemma 2.7,
Be′,ι(E ′) ⊆ A.

Note that e′′ belongs to the path in T from e′ to ι(E). So Be′,ι(E ′) ⊆ Be′′,ι(E ′′) ⊆ C. Hence
Be′,ι(E ′) ⊆ A ∩ C. But ι(E ′) is a θ-fat θ-cell, Be′,ι(E ′) ̸= ∅. Since SE is a cross-free family,
[A,B] = [C,D]. Since [A,B] is a minimum (CE , E ′)-separator, [A,B] ∈ E ′′′ for every E ′′′ ∈ CE .
Since [Ae′′,ι(E ′′), Be′′,ι(E ′′)] ∈ E ′′ (by Statement 1 of Lemma 2.7) and Be′′,ι(E ′′)∩B = Be′′,ι(E ′′)∩D ⊆
C ∩D = ∅, by (E2), [A,B] ̸∈ E ′′. So [B,A] ∈ E ′′ by (E1). Hence [A,B] is a (CE , E ′′)-separator.

25



Since E ′ is chosen so that the distance in T between V (ι(E ′)) and V (ι(E)) is minimal, [A,B]
is not a minimum (CE , E ′′)-separator. Let [A∗, B∗] be a minimum (CE , E ′′)-separator such that
A∗ is maximal. So |[A∗, B∗]| < |[A,B]|. Since [A,B] is a minimum (CE , E ′)-separator, [A∗, B∗]
is not a (CE , E ′)-separator. Since [A∗, B∗] is a (CE , E ′′)-separator, [A∗, B∗] ∈ E ′. If A ⊆ A∗, then
Be′,ι(E ′) ⊆ A ⊆ A∗, so Be′,ι(E ′) ∩ B∗ = ∅, but [Ae′,ι(E ′), Be′,ι(E ′)] ∈ E ′ by Statement 1 of Lemma
2.7, contracting (E2). Hence A ∪ A∗ ⊃ A∗.

If |[A∗∪A,B∗∩B]| ≤ |[A∗, B∗]|, then [A∗∪A,B∗∩B] ∈ E ′′′−E ′′ and [B∗∩B,A∗∪A] ∈ E ′′−E ′′′

for every E ′′′ ∈ CE by Lemma 2.4, so [A∗ ∪ A,B∗ ∩ B] is a minimum (CE , E ′′)-separator with
A∗ ∪ A ⊃ A∗, a contradiction. So |[A∗ ∪ A,B∗ ∩ B]| > |[A∗, B∗]|. By the submodularity,
|[A∗ ∩ A,B∗ ∪ B]| < |[A,B]|. So [A∗ ∩ A,B∗ ∪ B] is not a (CE , E ′)-separator. Since [A,B]
is a (CE , E ′)-separator, [A∗ ∩ A,B∗ ∪ B] ∈ E ′′′ for every E ′′′ ∈ CE by Lemma 2.4. Hence
[A∗ ∩A,B∗ ∪B] ∈ E ′. Since [A∗, B∗] is a minimum (CE , E ′′)-separator, Be′,ι(E ′) ⊆ Be′′,ι(E ′′) ⊆ A∗

by Statement 3 of Lemma 2.7. Hence [Ae′,ι(E ′), Be′,ι(E ′)], [B,A], [A∗ ∩ A,B∗ ∪ B] are members
of E ′ such that Be′,ι(E ′) ∩ A ∩ (B∗ ∪B) = ∅, contradicting (E2). This proves the claim. □

For every E ∈ I, since SE is a (DE , CE)-guard by Claim 3, by Lemma 3.2, there exists a
cross-free family DE,1 such that

• there exists D′
E,1 ⊆ DE,1 with |D′

E,1| ≤ 2ξ0,

• every edge-cut in DE,1 − D′
E,1 has order at most d′|UE |+1 − 1, and every edge-cut in D′

E,1
has order at most d′|UE |+1 − 1 + 2ξ0,

•
∪

[A,B]∈DE,1
A ⊇ V (G) − UE ,

• DE,1 ⊆ E ′ for every E ′ ∈ CE , and

• for every [C,D] ∈ SE , there exists [A,B] ∈ DE,1 such that C ⊆ A.

Let [AeEr ,ι(Er), BeEr ,ι(Er)] = [∅, V (G)]. For every E ∈ I,

• let DE,2 = {[AeE ,ι(E), BeE ,ι(E)]} ∪ {[A ∩BeE ,ι(E), B ∪ AeE ,ι(E)] : [A,B] ∈ DE,1}, and

• let S ′
E = {[AeE ,ι(E), BeE ,ι(E)]} ∪ {[A ∩BeE ,ι(E), B ∪ AeE ,ι(E)] : [A,B] ∈ SE}.

Note that for every E ∈ I, S ′
E is a cross-free family, and |[AeE ,ι(E), BeE ,ι(E)]| < θ since eE does

not belong to a θ-cell.
Claim 4: For distinct E , E ′ ∈ I such that E is an ancestor of E ′ and E ′ ∈ CE , there exists
[C,D] ∈ S ′

E − {[AeE ,ι(E), BE,ι(E)]} such that BeE′ ,ι(E ′) ⊆ C.
Proof of Claim 4: By Claim 2, there exists [C0, D0] ∈ SE such that BeE′ ,ι(E ′) ⊆ C0. Since E ′

is a descendant of E , BeE′ ,ι(E ′) ⊆ BeE ,ι(E). Hence BeE′ ,ι(E ′) ⊆ C0 ∩ BeE ,ι(E). We are done since
[C0 ∩BeE ,ι(E), D0 ∪ AeE ,ι(E)] ∈ S ′

E − {[AeE ,ι(E), BE,ι(E)]}. □
By Lemma 3.3, for every E ∈ I, there exists D′

E,2 ⊆ DE,2 with

• {[AeE ,ι(E), BeE ,ι(E)]} ∪ {[A ∩BeE ,ι(E), B ∪ AeE ,ι(E)] : [A,B] ∈ D′
E,1} ⊆ D′

E,2 and

• |D′
E,2| ≤ 2|[AeE ,ι(E), BeE ,ι(E)]| + |D′

E,1| + 1 ≤ 2θ + 2ξ0

such that

(D1) every member of DE,2 −D′
E,2 has order at most d′|UE |+1 − 1,
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(D2) every member of D′
E,2 has order at most d′|UE |+1 − 1 + 2ξ0 + θ ≤ 2θ,

(D3)
∪

[A,B]∈DE,2
A ⊇ V (G) − UE , and

(D4) for every [C,D] ∈ S ′
E − {AeE ,ι(E), BE,ι(E)}, there exists [A,B] ∈ DE,2 such that C ⊆ A.

For every E ∈ I, we define the following.

• Let TE be the component of T − {eE ′ : E ′ ∈ I − {Er}} containing ι(E), and let rE be the
root of TE .

• Let GE = G[XV (TE)].

• Let {TC : [C,D] ∈ DE,2−{[AeE ,ι(E), BeE ,ι(E)]}} be a set of |DE,2−{[AeE ,ι(E), BeE ,ι(E)]}| copies
of TE .

• For each [C,D] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]} and t ∈ V (TE), let tC be the copy of t in TC .

• Let T E be the tree obtained from
∪

[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]} TC by adding a new node

tE , and for each [C,D] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]}, adding an edge tErEC .

• Let XE
tE

=
∩

[C,D]∈DE,2
D.

• For every [C,D] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]} and t ∈ V (TE), let XE
tC

= Xt ∩ C.

• Let X E = (XE
t : t ∈ V (T E)).

Note that {V (GE) : E ∈ I} is a weak partition of V (G). (That is, members of {V (GE) : E ∈ I}
are disjoint, and the union of all members of {V (GE) : E ∈ I} equals V (G).)
Claim 5: For every E ∈ I, (T E ,X E) is a tree-cut decomposition of GE .
Proof of Claim 5: Clearly, X E consists of pairwise disjoint sets. To show that (T E ,X E) is a
tree-cut decomposition of GE , it suffices to show that

∪
t∈V (TE) X

E
t = XV (TE).

Note that
∪

t∈V (TE)X
E
t = XE

tE
∪ (XV (TE) ∩

∪
[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]}C)

= (BeE ,ι(E) ∩
∩

[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]}

D) ∪ (XV (TE) ∩
∪

[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]}

C).

Since XV (TE) ⊆ BeE ,ι(E),
∪

t∈V (TE) X
E
t ⊇ XV (TE).

Suppose
∪

t∈V (TE) X
E
t ̸= XV (TE). Then there exists v ∈

∪
t∈V (TE) X

E
t − XV (TE). Note that

v ∈ (BeE ,ι(E) ∩
∩

[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]}D) −XV (TE). Since v ∈ BeE ,ι(E) −XV (TE), there exists

E ′ ∈ I − {E} such that E ′ is a descendant of E and v ∈ XV (TE′ ) ⊆ BeE′ ,ι(E ′). Since E and

E ′ are distinct members of I, E ′ ∈ CE . By Claim 4 and (D4), there exists [A∗, B∗] ∈ DE,2
such that BeE′ ,ι(E ′) ⊆ A∗. So v ∈ A∗. Since BeE′ ,ι(E ′) ⊆ A∗ and E is an ancestor of E ′,
[A∗, B∗] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]}, so v ̸∈

∩
[C,D]∈DE,2−{[AeE ,ι(E),BeE ,ι(E)]}D, a contradiction.

□
For E1, E2 ∈ I, we say that E2 is a successor of E1 if E1 ̸= E2, E2 is a descendant of E1,

and there exists no E ′ ∈ I − {E1, E2} such that E ′ is a descendant of E1 and is an ancestor
of E2. For each E ∈ I and successor E ′ of E , by Claim 4 and (D4), there exists uniquely
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[CE,E ′ , DE,E ′ ] ∈ DE,2 −{[AeE ,ι(E), BeE ,ι(E)]} such that BeE′ ,ι(E ′) ⊆ CE,E ′ . (Note that the uniqueness
follows from the fact that DE,2 is cross-free.)

For each E ∈ I − {Er}, let r′E be the end of eE other than rE .
Finally, we define the following.

• Define T ∗ to be the tree obtained from
∪

E∈I T
E by for each E ∈ I and each successor

E ′ ∈ I of E , adding an edge r′E ′CE,E′
tE ′ .

• For each E ∈ I and t ∈ V (T E), let X∗
t = XE

t .

• Define X ∗ = (X∗
t : t ∈ V (T ∗)).

Note that by Claim 5, for each E ∈ I, X∗
V (TE) = XE

V (TE) = XV (TE). Since {V (GE) : E ∈ I}
is a weak partition of V (G), (T ∗,X ∗) is a tree-cut decomposition of G. We shall prove that
(T ∗,X ∗) satisfies the conclusion of this lemma.
Claim 6: The adhesion of (T ∗,X ∗) is at most η.
Proof of Claim 6: Let e ∈ E(T ∗). If e is not an edge of

∪
E∈I T

E , then e = r′E ′CE,E′
tE ′ for

some E , E ′ ∈ I, where E ′ is a successor of E , so adh(T ∗,X ∗)(e) = adh(T,X )(rE ′r′E ′) by Claim 5, and
hence |adh(T ∗,X ∗)(e)| = |adh(T,X )(rE ′r′E ′)| < θ ≤ η. If e is an edge of

∪
E ′∈I T

E ′
incident with tE

for some E ∈ I, then by the definition of CE,E ′ and DE,2 − {[AeE ,ι(E), BeE ,ι(E)]}, we know that
adh(T ∗,E∗)(e) is the set of edges between C and D for some [C,D] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]},
so it has size at most η by (D1) and (D2).

So we may assume that e is an edge of T E for some E ∈ I not incident with tE . So there exists
an edge e′ of T such that e is a copy of e′. By Claim 5 and the definition of CE,E ′ for successors
E ′ of E , adh(T ∗,X ∗)(e) is the set of edges between Ae′,r ∩ C and Be′,r ∪ D for some [C,D] ∈
DE,2 − {[AeE ,ι(E), BeE ,ι(E)]}, so it has size at most |[Ae′,r, Be′,r]| + |[C,D]| ≤ |[Ae′,r, Be′,r]| + 2θ by
(D1) and (D2). Recall that we assume that every θ-cell in (T,X ) is a node, so |[Ae′,r, Be′,r]| ≤ θ.
Hence |adh(T ∗,X ∗)(e)| ≤ |[Ae′,r, Be′,r]| + 2θ ≤ 3θ ≤ η. □
Claim 7: For every t ∈ V (T ∗) − {tE : E ∈ I}, the torso at t has at most ξ edges.
Proof of Claim 7: Let t ∈ V (T ∗)−{tE : E ∈ I}. So t ∈ V (T E)−{tE} for some E ∈ I. Hence
there exist t′ ∈ V (T ) and [C,D] ∈ DE,2 − {[AeE ,ι(E), BeE ,ι(E)]} such that t = t′C . Note that every
edge of the torso at t in (T ∗,X ∗) is either an edge of the torso at t′ in (T,X) incident with C
or an edge of G between C and D. If t′ is not contained in any θ-fat θ-cell, then the torso at t
in (T ∗,X ∗) has at most 3θ − 3 + 2θ ≤ ξ edges by (D1) and (D2).

So we may assume that t′ is contained in some θ-fat θ-cell L. Recall that we assume that
every θ-cell consists of a node, so V (L) = {t′}. Hence there exists an edge-tangle EL defined
by L as mentioned in Lemma 2.3. Note that ι(EL) ⊆ TE . So EL ∈ CE and DE,1 ⊆ EL. Since
[C,D] ∈ DE,2−{[AeE ,ι(E), BeE ,ι(E)]}, [C,D] = [C ′∩BeE ,ι(E), D

′∪AeE ,ι(E)] for some [C ′, D′] ∈ DE,1.
Since [C ′, D′] ∈ DE,1 ⊆ EL, by Lemma 2.3, C ′ is incident with at most |[C ′, D′]| edges of the
torso at ι(EL) in (T,X ). Hence C = C ′ ∩ BeE ,ι(E) is incident with at most |[C ′, D′]| ≤ θ edges
of the torso at ι(EL) = L in (T,X ). Since every edge of the torso at t in (T ∗,X ∗) is either an
edge of the torso at t′ in (T,X ) incident with C or an edge of G between C and D, the torso
at t has at most θ + |[C,D]| ≤ 3θ ≤ ξ edges by (D1) and (D2). □

Since H has no isolated vertex, Claim 7 implies that this lemma holds for every t ∈ V (T ∗)−
{tE : E ∈ I}, as one can define Zt to be the set of all edges in the torso at t and define Ut = ∅.
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Claim 8: For every E ∈ I, if GtE is the torso at tE , then there exists Z ⊆ E(G) with |Z| ≤ ξ
and U ⊆ XtE with |U | ≤ h′ − 1 such that for every v ∈ V (GtE ) − U , the degree of v in GtE −Z
is at most d′|U |+1 − 1.
Proof of Claim 8: Let E ∈ I. Let GtE be the torso at tE . Define U = UE ∩ XtE . Define
Z = {e ∈ E(G) : e is between C and D for some [C,D] ∈ D′

E,2}. Note that |U | ≤ |UE | ≤ h′− 1.
By (D2), |Z| ≤ |D′

E,2| · 2θ ≤ (2θ + 2ξ0) · 2θ ≤ 8θ2 = ξ.
Note that GtE is obtained from G by for each [C,D] ∈ DE,2, identifying C into a vertex

and deleting resulting loops. By the definition of Z, every peripheral vertex corresponding
to a member of D′

E,2 has degree 0 in GtE − Z. Note that 0 ≤ d′|U |+1 − 1 since H has no

isolated vertex. By (D1), every peripheral vertex corresponding to a member of DE,2 − D′
E,2

has degree at most d′|UE |+1 − 1 ≤ d′|U |+1 − 1. By (D3), every non-peripheral vertex of GtE is in

XtE ∩
∩

[C,D]∈DE,2
D ⊆ U . This proves the claim. □

Claim 8 completes the proof of this lemma.

Now we are ready to prove a global decomposition theorem for excluding H-immersions in
graphs with no edge-cut of order 3, where H is allowed to have isolated vertices.

Theorem 4.6. For any positive integers d, h, there exist integers η = η(d, h) and ξ = ξ(d, h)
such that the following holds. Let H be a graph on h vertices with maximum degree d. Let G
be a graph with no edge-cut of order exactly 3 such that G does not contain an H-immersion.
Define H ′ = H if H is non-exceptional; otherwise, define H ′ to be a graph obtained from H
by subdividing one edge. Then there exists a tree-cut decomposition (T,X ) of G of adhesion at
most η such that for every t ∈ V (T ), there exists Zt ⊆ E(G) with |Zt| ≤ ξ such that if Gt is
the torso at t, then there exists a nonnegative integer kt ≤ d such that

1. the number of vertices of degree at least kt in Gt − Zt is less than the number of vertices
of degree at least kt in H ′,

2. every vertex of Gt of degree at least kt in Gt − Zt is a non-peripheral vertex of Gt,

3. if |V (T )| = 1 or t is not a leaf, then every vertex in Xt has degree at least kt in Gt − Zt,
and

4. if t is a leaf and |V (T )| ≥ 2, then |Xt| ≤ 1.

Proof. Let η1 = max1≤i≤h+1 η4.5(d, i) and ξ1 = max1≤i≤h+1 ξ4.5(d, i), where η4.5 and ξ4.5 are the
integers η and ξ mentioned in Lemma 4.5, respectively. Define η = η1 + ξ1 and ξ = ξ1. Note
that η ≥ d + ξ1 by Lemma 4.5.
Claim 1: There exists a tree-cut decomposition (T,X ) of G of adhesion at most η1 such that
for every t ∈ V (T ), there exists Zt ⊆ E(G) with |Zt| ≤ ξ1 and such that if Gt is the torso at t,
then there exists a nonnegative integer kt ≤ d such that

• the number of vertices of degree at least kt in Gt − Zt is less than the number of vertices
of degree at least kt in H ′, and

• every vertex of Gt of degree at least kt in Gt − Zt is a non-peripheral vertex of Gt.
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Proof of Claim 1: We first assume that |V (G)| < |V (H ′)|. Define (T,X ) to be the tree-cut
decomposition such that T consists of a single node t and define Xt = V (G) and X = (Xt).
Define Z = ∅. So the torso at the unique node is G, and there exists no peripheral vertex of the
torso. Note that the number of vertices of G − Z with degree at least zero is |V (G)|, and the
number of vertices of H ′ with degree at least zero is |V (H ′)|. We are done by choosing kt = 0
since |V (G)| < |V (H ′)|.

Hence we may assume that |V (G)| ≥ |V (H ′)|. Since G does not contain an H ′-immersion,
H ′ contains at least one edge. Let H∗ be the subgraph of H ′ induced by all non-isolated vertices
of H ′.

Since H∗ contains all non-isolated vertices of H ′ and |V (G)| ≥ |V (H ′)|, G does not contain
an H∗-immersion, for otherwise G contains an H ′-immersion. Let (d∗1, d

∗
2, ..., d

∗
h∗) be the degree

sequence of H∗, where h∗ = |V (H∗)|. Note that d∗1 = d and 1 ≤ h∗ ≤ |V (H ′)| ≤ h + 1. By
Lemma 4.5, there exists a tree-cut decomposition (T,X ) of G of adhesion at most η1 such that
for every t ∈ V (T ), there exist Zt ⊆ E(G) and Ut ⊆ Xt with |Zt| ≤ ξ1 and |Ut| ≤ h∗ − 1 such
that if Gt is the torso at t, then for every v ∈ V (Gt − Zt) − Ut, the degree of v in Gt − Zt is at
most d∗|Ut|+1 − 1. Since for every t ∈ V (T ), Ut ⊆ Xt, every peripheral vertex of Gt has degree
less than d∗|Ut|+1 in Gt − Zt, and the number of vertices of Gt − Zt with degree at least d∗|Ut|+1

is at most |Ut|, but the number of vertices of H∗ with degree at least d∗|Ut|+1 is at least |Ut|+ 1.
Since H∗ is a subgraph of H ′, the claim follows by defining kt = d∗|Ut|+1. □

For every node t ∈ V (T ), let St be the set of vertices in Xt of degree in Gt − Zt less than
kt. Define T ′ to be the tree obtained from T by for every node t ∈ V (T ), attaching |St| leaves
to t. Note that there exists an obvious bijection between St and the new leaves attached to t.
For every t ∈ V (T ), define X ′

t = Xt − St; for every t ∈ V (T ) and a leaf t′ in V (T ′) − V (T )
adjacent to t, define X ′

t′ to be the set consisting of the vertex in St corresponding to t′. Define
X ′ = (X ′

t : t ∈ V (T ′)). For each t′ ∈ V (T ′)− V (T ), define Zt′ = Zt and define kt′ = kt, where t
is the node of T adjacent in T ′ to t′.

Since kt ≤ d ≤ η − ξ1 for each t ∈ V (T ), the adhesion of (T ′,X ′) is at most η. For every
t ∈ V (T ′), let G′

t be the torso at t in (T ′,X ′). For every t ∈ V (T ), G′
t is obtained from Gt

by deleting loops incident with St. For every t′ ∈ V (T ′) − V (T ), G′
t consists of at most two

vertices, where each vertex has degree at most kt′ − 1 = kt − 1 after deleting Zt′ , where t is the
neighbor of t′ in T ′. So (T ′,X ′) satisfies Statements 1-3 of this theorem.

Hence we may assume that |V (T ′)| ≥ 2, for otherwise we are done. Since (T ′,X ′) satisfies
Statement 2 and |V (T ′)| ≥ 2, we know for every t ∈ V (T ′), G′

t contains a peripheral vertex of
degree at least 0, so kt ≥ 1.

For every leaf t of T ′ with |X ′
t| ≥ 2, t is a leaf of T with St = ∅, so Xt = X ′

t and every vertex
in X ′

t has degree at least kt in Gt − Zt = G′
t − Zt. Let T ∗ be the tree obtained from T ′ by for

each leaf t of T ′ with |X ′
t| ≥ 2, attaching a leaf adjacent to t. For each t ∈ V (T ∗) − V (T ′),

define X∗
t = ∅; for each t ∈ V (T ′), define X∗

t = X ′
t. Let X ∗ = (X∗

t : t ∈ V (T ∗)). Then (T ∗,X ∗)
is a tree-cut decomposition of G with the same adhesion as (T ′,X ′).

For each t ∈ V (T ∗) − V (T ′), let Zt = ∅ and kt = d. For each t ∈ V (T ∗), let G∗
t be the

torso at t. For each t ∈ V (T ∗) − V (T ′), G∗
t consists of an isolated vertex, and this vertex is a

peripheral vertex. Note that if t ∈ V (T ′) with G∗
t ̸= G′

t, then t is a leaf of T ′ with |X ′
t| ≥ 2

and St = ∅, and G∗
t is obtained from G′

t by adding an isolated vertex. Recall that kt ≥ 1 for
every t ∈ V (T ′), so (T ∗,X ∗) satisfies Statements 1 and 2. If t ∈ V (T ∗) is not a leaf in T ∗ but
is a leaf in T ′, then t ∈ V (T ′), |X ′

t| ≥ 2, and St = ∅. Since (T ′,X ′) satisfies Statement 3, so
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does (T ∗,X ∗). Since every leaf t of T ∗ either is a leaf of T ′ with |X ′
t′ | = 1 or satisfies X∗

t = ∅,
(T ∗,X ∗) satisfies Statement 4. This proves the theorem.

5 Simple byproducts

Let G be a graph. Let (T,X = (Xt : t ∈ V (T ))) be a tree-cut decomposition of G. We say
that (T,X ) is a weak carving if |Xt| = 1 for every leaf t of T , and Xt = ∅ for every non-leaf
node t of T . We say that (T,X ) is a carving if it is a weak carving such that every node of T
is of degree 1 or 3. The carving-width of G is the minimum w such that G admits a tree-cut
decomposition that is a carving of adhesion at most w.

The first objective of this section is to prove Proposition 1.9.

Lemma 5.1. Let G be a graph. Let w be a nonnegative integer.

1. If the tree-cut torso-width of G is at most w, then the carving-width of G is at most w.

2. If the carving-width of G is at most w and G is loopless, then the tree-cut torso-width of
G is at most 3w/2.

Proof. We first assume that the tree-cut torso-width of G is at most w. So there exists a
tree-cut decomposition (T,X = (Xt : t ∈ V (T ))) of G of torso-width at most w. Let T ′ be
the tree obtained from T by for each t ∈ V (T ), attaching |Xt| leaves incident with t. Note
that there exists an bijection between Xt and the set of new leaves attached to t. For every
t′ ∈ V (T ′)−V (T ), t′ is a leaf attached to a node t ∈ V (T ), and we let X ′

t′ be the set consisting of
the vertex in Xt corresponding to t′; for every t′ ∈ V (T ), let X ′

t′ = ∅. Let X ′ = (X ′
t : t ∈ V (T )).

Then (T ′,X ′) is a tree-cut decomposition of G such that for every t′ ∈ V (T ′), the torso at t′

in (T ′,X ′) is obtained from the torso at t in (T,X ) for some t ∈ V (T ) by identifying vertices
and deleting some loops. So the torso-width of (T ′,X ′) is at most w and (T ′,X ′) is a weak
carving. We shall modify T ′ to be a cubic tree without increasing the torso-width. Let t be a
node of T ′ such that the degree of t in T ′ is at least four. Let x, y be neighbors of t and let
Tx, Ty be the components of T − t containing x, y respectively. Let T ′′ be the tree obtained
from T by deleting the edges tx, ty and adding a new vertex t∗ and new edges t∗x, t∗y, t∗t. For
every t ∈ V (T ′), let X ′′

t = Xt; let X ′′
t∗ = ∅. Let X ′′ = (X ′′

t : t ∈ V (T ′′)). Then (T ′′,X ′′) is
a weak carving with torso-width at most the torso-width of (T ′,X ′) such that the number of
edges of T ′′ incident with nodes of degree greater than 3 is smaller than the number of edges
of T ′ incident with nodes of degree greater than 3. So by repeatedly applying this process, we
may assume that every node of T ′ has degree at most three. Since (T ′,X ′) is a weak carving,
if there exists t ∈ V (T ′) of degree 2 in T ′, then we can contract an edge of T ′ incident with t
to obtain a weak carving with fewer nodes of degree 2 without increasing the torso-width. So
by repeatedly applying this process, we obtain a carving of torso-width at most w and hence
of adhesion at most w.

Now we assume that G is loopless and the carving-width of G is at most w. Let (T ∗,X ∗) be
a carving with adhesion at most w. For every t ∈ V (T ∗), let Gt be the torso at t in (T ∗,X ∗).
If t is a leaf, then Gt has at most w edges since G is loopless. If t is not a leaf, then for each
edge of Gt, there exist two components T1, T2 of T − t such that one end is in XV (T1) and one
end is in XV (T2); since the adhesion of (T ∗,X ∗) is at most w and t has degree three in T , there
are at most 3w/2 edges in Gt. So the torso-width of (T ∗,X ∗) is at most 3w/2.
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Lemma 5.2. Let G be a graph of tree-cut torso-width w. Then for every integer θ with w+1 ≤
θ ≤ |E(G)|, G admits a θ-smooth tree-cut decomposition (T,X ) of torso-width w with no k-cell
for every w + 1 ≤ k ≤ θ.

Proof. Let (T,X ) be a tree-cut decomposition of G of lexicographically minimum θ-signature.
By Theorem 2.2, (T,X ) is θ-smooth.

Suppose there exists a k-cell in (T,X ) for some k with w + 1 ≤ k ≤ θ. Since the tree-cut
torso-width of G is w, there exists a tree-cut decomposition (T ′,X ′) of G such that no torso at
a node of T ′ in (T ′,X ′) has at least w + 1 edges. So (T ′,X ′) has adhesion at most w and has
no r-cell for every w + 1 ≤ r ≤ |E(G)|. Hence the θ-signature of (T ′,X ′) is smaller than the
θ-signature of (T,X ), a contradiction.

So there exists no k-cell in (T,X ) for every w + 1 ≤ k ≤ θ. If there exists t ∈ V (T ) such
that the torso at t has more than w edges, then t is contained in a (w+ 1)-cell, a contradiction.
So the torso-width of (T,X ) is at most w.

Lemma 5.3. Let G be a graph. Let w be a positive integer. If the tree-cut torso-width of G is
at most w, then there exists no edge-tangle of order at least w + 1 in G.

Proof. If there exists an edge-tangle E of order θ in G for some θ ≥ w + 1, then for every
tree-cut decomposition (T,X ) of G, by Lemma 2.5, there exists a θ-cell in (T,X ), so the tree-cut
torso-width of G is at least θ ≥ w + 1 by Lemma 5.2, a contradiction.

Lemma 5.4. Let G be a graph. Let θ be a positive integer. If there exists no edge-tangle of
order θ in G, then the tree-cut torso-width is at most 3θ − 3.

Proof. Let w the tree-cut torso with of G. Let (T,X ) be a tree-cut decomposition of G with
lexicographically minimum θ-signature. By Theorem 2.2, (T,X ) is θ-smooth. If w ≥ 3θ − 2,
then there exists a node t of T such that the torso at t in (T,X ) has at least 3θ − 2 edges,
so t is contained in a θ-cell whose torso has at least 3θ − 2 edges, and hence there exists an
edge-tangle of order θ by Lemma 2.3, a contradiction. Hence w ≤ 3θ − 3.

Proof of Proposition 1.9: It immediately follows from Lemmas 5.1, 5.3 and 5.4. □

Now we prove Corollary 1.5. For an integer k, we say that a graph G is k-simple if every
vertex of G is incident with at most k loops and for every pair of distinct vertices of G, there exist
at most k parallel edges between them. The following corollary immediate implies Corollary
1.5.

Corollary 5.5. For any positive integers d, h with d ≥ 4, there exists a positive integer ξ =
ξ(d, h) such that the following hold. If G is an H-immersion free graph for some graph H on at
most h vertices with maximum degree at most d, and every component of G does not have an
edge-cut of order k for every 3 ≤ k ≤ d − 1, then there exists a tree-cut decomposition (T,X )
of G of adhesion at most ξ such that

1. the maximum degree of T − S is at most ξ, where S = {e ∈ E(T ) : |adh(T,X )(e)| ≤ 2},
and

2. |Xt| ≤ ξ for every t ∈ V (T ).

In particular,
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1. G has tree-cut width at most 2ξ, and

2. if every component of G is d-edge-connected, and there exists an integer k such that G is
k-simple, then G has tree-cut torso-width at most (k+1)ξ2, carving-width at most (k+1)ξ2

and maximum degree at most (k + 1)ξ2.

Proof. Define ξ = max{h, η4.6(i, j), 2ξ4.6(i, j) : i ∈ [d], j ∈ [h + 1]}, where η4.6 and ξ4.6 are the
integers η and ξ mentioned in Theorem 4.6, respectively.

Let H be a graph on at most h vertices with maximum degree at most d. Let G be an
H-immersion free graph whose every component does not contain any edge-cut of order k for
every 3 ≤ k ≤ d − 1. Let H ′ be the graph obtained from H as defined in Theorem 4.6. By
Theorem 4.6, there exists a tree-cut decomposition (T,X ) of G of adhesion at most ξ such that
for every t ∈ V (T ), there exists Zt ⊆ E(G) with |Zt| ≤ ξ/2 satisfying the conclusion of Theorem
4.6. In particular, for every t ∈ V (T ), every peripheral vertex of the torso at t has degree less
than d after deleting Zt. Since every component of G does not contain an edge-cut of order k
for every 3 ≤ k ≤ d− 1, we know for every t ∈ V (T ), every peripheral vertex of the torso at t
with degree at least 3 is incident with an edge in Zt, so there are at most 2|Zt| ≤ ξ peripheral
vertices with degree at least 3. Let S = {e ∈ E(T ) : |adh(T,X )(e)| ≤ 2}. Hence the maximum
degree of T − S is at most ξ. In addition, for every t ∈ V (T ), |Xt| ≤ |V (H ′)| − 1 ≤ h ≤ ξ.

Hence, for every t ∈ V (T ), the torso at t has at most ξ peripheral vertices with degree at
least 3, so the 3-center of the torso at t has at most |Xt| + ξ ≤ 2ξ vertices. Since the adhesion
of (T,X ) is at most ξ, the tree-cut width of G is at most 2ξ.

When G is d-edge-connected, S = ∅. Hence if G is d-edge-connected and k-simple for some
positive integer k, then for every t ∈ V (T ), the torso at t has at most ξ peripheral vertices
and at most k|Xt| + k

(|Xt|
2

)
+ ξ2 ≤ (k + 1)ξ2 edges, so the tree-cut torso-width of G is at most

(k + 1)ξ2, and hence the carving-width of G is at most (k + 1)ξ2 by Lemma 5.1, and hence
the maximum degree of G is at most (k + 1)ξ2. Therefore, if every component of G is d-edge-
connected and k-simple, then the tree-cut torso-width, carving-width and maximum degree are
at most (k + 1)ξ2.

The rest of the section is dedicated to a proof of Theorem 1.6.
Let ξ be a positive integer. A tree-cut decomposition (T,X ) of a graph is ξ-nice if it has

adhesion at most ξ, and for every t ∈ V (T ), the torso at t is obtained from a graph on at most
ξ vertices by attaching leaves adjacent to Xt. A graph is ξ-nice if it admits a ξ-nice tree-cut
decomposition.

Lemma 5.6. Let ξ be a positive integer. Let (T,X = (Xt : t ∈ V (T ))) be a ξ-nice tree-cut
decomposition of a graph G. Then either

1. there exists an edge e = t1t2 of T such that for each i ∈ [2], there exist at least 1
3
|E(G)|

edges of G incident with Ae,ti and G[Ae,ti ] is a ξ-nice graph with at least 1
3
|E(G)| − ξ

edges, or

2. there exist t∗ ∈ V (T ) such that either |E(G[Xt∗ ])| ≥ 1
9
|E(G)|, or there exists a partition

{U1, U2} of the set of the components of T − t∗ such that for each i ∈ [2], the number of
edges of G incident with

∪
C∈Ui

XV (C) is at least
2
9
|E(G)|.
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Proof. Since (T,X ) is ξ-nice, the adhesion of (T,X ) is at most ξ. So we may assume that for
every edge e of T , there exists an end t of e such that there are less than 1

3
|E(G)| edges of G

incident with Ae,t, for otherwise Statement 1 holds. So for every edge e of T , there uniquely
exists an end t of e such that there are less than 1

3
|E(G)| edges of G incident with Ae,t, and we

assign a direction of e such that t is the head of e. Hence we obtain an orientation of E(T ). So
there exists a node t∗ of T with out-degree 0.

We may assume that |E(G[Xt∗ ])| < 1
9
|E(G)|, for otherwise we are done since Statement 2

holds. So T contains at least two nodes, and there exist at least 8
9
|E(G)| edges incident with

V (G) − Xt∗ . Let T1, T2, ..., Tk (for some positive integer k) be the components of T − t∗. For
each i ∈ [k], let ti be the neighbor of t∗ contained in Ti. Since there exist at least 8

9
|E(G)| edges

incident with V (G)−Xt∗ , there exists the minimum m such that there are at least 1
3
|E(G)| edges

of G incident with
∪m

j=1 Btit∗,ti . Let U1 = {Ti : i ∈ [m]} and let U2 = {Ti : m+1 ≤ i ≤ k}. Since

for each i ∈ [k], there are less than 1
3
|E(G)| edges incident with Btit∗,ti , by the minimality of m,

there are at least 1
3
|E(G)| edges of G incident with

∪
C∈U1

XC and there are at most 2
3
|E(G)|

edges of G incident with
∪

C∈U1
XV (C). Hence there are at least (8

9
− 2

3
)|E(G)| = 2

9
|E(G)| edges

of G incident with
∪

C∈U2
XV (C).

Lemma 5.7. For every positive integer ξ, there exists an integer c = c(ξ) such that for every
positive integer m, the number of unlabelled m-edge ξ-nice graphs with no isolated vertex is at
most cm/m3ξ2+4.

Proof. Let a = 1016ξ2 . Define c = a4a.
We shall prove this lemma by induction on m. Note that every m-edge graph with no isolated

vertex has at most 2m vertices. So there are at most
((2m

2 )+2m−1
m

)
≤ (3m2)m vertex-labelled

(and hence unlabelled) m-edge graphs with no isolated vertex.
When m ≤ a, there exist at most (3m2)m ≤ (3a2)a ≤ c

a3ξ2+4
≤ cm

m3ξ2+4
such graphs, so we

are done. Hence we may assume that m > a and for every positive integer x with x < m, the
number of unlabelled x-edge ξ-nice graphs with no isolated vertex is at most cx/x3ξ2+4.

By Lemma 5.6, every m-edge ξ-nice graph G with no isolated vertex admits a ξ-nice tree-cut
decomposition (T,X ) satisfying one of the following.

(i) There exists an edge e = t1t2 of T such that for each i ∈ [2], G[Ae,ti ] is a ξ-nice graph
with at least m

3
− ξ ≥ m

4
edges and with at most ξ isolated vertices.

(ii) There exists t∗ ∈ V (T ) such that |E(G[Xt∗ ])| ≥ m
9

.

(iii) There exist t∗ ∈ V (T ) and a partition {U1, U2} of the set of components of T − t∗ such
that for each i ∈ [2], there are at least 2m

9
edges of G incident with

∪
C∈Ui

XV (C).

We first count the number of graphs satisfying (i). For each i ∈ [2], let mi = |E(G[Ae,ti ])|,
so G[Ae,ti ] is a ξ-nice graph with mi edges and with at most ξ isolated vertices, and hence there
are at most cmi

m3ξ2+4
i

· (ξ + 1) such graphs by the induction hypothesis. Since each G[Ae,ti ] has at

most ξ isolated vertices, |V (G[Ae,ti ])| ≤ 2mi + ξ. Therefore, there are at most cm1

m3ξ2+4
1

(ξ + 1) ·
cm2

m3ξ2+4
2

(ξ+1) ·((2m1+ξ)(2m2+ξ))ξ ≤ 43ξ
2+4cm1

m3ξ2+4
· 43ξ

2+4cm2

m3ξ2+4
·(2m)2ξ+2 ≤ cm1+m2

m3ξ2+4
· 46ξ

2+ξ+9

m3ξ2+2−2ξ
≤ cm

3m3ξ2+4

unlabelled m-edges ξ-nice graphs with no isolated vertex satisfying (i).
Second, we count the number of graphs satisfying (ii). Let m0 = |E(G[Xt∗ ])|. Then G −

E(G[Xt∗ ]) is an (m−m0)-edge ξ-nice graph with at most |Xt∗ | ≤ ξ isolated vertices. If m0 = m,
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then there are at most m
(|Xt∗ |

2 )
0 ≤ mξ2 ≤ cm

3m3ξ2+4
such graphs, since m > a. So we may assume

that m0 < m. By the induction hypothesis, there exist at most cm−m0

(m−m0)3ξ
2+4

· (ξ + 1) such

G − E(G[Xt∗ ]). Since m0 ≥ m
9

and m > a, there are at most m
(|Xt∗ |

2 )
0 · cm−m0

(m−m0)3ξ
2+4

· (ξ + 1) ≤
cm

m3ξ2+4
·( m

m−m0
)3ξ

2+4 ·c−m0 ·mξ2(ξ+1) ≤ cm

m3ξ2+4
·c−m/9 ·m4ξ2+4(ξ+1) ≤ cm

3m3ξ2+4
m-edge unlabelled

ξ-nice graphs with no isolated vertex satisfying (ii).
Now we count the number of graphs satisfying (iii) but not satisfying (ii). Let G1 =

G[Xt∗ ∪
∪

C∈U1
XV (C)]. Let G2 = G[Xt∗ ∪

∪
C∈U2

XV (C)] − E(G1). Note that G1 and G2 are
edge-disjoint subgraphs of G. In addition, the adhesion of (T,X ) is at most ξ and the torso
at t∗ is obtained from a graph on at most ξ vertices by attaching leaves adjacent to Xt∗ , so
there are at most ξ2 edges of G not belonging to E(G1) ∪ E(G2). For i ∈ [2], let mi be the
number of edges of Gi, so mi ≥ 2m

9
− ξ2 − |E(G[Xt∗ ])| ≥ m

9
− ξ2 ≥ m

10
and m1 + m2 ≤ m. So

for each i ∈ [2], there exist at most ξ2 + |Xt∗| ≤ ξ2 + ξ isolated vertices in Gi, so it has at most
2mi + ξ2 + ξ vertices. By the induction hypothesis, there are at most (ξ2 + ξ + 1) cm1

m3ξ2+4
1

possible

unlabelled G1, and there are at most
∑ξ

j=1

(
m2

j

)
j! · (ξ2 + ξ + 1) cm2

m3ξ2+4
2

≤ mξ+1 cm2

m3ξ2+4
2

possible

G2 with at most ξ vertices labelled by the elements in Xt∗ and with other vertices unlabelled.
Therefore, there exist at most (ξ2 + ξ+1) cm1

m3ξ2+4
1

·mξ+1 cm2

m3ξ2+4
2

· ((2m1 + ξ2 + ξ)(2m2 + ξ2 + ξ))ξ
2 ≤

cm1+m2

m3ξ2+4·m3ξ2+4
· 103ξ2+4 · 103ξ2+4 · 3ξ2 ·mξ+1 · (9m2)ξ

2 ≤ cm1+m2

3m3ξ2+4
·m−(3ξ2+4) ·mξ+4 ·m2ξ2 ≤ cm

3m3ξ2+4

unlabelled m-edge ξ-nice graphs with no isolated vertex satisfying (iii).
Therefore, there are at most 3 · cm

3m3ξ2+4
= cm

m3ξ2+4
unlabelled m-edge ξ-nice graphs with no

isolated vertex.

The following is a restatement of Theorem 1.6.

Theorem 5.8. Let d, h be positive integers with d ≥ 4. Then there exists a positive integer c
such that for every graph H with maximum degree at most d on at most h vertices, and for
every positive integer m, there are at most cm unlabelled m-edge H-immersion free graphs with
no isolated vertex whose every maximal 2-edge-connected subgraph is d-edge-connected.

Furthermore, there exists a positive integer b such that for every graph H with maximum
degree at most d on at most h vertices and for every positive integer n, there are at most
bn unlabelled n-vertex simple H-immersion free graphs whose every maximal 2-edge-connected
subgraph is d-edge-connected.

Proof. Let ξ = ξ5.5(d, h), where ξ5.5 is the integer ξ mentioned in Corollary 5.5. Define
c = c5.7(2ξ + 1), where c5.7 is the integer c mentioned in Lemma 5.7. Define b = c7h+7.

Let H be a graph with maximum degree at most d on at most h vertices. By Corollary
5.5, every d-edge-connected graph with no H-immersion is 2ξ-nice. Hence it is clear that every
connected H-immersion free graph whose every maximal 2-edge-connected subgraph is d-edge-
connected is 2ξ-nice. So every H-immersion free graph whose every maximal 2-edge-connected
subgraph is d-edge-connected is (2ξ + 1)-nice. Therefore, by Lemma 5.7, there are at most cm

unlabelled m-edge H-immersion free graphs with no isolated vertex such that every maximal
2-edge-connected subgraph is d-edge-connected.

Since every simple graph with no H-immersion has no Kh-immersion, by [12, Theorem 1.4],
every simple n-vertex graph with no Kh-immersion has at most (7h + 6)n edges and has at
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most n isolated vertices. So there are at most (n + 1)c(7h+6)n ≤ bn unlabelled n-vertex simple
H-immersion free graphs whose every 2-edge-connected subgraph is d-edge-connected.
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