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#### Abstract

Comparing two road maps is a basic operation that arises in a variety of situations. A map comparison method that is commonly used, mainly in the context of comparing reconstructed maps to ground truth maps, is based on graph sampling. The essential idea is to first compute a set of point samples on each map, and then to match pairs of samples-one from each map-in a one-to-one fashion. For deciding whether two samples can be matched, different criteria can be used. The total number of matched pairs gives a measure of how similar the maps are. Since the work of Biagioni and Eriksson [1, 2], graph sampling methods have become widely used. However, there are different ways to implement each of the steps, which can lead to significant differences in the results. This means that conclusions drawn from different studies that seemingly use the same comparison method, cannot necessarily be compared. In this work we present a unified approach to graph sampling for map comparison. In particular, we point out the importance of the sampling method (GEO vs. TOPO) and that of the matching definition, discussing the main options used precisely, and proposing better alternatives for both key steps in details. Furthermore, we provide a code base and an interactive visualization tool to set a standard for future evaluations in the field of map construction and map comparison.


## 1 Introduction

Many situations ask to compare different roadmaps, e.g., roadmaps reconstructed with different algorithms from the same data, or simplifications or generalizations of a given map. When comparing two roadmaps, one wants to take into account both the geometry and topology. Graph sampling was first introduced by Biagioni and Eriksson [1, 2] and Liu et al. [3] for comparing a reconstructed roadmap with a ground truth map. The basic idea is to first sample both roadmaps with points at a fixed distance, then match points on the two maps within a given distance threshold using a 1-to-1 matching, and finally use the number of matched and unmatched points to compute precision, recall, and F-scores.

These graph sampling scores have been used in many papers to evaluate map construction results [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. The method has proven useful, as it makes little assumptions on the roadmaps, and thus allows to compare a variety of immersed graphs, and is efficient to compute. However, the two key steps, sampling and matching, allow much freedom in their implementation, and the resulting scores vary greatly based on these. Indeed, Table 1 shows how two implementations of the graph sampling method, with the same settings, produce different values for precision, recall, and F-score ${ }^{3}$ In the literature, the presented F-scores vary widely, as can be seen in Table 4 in Section 2.1. Hence we revisit the graph sampling method here.

[^0]| Chicago | prec. recall | F |  |
| :--- | :--- | :--- | :--- |
| Sat2Graph's TOPO [11] | 0.947 | 0.353 | 0.514 |
| Biagioni’s [2, 1] | 0.971 | 0.523 | 0.679 |

Table 1: Graph sampling scores computed by different implementations, with local sampling, 370 seeds, $r=300 \mathrm{~m}$, $d_{\max }=15 \mathrm{~m}$ and sampling interval 5 m on Biagioni's reconstructed map vs. cropped Chicago (OSM).

### 1.1 Related work

There are several methods for comparing roadmaps. Many of them have been developed for determining the quality of map construction algorithms that construct maps from trajectory data or satellite imagery. And since roadmaps are immersed graphs, i.e., all vertices have associated locations and edges have associated curves in 2 D or 3D, methods for comparing shapes and graphs are also available for comparing maps. See [12, 13, 14, 15] for surveys.

The path-based [16], shortest path-based [17], and traversal [18] distances represent each graph with paths and compare the paths, and thus measure connectivity to some extent. The Hausdorff distance [19] considers nearest neighbor assignments of points only, while the Fréchet distance requires establishing a homeomorphism between the graphs [20], however roadmaps are generally not homeomorphic. Less strict requirements on a roadmap between the two graphs are imposed by the weak and strong graph distances [21] and the contour tree distance [22, 14], but many variants are NP-complete. The local homology-based distance [23] compares the topological features in local neighborhoods by comparing locally computed persistence diagrams of the distance filtrations of the graphs. Edit distances, see e.g. [24], can also be defined, but are usually NP-complete. Methodology for locally evaluating map construction algorithms for hiking data trajectories has been provided in [25]. Graph sampling [1, 2, 3], the method discussed here, is -arguablythe most popular method for comparing two roadmaps.

## 2 Graph Sampling Methods

Graph sampling methods for map comparison typically have a simple structure. First, point samples are computed from each map, using some sampling method. Second, a matching between the point samples of each map is computed, according to a matching rule. Intuitively, the rule determines when two points should be identified as the same in both maps. Finally, the number of matched points is used to calculate one or more scores, typically precision and recall, which measure the proportion of points matched.
Hence the implementation of a graph sampling method involves two key decisions: a sampling method and a matching rule. Since there are multiple options for each, and they can have an important effect on the final scores, this section discusses each of them in detail. In the following, the two graphs to be compared are always denoted $G$ and $H$.


Figure 1: A highway intersection and its matching. Blue represents G and red is H

### 2.1 Sampling Method

The sampling method determines which points are sampled from each map. It is important that the sampling is dense enough to include all roads in the map, and that the number of samples along a road segment is proportional to its length. A simple way to achieve this is by sampling along each edge of the graph at a fixed distance between consecutive samples (as long as this distance is smaller than the minimum edge length). Some care must be taken at intersections, to ensure that the distance between consecutive samples is maintained across them as much as possible. Typically, the sampling is implemented using a graph traversal. This ensures that consecutive samples on paths from the root to the leaves are spaced at the fixed distance.

There are two major approaches to graph sampling:
(1) In global sampling, the roadmap $G$ is sampled in its entirety with points at a fixed distance (typically 5 m ), resulting in a point set $P_{G}$ sampled from $G$ such that $\left|P_{G}\right|$ is proportional to len $(G)$. Here, len $(G)$ denotes the total length of all edges in $G$. The set $P_{G}$ is a deterministic discretization of $G$. For the second graph $H$, the point set $P_{H}$ is computed analogously.
(2) In local sampling, one proceeds in two phases. First, a set $S \subseteq \mathbb{R}^{2}$ of seeds is computed. Typically, $S$ is chosen at random on $G$. Second, for each $s \in S$, the graphs $G \cap U_{s}$ and $H \cap U_{s}$ are sampled deterministically. Here, $U_{s}$ is a neighborhood of $s$, usually a disk centered at $s$ with a fixed radius $r$. Typically the sampling is performed using a graph traversal in $G \cap U_{s}$ starting at $s \in G$, and a graph traversal in $H \cap U_{s}$ starting at a nearest neighbor $s_{H} \in H$ to $s$, sampling points at a fixed distance.

Another important aspect of sampling is the graph traversal. The graph $G$ can be interpreted as an undirected graph, or as a directed graph with edge directions and/or turn restrictions at vertices. (Not all roadmaps, in particular reconstructed ones, come equipped with edge directions or turn restrictions.) In addition, a traversal may traverse only a single connected component, or it may traverse every connected component. Actual roadmaps are of course (strongly) connected, but some reconstructed maps may not be connected. And in particular, local sampling may result in multiple connected components in smaller neighborhoods.

## Global vs. Local Sampling

Global sampling is a deterministic sampling method, and for a fixed sampling distance and fixed graph traversal algorithm (in particular one that traverses all connected components), the sets $P_{G}$ and $P_{H}$ are uniquely determined. For a fixed matching rule (see Section 2.2), precision is $k /\left|P_{G}\right|$ and recall is $k /\left|P_{H}\right|$ (or vice versa), where $k$ is the number of matched samples. The resulting graph comparison method, based on global sampling, has previously been termed GEO [1, 3].
Local sampling, on the other hand, introduces much more variability into the sampling process, and therefore the sample sets and the resulting scores are not well-defined. The choice and the number of the seeds pose the first problem. Table 2$]^{+7}$ shows an example where precision, recall, and F-scores vary widely for different numbers of random seeds. The precision values for the cropped ground truth, for example, vary between 0.702 and 0.938 . If seeds are randomly chosen, some areas of the map may be oversampled, some undersampled; and it is not clear how many random seeds to choose. One way to alleviate this problem may be to choose seeds in a systematic way such that $G$ or $H$ or both are covered in a well-defined way; He et al. [7] for example compute seeds by sampling the ground truth map at a fixed distance of 50 m . One more caveat is how to tackle seeds in $G$ that don't have a close enough sample $s_{H} \in H$. In this situation, seeds have been omitted from score calculation [1] or have been used for computing recall only [7]. Another source of variability in local sampling is the aggregation of the scores, see Section 2.3 .

| Biagioni [1] | Chicago |  |  | cropped Chicago |  |
| ---: | :--- | :--- | :--- | :--- | :--- |
| \# seeds | prec. recall | F | prec. recall |  | F |
| 10,000 | 0.859 | 0.183 | 0.301 | 0.894 | 0.543 |

Table 2: Local evaluation with different number of seeds with $r=300 \mathrm{~m}$ and $d_{\text {max }}=15 \mathrm{~m}$ on Biagioni's reconstructed map vs. OSM ground truth on Chicago data.

| Biagioni |  | Chicago |  |  |  | cropped Chicago |  |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $r$ | prec. recall | F | prec. recall |  | F |  |  |
| 900 | 0.884 | 0.111 | 0.197 | 0.881 | 0.456 | 0.600 |  |
| 600 | 0.817 | 0.126 | 0.218 | 0.836 | 0.478 | 0.608 |  |
| 300 | 0.661 | 0.154 | 0.250 | 0.702 | 0.479 | 0.569 |  |
| 150 | 0.576 | 0.238 | 0.337 | 0.716 | 0.495 | 0.585 |  |
| 100 | 0.556 | 0.347 | 0.427 | 0.757 | 0.492 | 0.597 |  |
| 50 | 0.558 | 0.554 | 0.556 | 0.813 | 0.462 | 0.589 |  |

Table 3: Local evaluation with different radii $r$ (in $m$ ), $d_{\text {max }}=15 \mathrm{~m}$, and using 200 seeds on Biagioni vs. Chicago (OSM).

Local sampling was initially introduced [2] with the intent to measure topological differences between two roadmaps; Biagioni and Eriksson [1] called this method TOPO. For each seed $s \in S$, this graph comparison method only traverses one connected component in $G \cap U_{s}$ starting from $s$ and one connected component in $H \cap U_{s}$ starting from $s_{H}$, and it uses edge directions and turn restrictions in $G$ and $H$ (as well as bearings and a greedy matching, see Section 2.2 . So the only topological feature this method captures is local connectivity. It is, however, extremely sensitive to the definition of locality, i.e., the choice of the radius defining the local neighborhood $U_{s}$. See Table 3 for an example

[^1]where precision, recall, and F-scores vary widely for different choices of radii. The precision numbers for the cropped ground truth, for example, vary between 0.702 and 0.881 . It is not clear how this radius should be chosen in order to provide a useful comparison of local connectivity information. Intuitively the local neighborhood would need to be very small to even contain more than one connected component. In the literature, the choice of radii includes 100m [5], 300 m [4, 1, 2, 7, 9, 12, 13] ${ }^{5}$ and a quite large value of $2,000 \mathrm{~m}$ [8] which is $1 / 4$ of the map diameter (for Chicago).
Due to the variability introduced by local sampling, and the limited (and not well-specified) benefit of comparing local connectivity, global sampling may be more beneficial to use in practice, since it is well-specified and reproducible.

|  | Global Sampling OSM cropped OSM |  |  | Local Sampling |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | OSM |  |  | OSM |
| Chicago | [8] Ours | [10] [1] | Ours | [8] | [12, 13] | Ours | [1] | Ours |
| Ahmed [26] | 0.09 | 0.61 | 0.61 |  | 0.27 | 0.29 |  | 0.61 |
| Biagioni [1] | 0.240 .07 | 0.780 .78 | 0.64 | 0.58 | 0.35 | 0.25 | 0.78 | 0.57 |
| Cao [27] | 0.290 .10 | 0.68 | 0.49 | 0.53 | 0.24 | 0.27 | 0.68 | 0.41 |
| Edelkamp [28] | 0.360 .12 | 0.53 | 0.60 | 0.47 | 0.32 | 0.31 | 0.64 | 0.50 |
| Karagiorgou [17] | 0.08 | 0.82 | 0.70 |  | 0.27 | 0.28 | 0.27 | 0.71 |

Table 4: Varying F-scores comparing the same reconstructed maps in different papers for $d_{\text {max }}=15$; most values were visually transcribed from plots. All used $r=300 \mathrm{~m}$, except [8] used $r=2,000 \mathrm{~m}$. The number of seeds is 200 for [8] and ours, it is 100 for [1], and 1, 000 for [12, 13].

## Graph Sampling Used in the Literature

Graph sampling scores have been used widely to evaluate map construction results [5, 6, 7, 8, 9, 10, 11, 12, 13]. Most use a 5 m sampling interval and variants of local sampling. However, often not all parameters (e.g., $r$, number of seeds) or other choices (e.g., traversal, matching rule, score aggregation, map cropping method) are specified, affecting reproducibility, in particular for local sampling. Biagioni and Eriksson [1] use both global sampling (GEO [3]) and local sampling (TOPO [2] with directed road traversal), and they use a cropped ground truth. While the locality radius $r$ and the number of seeds are not specified, in the code that James Biagioni made available to us the default values were $r=300 \mathrm{~m}$ and 100 random seeds, so we assume these parameter choices were made. Stanojevic et al. [8] also use both global sampling and local sampling (with $r=2,000 \mathrm{~m}$ and 200 seeds). Ahmed et al. [12, 13] use local sampling based on the code provided by James Biagioni (using $r=300$ ) and do not crop the ground truth. They introduce the use of a fixed set of seeds for all comparisons in order to increase reproducibility; they use 1,000 seeds. He et al. [7, 11] and Van Etten [9] use local sampling with $r=300 \mathrm{~m}$. Bastani et al. [6] also use local sampling; they present F-scores averaged over multiple cities, and they introduce a new score based on matching intersections. Chen et al. [5] use local sampling and take $1 \%$ of the GPS points of the input trajectories as seeds and $r=100 \mathrm{~m}$. Tang et al. [10] use a global approach to compute F-scores and manually cropped ground truth maps.

Even though graph sampling has been widely adopted as a method for comparing roadmaps, there is a large variability in the precision, recall, and F-scores in the literature. In Table 4 we show F-scores from different papers [8, 10, 1, 12, 13], including ours, that were computed on the same reconstructed map $s^{6}$ and OSM ground truth for Chicago. Most values were visually transcribed from plots in the papers, and may therefore contain some noise. The table includes F-scores for local and global sampling methods using (full) and cropped OSM ground truths and $d_{\max }=15$. Our F-scores were computed using greedy matching, and local sampling parameters $r=300 \mathrm{~m}$ and 200 seeds. While all use OSM ground truth maps, only [10, 12, 13] and this article use the OSM maps from mapconstruction.org. The locality radius is $r=300 \mathrm{~m}$ for all, except for [8], it is $r=2,000 \mathrm{~m}$. The number of seeds is 200 for [8] and this paper, it is 100 for [1], 1,000 for [12, 13]. It can be seen that the F-scores vary widely in each row. For example, for Biagioni's reconstructed map the local sampling scores vary between 0.25 and 0.58 for OSM, and between 0.57 and 0.78 for cropped OSM. The values for global sampling on cropped OSM are a bit more consistent - note that two approaches agree on 0.78 for Biagioni's map and two agree on 0.61 for Ahmed's map.

### 2.2 Matching Rule

The matching rule defines when a pair of points, one from each map, should be considered the same. Recall that a matching is a 1-to-1 correspondence (i.e., no point can be matched to two points). All matching rules include a distance

[^2]condition, establishing that only points that are closer than some maximum distance threshold $d_{\text {max }}$ can be considered to match; this is the simplest possible rule. In principle, the more points that can be matched, the more similar the two maps will be considered.

Maximum Matching (MM) If the matching rule is only based on $d_{\text {max }}$, the simplest approach is to match as many pairs of points as possible, as long as they are within distance $d_{\text {max }}$. This is equivalent to finding a maximum matching in the bipartite graph whose vertices are the sampled points on each map, and whose edges are all pairs of points (from different maps) at distance at most $d_{\text {max }}$.

```
Algorithm 1: Greedy Matching
Input : Set of samples \(S_{G} \subseteq G\), and \(S_{H} \subseteq H\),
    parameter \(k\)
Output: A 1-to-1 matching \(M \subseteq S_{G} \times S_{H}\)
\(M_{\text {init }}=\emptyset / /\) Priority queue, sorted by matched distance
// Create initial 1-to-many "matching"
for all \(s_{G} \in S_{G}\) :
    \(s_{H}=\) closest among \(k\)-nearest neighbors of \(s_{G}\) that
        are within distance (and bearing) threshold
    Add \(\left(s_{G}, s_{H}\right)\) to \(M_{\text {init }}\)
// Convert to 1-to-1 matching, prioritizing shortest
distances
while \(M_{\text {init }} \neq \emptyset\) :
    \(\left(s_{G}, s_{H}\right)=M_{\text {init }} \cdot \operatorname{pop}() / /\) Pop closest pair
    if \(s_{H}\) not used
            Add \(\left(s_{G}, s_{H}\right)\) to \(M\); mark \(s_{H}\) as used
    else
            \(n e w \_s_{H}=\) closest unused sample among
            \(k\)-nearest neighbors of \(s_{G}\) that are within
            distance (and bearing) threshold
            if \(n e w \_s_{H}\) found // If not found, \(s_{G}\) is
                discarded
                    Add pair \(\left(s_{G}, n e w \_s_{H}\right)\) to \(M_{i n i t}\)
return \(M\)
```

of the $k$ nearest neighbors are available to match a point, the point is not matched. Thus one can expect fewer matched pairs with this method, but possibly better matched pairs.

Weighted Maximum Matching (WMM) We propose a new matching rule that combines the strongest points of the maximum and greedy matching. The idea is not only to try to match as many pairs as possible, but also to take the distance of each matched pair into account. We can formalize this as follows. We consider the same graph as in the maximum matching, but now each edge $p q$ has a weight, defined as $d_{\text {max }}-\|p-q\|$, where $\|p-q\|$ is the Euclidean distance between $p$ and $q$. The goal is now to compute a matching of maximum total weight, where the total weight of a matching is the sum of the weights of all edges in the matching.
The matching obtained may contain fewer edges than a maximum matching, but is expected to contain shorter edges. An important advantage of the weighted maximum matching is that it is unambiguously well-defined. Moreover, if no additional constraints are used, it produces matchings that are crossing-free (see Figure 2) which increases the accuracy. A disadvantage is that it requires a globally optimal solution, thus it can be computationally more expensive. Indeed, the best known methods to compute a weighted maximal matching have complexity $O\left(n m+n^{2} \log n\right)$ [29], for $n$ and $m$ the number of vertices and edges, respectively. In our context, if $d_{\text {max }}$ is small, one can expect $m$ to be $o(n)$, or even constant.

Bearing Conditions. Matching rules can include other aspects in addition to distance. The most important one used in the literature is bearing. The idea is that two points should be matched only when they belong to edges with a similar orientation. The most common way to take it into account is to require that the angle between the two edges is at most


Figure 2: Example illustrating three different matching rules, without and with bearing. Two maps are compared, map $l$ with blue edges and map 2 with red edges. A pair of matched samples is shown with a magenta segment between a sample in map 1 (cyan) and a sample in map 2 (pink). Unmatched samples in map 1 are represented in orange, unmatched samples in map 2 are represented in green. Sampling distance has been set to 5 m , and $d_{\max }=50 \mathrm{~m}$.
$45^{\circ}$. A canonical example to motivate including bearing is to avoid matching two points that are very close to each other, but belong to edges that are perpendicular; in such a case, it is reasonable to argue that the points should not be considered the same, since their edges have opposite orientations.

## Matching Rules Used in the Literature

All sampling based methods use some type of matching, but very few papers specify exactly how the matching is computed. In most cases, the description of the matching part only states that two points are matched whenever they are within the distance threshold (see, e.g., [5, 8, 10]), without explaining what is done when the nearest neighbor is already taken, which is often the case.
The exceptions that we are aware of are RoadRunner [7], that uses a maximum matching, and Biagioni and Eriksson [1, [2]-together with a few other papers that reused their code [12, 13, 4]-that implement greedy matching rules. The weighted maximum matching is proposed in this work for the first time. As for bearing, it is included in several papers [1, 2, 7, 8], although the exact bearing threshold used is not always mentioned (RoadRunner [7] uses $30^{\circ}$ ).

Comparison of Matching Rules. Figure 2 presents a simple situation where each map has only three edges, shown in blue and red, respectively. Both maps are sampled in the same way (globally, using sampling distance $5 m$ ). The resulting matchings are shown for the three matching rules (maximum matching MM, weighted maximum matching WMM, and Greedy) with two variations: with and without bearing.
Already in the first row, we can observe striking differences between the three matching rules. Maximum matching, as expected, matches at least as many points as the other rules, but at the cost of including pairs that visually do not seem to correspond to each other. In contrast, the two rules that give priority to shorter edges (WMM, Greedy) produce correspondences that are much more aligned with intuition. Note that the greedy matching fails to match some points around the intersections of the map edges. This can be explained by the fact that it is limited to matching among the 10 -nearest neighbors. Using such a hard constraint can lead to being too selective in situations like the one shown.

The first row also shows that only taking distances into account can result in matching points that belong to clearly different edges. That is the case in the figure with matchings between horizontal and vertical edges. The second row, that restricts matching pairs to those with bearing difference of less than $45^{\circ}$, solves this issue. This justifies the inclusion of bearing restrictions in the matching rules.

### 2.3 Score Calculation

Precision and recall are the two scores typically used to quantify the results of graph sampling methods. In this context, precision is the number of matched samples divided by the total number of samples on $H$ (typically the reconstructed map). Recall is the number of matched samples divided by the total number of samples on $G$ (typically the ground truth map). They are useful to measure the ratio of correct predictions and the ratio of covered ground truth, respectively. These two scores are often combined using the F-score, defined as the harmonic mean of precision and recall (i.e., $F=2 *($ precision $*$ recall $) /($ precision + recall $)$ ).
As mentioned in Section 2.1, in global sampling, precision, recall, and F-score are computed from matched samples taken over the entire graphs. In local sampling, however, there are different options for aggregation. The number of matched samples and total samples can be aggregated (summed) over all seeds, and precision, recall, and F-score computed using those total number of samples. Or, precision, recall, and F-score can be computed for each seed individually, and then aggregated in some way, e.g., by taking the mean. While it is reasonable to use such local aggregation in combination with local sampling, it does add extra variability to the computation, which should be clearly specified when presenting results. Moreover, unless exactly the same aggregation is used, results will not be comparable across different works.

Cropping the Ground Truth Map In the context of map reconstruction, the recall values can easily become distorted if the ground truth map used is not appropriate for the reconstructed map. Often, the ground truth map used is significantly larger than the reconstructed map, including roads that are not covered in the GPS dataset. This causes a dilution in the recall value, which also affects F-scores. One way to overcome this situation is to crop the ground truth such that it only contains the roads traversed by GPS trajectories. This can be done manually (see, e.g., [10]) or using map-matching algorithms (e.g., as in [1]). As it can be seen in Tables 2] and 33 the difference in recall between cropping the ground truth or not is significant. However, the use of a cropped ground truth adds an extra level of variability to the experiments, since there are various methods and settings to choose from, making the experiments unlikely to be reproducible if the method used is not specified in full detail (something that seldom occurs in the literature). It is also possible to overcome this problem by obtaining the number of matched samples. When working without a reliable ground truth, using the number of matched samples instead of the recall and the F-score avoids having to compare near-zero and unrealistic recalls.

### 2.4 Graph Sampling Toolkit

The Graph Sampling Toolkit consists of three components: the core is the graph sampling evaluation program. Additionally, there are tools for cropping maps and an interactive visualization program. The toolkit is available on Github: https://github.com/Erfanh1995/GraphSamplingToolkit

## 3 Discussion / Conclusion

Local sampling does not preserve topology, introduces many choices and parameters and thus the resulting scores are much less reproducible (see Table 4) than those computed with global sampling. Global distance on the other hand, is uniform and reproducible, hence would be a suitable choice for future evaluations. However, as has been done in [16, 23], local sampling can be used to visualize local differences by plotting heatmaps of all computed scores.
While graph sampling is an effective approach for map comparison, it is still a discrete method. A feasible continuous method might be the key to achieving more comprehensive results.
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    ${ }^{3}$ Sat2Graph's [11] TOPO code is available on Github and Biagioni's code [1, 2] was made available to us by James Biagioni.

[^1]:    ${ }^{4}$ Using an adaptation of James Biagioni's graph sampling code to implement local sampling on undirected graph traversal, we achieve the results on Tables $2 \sqrt[4]{4}$

[^2]:    ${ }^{5}$ This assumes [1] 2] used $r=300 \mathrm{~m}$ as in the code provided by James Biagioni.
    ${ }^{6}$ The trajectory data and reconstruction code are publicly available, e.g., at mapconstruction.org However, reconstructed maps may still differ if parameters were set differently.

