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Abstract—This paper presents a procedure for estimating the
systems state when considerable Information and Communication
Technology (ICT) component outages oceur, leaving entire system
areas unobservable, For this task, a novel method for analyzing
system ohservahility is proposed based on the Manifold Boundary
Approximation Method (MBAM). By utilizing information geom-
etry, MBAM analyzes boundaries of models in data space, thus
detecting unidentifiable system parameters and states based on
available data. This approach extends local, matrix-based methods
tov & globhal perspective, making it capable of detecting both struc-
turally unidentifiable parameters as well as practically uniden-
tifiable parameters (Le., identifiable with low accuracy). Bevond
partitioning identifiable/unidentifiable states, MBAM also reduces
the model to remove reference to the unidentifiable state variables.
To test this procedure, cyber-physical system (CPS) simulation
environments are constructed by co-simulating the physical and
cyher system layers.

Index Terms—State  estimation, mndel reduction,
communication outages, manifold boundary  approximation
method, information geometry.

I. INTRODUCTION

ITH increasing demands from their customers and reg-
Wulalnrs. electric utilities have started to focus on the
CPS concept, with potent communication systems based on
ICT, being one of its main features. Following this growing
tendency, work to analyze and improve the reliability and usage
of systemn ICT has emerged. For instance, a survey on available
CPS5 tesi-beds and the development of a novel one for reliability
studies are given in [1], [2], respectively. Additionally, analysis
of the coexisting cyber and physical layers, along with the
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concept formulation of cyber-physical reliability are examined
through various approaches in [3]-[6].

This paper tackles a specific cyber-physical interconnection
predicament—estimating the system state when significant ICT
component outages occur, leaving whole system areas unobsery-
able. Conventionally, this problem is approached by defining
syslem areas that are observable with regards to available ICT
and focusing state estimation (SE) specifically on them [7].
Warious methods have been proposed, most of which focus on
matrices derived through the SE problem, for instance finding
null pivots through the Gauss elimination of the gain matrix [8],
[9]. or the Jacobian matrix [10], transferring rows (o columns
and vice versa in the Jacobian matrix [11], performing back
substitutions on the triangular factors of a gain matrix in a
non-iterative manner [12], using a priori information which
is assigned a degree of confidence under the form of a co-
variance matrix [13], detecting near-zero eigenvalues through
the eigenvalue decomposition of the Fisher information matrix,
calculated through the Jacobian matrix [14], analyzing the mea-
surement redundancy level through null space calculations of the
Jacobian matrix [15], [16], factorizing the Gram matrix, which is
calculated through the Jacobian matrix [17], observability anal-
ysis based on the triangular factorization of the Jacobian matrix
[18], and finally, an algerithm based on a greedy strategy com-
bined with a Gram-Schmidt orthonormalization of the Jacobian
matrix [19].

The work presented here goes bevond local, matrix-based
approaches by using a global analysis based on information
geometry that additionally reduces the SE model while re-
specting available ICT information. For such a task, a novel
system observability analysis model is proposed, based on the
MBAM [20]. The MBAM utilizes information geometry where
the SE model is given a geometric interpretation as a manifold
of possible predictions in data space, known as the model
manifold [21].

The geometric approach has several advantages. First, it
extends local, matrix-based approaches to a global sensitivity
analysis, making it capable of detecting both structurally uniden-
tifiable parameters as well as practically unidentifiable param-
eters (i.e., parameters that are in principle identifiable but with
very low accuracy). It also provides a natural way of reducing
the SE model. Unlike other methods in which unidentifiable
states are fixed to last-known values, MBAM-reduced mod-
els take unidentifiable parameters to extreme values. Limiting
cases fundamentally change the computational structure of the

O#85-8950 € 2021 IEEE. Personal use is permitted, but republicationfredistribution requires IEEE permission.
See hitps:ifwww ieee.org/publications/rights/findex.himl for more information.

Authorized licensed use imited to- Brigham Young University. Downloaded on Apl 02 2022 at 21:22:28 UTC from |IEEE Xplore. Restrictions apply.



SVENDA er af.: STATE ESTIMATION MODEL REDUCTION THROUGH THE MANIFOLD BOUNDARY APPROXIMATION METHOD 73

model, so that there is no reference to unidentifiable elements.
Thus, the computational complexity of the model is commen-
surate with the information complexity of the data, allowing
us to extract the most information possible from the available
measurements [22].

MBAM was first proposed for the problem of parameter iden-
tifiability in complex, nonlinear models [20]. Recently, authors
have investigated using this methodology to reduce dynamic
electric system models, for instance, synchronous generators
[21], [23], and transient stability models [24].

Here, MBAM is utilized for a different goal—reducing SE
models for unidentifiable states and line parameters with regards
to {unjavailable ICT. System line parameters present crucial
input information to any SE model, and as such, have been the
subject of various SE-based research. For instance, this led to
the development of a joint state and line parameter tracking
model [25], and a robust SE model that can withstand line
parameter errors [26]. In this paper, however, unidentifiable ling
parameters are additionally reduced using MBAM. Once an ICT
outage occurs, we use MBAM first to define unidentifiable states
and line parameters for unobservable system areas, and then
to reduce the system model. Thus, the estimation problem is
reformulated to be commensurate with the available ICT. By
removing irrelevant state and line parameters, the reduced model
is observable with regards to available ICT, extracting the most
from available measurements and deriving the best possible state
estimates over the largest system area.

Unlike other methods in which unidentifiable states are fixed
o lagt-known values, MBAM-reduced models take unidenti-
fiable parameters to extreme values. Limiting cases simplify
the computational structure of the model. When voltages are
taken to zero, for example, they no longer appear in the model;
however, if they were fixed to a non-zero value the value would
still contribute to the computational structure of each evaluation
of the model. For more details on the underlying mechanisms,
the reader is refer to [20].

To summarize, the main contribution of this paper is devel-
oping a novel observability analysis model that:

* Detects and differentiates structurally and practically

unidentifiable parameters.

* Performs global observability analysis.

* Reduces the SE model with regards to unobservable states.

* Reduces the system model with regards to unobservable

branch parameters.

The remainder of this paper is organized as follows: Sec-
tion II formulates the problem, along with the overall system
observability model. Section Il explains the general idea of
MBAM, while its application on SE is given in Section TV. The
proposed algorithm and numerical results are given in Sections V
and V1, respectively. A list of references follows conclusions in
Section VTI,

I1. PROBLEM FORMULATION

The main goal of this paper is to obtain the best state estimates
{voltage phasors at all system buses) based on available ICT
results. For this task, the static SE (S5E) model is utilized, which

presents one of the most commonly used models in real-life
electric utilities [8], [27]. For the n-th time instant, SSE can be

formulated as [28]
z (tn) = h(x(ta)) +e(ta) (1)

where:
z(-), x(-) measurement and state vectors, respectively:

k() vector of nonlinear functions relating the measure-
ment and state vectors;
el-) measurement error vector.

To solve (1), the weighted least square (WL5) based approach
is utilized.

For this work, we assume systems are formulated as CPS,
consisting of the following, strongly intertwined parts:

1. Cyber layer—primarily used for information exchange.
Formed by ICT components, such as measuring in-
struments, alarms, transmission channels, data centers,
ele. [29],

2. Physical layer—primarily used for electric power gener-
ation, transmission, and consumption. Formed by elec-
tric components, such as lines, generators, transformers,
ete. [30].

3. Control cenfer—the main connection between the two lay-
ers as it takes information from the cyber layer, processes
it, and gives feedback to the physical layer (e.g., needed
actions). In this paper, the energy management system is
considered as the control center.

Finally, as ICT component outages are taken into account,
an appropriate system observability model is formulated. This
is first done for the general case of estimating any system
parameters ( p), after which the focus shifts specifically to SSE.

A, System Observability

Estimating any system quantities (e.g., bus voliage phasors,
line parameters, etc.) through a set of available data (e.g., real-
time measurements) can often run into observability issues, due
to alack of adequate data [ 30]. For instance, observe the problem
of estimating parameter vector (p) through a WLS problem:

M
P = ngn {; wihi (p) — \!-I'ui]2 } (2)

where:

p=|pipz - pn|" parameter vector, corre-
sponding to state vector
() in the SSE model (1);
data vector, correspond-
ing o measurement vec-
tor (z) in the S5E model
(n;

vector of data weights;
vector of nonlinear func-
tions relating data to the
parameters, correspond-
ing to vector i(x) in the
S5E model (1).

¥y =[wmya U ]T

u = [‘wl Wy +- WHy ]T
h = [hy(p) ha(p) --- hus(p) |
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Conventionally, the observability of the stated problem is
analyzed by examining the Jacobian matrix

(3)

where vectors k and p are as defined in (2),

If this malrix is singular (i.e., has a non-trivial null-space),
observability issues exist [29].

Often however this cannot be observed from such a strict
definition. For instance, H (p) usually is not exactly singular,
but rather near-singular (has singular values close to 0), an event
which would still cause problems for system observability [23].
For example, the error in the solution of (2) may vary much more
slowly in some parameter vector (p) directions than in others,
leading to ill-conditioned, or unstable parameter estimates in
these directions,

To address these challenges, this paper takes a new approach
to observability analysis based on the MBAM [20].

III. MANIFOLD BOUNDARY APPROXIMATION
MEeTHOD (MBAM)

MBAM is built on information geometry where estimating
parameters through a nonlinear WLS problem (2) is given a
geometric interpretation. The underlying idea is that the set of
possible model predictions form a Riemannian manitold (known
as the model manifold) embedded in data space with parameter
values as coordinates [21]. In this geometric construction, the
parameter estimation problem is equivalent to locating the point
on the manifold closest o experimental data; note the WLS
tunction (2) is a distance function. Observability issues are
related to manifold boundaries; unidentifiable parameters are
those that can be taken to extreme values without incurring a
statistically significant error.

In addition to relaxing the requirement of identifying the
exact null-space of an ill-conditioned matrix, switching from
parameter to data space poses several advantages that have been
documented elsewhere [20], [21]. Of particular relevance for
this study:

* The model manifold abstracts the model from the data
to which it is to be fit, enabling the study of the model
itself, independent of any specific experimental data. In
comparison, the cost surface for ill-conditioned models is
very sensitive to experimental data.

* Differential geometry naturally extends local, matrix-
based sensitivity analysis to global analysis through
geodesics curves.

* Manifold boundaries are natural reduced models with both
fewer parameters and lower computational complexity.

* Two types of unidentifiable parameters may be de-
tected [31]:

1. structurally unidentifiable—cannot be identified from
available data. Note that this corresponds to unobsery-
able states in the state estimation problem [8].

2. practically unidentifiable—can be identified from avail-
able data, but with low accuracy.

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 37, NO. |, JANUARY 2022

For a model manifold embedded in data space, observability
quantifies the sensitivity of model predictions to variations in the
parameter vector (p). As is the case in matrix-based approaches,
the least sensitive parameter direction corresponds to the (near)
null-space of the Jacobian matrix. However, information geom-
etry extends this local picture to global sensitivity analysis by
moving through the parameter space along a peodesic curve.

Geodesics are distance minimizing paths, analogous to
straight lines generalized to curved surfaces [23]. They are found
as the (numerical) solution to a second-order ordinary differen-
tial equation in parameter space (while utilizing quantities from
the data space) [21]
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where:

z; and p; are as defined in (1) and (2), respectively;

I' — Christoffel symbols;

T —arc length of the geodesic curve as measured on the model
manifold;

I (p) = H(p)T H(p) — Fisher information matrix.

To detect unidentifiable parameters, geodesics are calculated
with the initial direction that of the smallest change in cost, i.e.,
the eigenvector of & with the smallest eigenvalue.

By moving along a geodesic in the least sensitive direction,
we construct the nonlinear path in parameter space with minimal
change in the cost function. This path quantifies which param-
eters are least constrained by the available data and thus might
be unidentifiable. If the geodesic extends parameters (o extreme
values (e.g., £oc) with finite cost, then those parameters will be
unidentifiable at some level of statistical significance [23].

Model reduction is then performed by formally taking the
limit of the extreme parameter values in the original model [20].
These limiting values fundamentally simplify the computational
structure of the model by removing unidentifiable elements, as
opposed to simplify fixing them to predetermined values. In
other words, we approximate the high-dimensional model man-
ifold by its boundary. Evaluating the limit of extrerne parameter
values in the model removes the reference 1o the unidentifiable
parameters, but also simplifies the computational structure of the
model. Finally, to differentiate between structurally and practi-
cally unidentifiable states, we rely on the geodesic arc length.
While structurally unidentifiable parameters have a geodesic arc
length of zero, practically unidentifiable parameters will have a
small, nom-zero geodesic are length. Note that this difference is
precisely analogous to whether a matrix has an exact null-space
or is just ill-conditioned.

A. Mustrative Example

We demonstrate the procedure on a simple example with two
parameters and three data points. The WLS-based cost function
issetupasin(2) with h; = exp(—mts) + exp{—paot;) sampled
at time points f = (1/2, 1, 2).
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Fig. 1. Contours of log{Cost) in parameter space.
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Fig. 2. Model manifold in data space.

These parameters could represent rates of a generating process
with two latent, stale-space variables. As such, they should be
restricted to non-negative values. Manifold boundaries are a
consequence of this physical constraint. There are also bound-
aries when the exponential function is saturated at infinite pa-
rameter values. Finally, this model also exhibits a permutation
symmetry; exchanging py and p; leaves the predictions un-
changed. We, therefore, reparameterize the model using o =
log min(pi, p2) and w2 = log | — pe|. In this way, all
manifold boundaries are mapped to infinite values of the
parameters.

Identifiability issues are first illustrated by considering the
contours of the (log) cost surface in parameter space in
Fig. 1. Unidentifiable parameters correspond to the long, narrow
canyon of low cost that extends from the best fit all the way to
s —+ —oo. The geodesic (red) naturally follows this canyon.

A complementary picture is shown in Fig. 2 by considering
the manifold of possible predictions in data space. This figure is
generated by recognizing that the model is a mapping between
a two-dimensional parameter space and a three-dimensional
data space. The image of this map for all physically-realizable
parameters generates the two-dimensional manifold shown. The
images of the cost contours are nearly concentric circles on the
model manifold. Contours that extend to infinite parameter val-
ues in parameter space are those that intersect the boundary of the
maodel manifold in data space, making the relationship between
parameter identifiability and manifold boundaries explicit. The
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Fig. 3. Parameter values versus geodesic distance.
geodesic curve, infinitely long in parameter space, is the short red
curve extending to the nearest boundary on the model manifold.

This two-dimensional example illustrates basic concepls. In
realistic models, there are too many dimensions to visualize
as we have done here. Instead, we visualize geodesics as in
Fig. 3, where we plot the value of each parameter versus the
geodesic distance on the model manifold. Parameters that realize
extreme values (i.e., become singular) in a finite cost inform us
of manifold boundaries.

Finally, reduced models are constructed by analytically eval-
uating the limit revealed by the geodesic. In this case, we find
that ws —+ —oo corresponding to py — pa, 50 that the reduced
model becomes h; = 2 exp(—pt). This model is both statis-
tically simpler (having only one unknown parameter) as well
as computationally simpler (only requiring the evaluation of
a single exponential function, or equivalently having a lower-
dimensional generating state space).

V. MBEAM-BASED IDENTIFIABILITY ANALYSIS OF
THE 55E MoDEL

For the specific needs of this paper, an MBAM-based iden-
tifiability analysis is adapted to SSE models. The focus is first
directed to detecting unidentifiable system states (bus voltage
phasors, Secfion IV.A) and then detecting unidentifiable system
line parameters (Section IV.B). In both cases, general steps for
defining the analysis process are (see Section [ILA):

1. Define the physical constraints for parameters that serve

as manifold boundaries needed for MBAM.

2. Apply a change in parameter variables such that the man-

itold boundaries are mapped to infinite parameter values.

3. Formulate an appropriate cost function in whose parameter

space geodesic curves can be calculated.

A. [dentifiability Analvsis of System Stares

For this case, parameters correspond Lo sysiem states (@)
[voltage magnitudes (V') and angles (#)] and data are real-time
measurements (z).

For this model, manifold boundaries are a consequence of
the physical constraint that voltage magnitudes (V') cannot be
negative. Angles (#), on the other hand, can be both negative
and positive; however, it is convenient to impose angular con-
straints based on the values from the previous time instance—if
they were positive (negative) they could not now be negative
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276

(positive). We apply this constraint only for the identifiability
analysis, so it does not prevent the estimated states tfrom chang-
ing signs at future time instances. Effectively, we check whether
the estimated states differ from zero in a statistically significant
way and retain only those that do. We enforce these constraints
through a change in variables. Let y,,.,. = [t. Ug] be related
to state variables (z = [V 87]T)

V = _|_,,31|||-;,-1 {B.g. V:l — +BFF1]; {5}
6 = de¥ (eqg. 6 = L£eb™),

where Yy = [m"].!m"E! e nyn:] s Y = [yﬂhyﬂz; o syﬂﬁ]!
and 7 is the number of system buses.

Finally, the cost function can be defined as

M
Yy, Yo = HTE,: {Z wy[hy (+e¥V | de¥o) — z;]z} . (\)

i=1

where w;, by, z; are as defined in (1) and (2).
MBAM can thus be applied to model (6) for detecting uniden-
tifiable states through the following pseudo-algorithm:
* Based on the given system form v, .. (5) and the initial
{empty) set of unidentifiable states ;4.

* Testif any i-th component of gy, reach a limiting value
{+oo) for a finite geodesic arc length 7, (see Section I11).
If not the procedure is finished, else continue.

* Denote state T; (5) as unidentifiable and add to set @yy0.

* Reduce the model by taking the limiting values for the

unidentifiable state.

* Repeat the process on the now reduced model.

Through this procedure, the set of unidentifiable states @,5,ig
is derived corresponding to the unobservable system area. A re-
duced model is simultaneously constructed that removes uniden-
tifiable states.

B. Identifiability Analysis af System Line Parameters

For this case, parameters and data defined for MBAM cor-
respond to system line parameters and real-time measurements
i z), respectively. While various line parameters could be chosen,
here attention is given to line admittance

(N

where g and b are line conductance and susceptance, respec-
tively.

Next, note that admittance values are generally known in real-
life systems [32]. From this, the ratio between g and bis known,
and the unknown piece is parameterized as

y = gt+ib

y = kb+jb (8)

where & = g/h

Manifold boundaries are consequences of the physical con-
straints that susceptances (b) cannot be positive [31]. Again,
we implement these constraints through the change of variables
Yo = [tw1, 0wz, -+, tme], where

b = —eW¥ (eg. by = —e¥t2)

&}
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Finally, the cost function can be defined as

M
Yy = min {; w; [ (—e¥) — zf]g} (10}

where h1%(-) is a nonlinear function relating the i-th mea-
surement to the vector (). Note that for certain measurement
i, hi'"2(.) and hy(-) will be formed the same with the only
difference of what is the variable input—(h) or ().

MBAM can thus be applied to model (10) for detecting
unidentifiable line parameters, through the following pseudo-
algorithm:

* Based on the given system form gy, (9).

* Test if any i-th component of gy, will reach a limiting
value (+oc) for a finite geodesic arc length +, as ex-
plained in Section IT1. If not the procedure is finished, else
continue.

* Denote yy, as unidentifiable and reduce the model by taking
the appropriate limiting case for the corresponding line
parameter. Note two distinct cases:

1. wp; has reached the boundary value of —oo. From (8)
and (9) it can be concluded that b; , and thus the line
admittance, would go to 0. Further, this would mean
that the corresponding impedance value goes (o +oa,
making the corresponding line equivalent to an open
circuit [30].

2. ypy has reached the boundary value of +oo. From (8)
and (9) it can be concluded that by , and thus the
line admittance, would go to —oc. Further, this would
mean that the comresponding impedance value goes to
(), making the corresponding line equivalent to a short
circuit [30].

* Repeat the process on the now reduced model.

Through this procedure, the physical layer of the system is
reduced (see Section I1). Finally, note that this system reduction
does not require estimating state or line parameter values nor
formulating any matrices (see Section IT).

With regards to ling parameters, our algorithm detects uniden-
tifiable ones based on available measurements and last-known
(i.e., previous time instance) state values. For given this data,
the cost function (10) can be formulated. After that, MBAM is
applied to (10) by utilizing geodesic curves to detect unidentifi-
able line parameters. In that case, estimating the line parameter
values is not required. This can also be observed in the proposed
algorithm in Section V.

V. PROPOSED ALGORITHM
The proposed algorithm consists of the following steps:

Step 1. State estimation and ICT outage monitoring

Estimate the state through SSE with a predefined rate, as
explained in Section IT. While this is done, track ICT component
outages by monitoring measurement refresh times (time between
two consecutive measurements received) [29]

No outage : t:"-’; < s + Abreak

Outage detected : t:‘j > gy + ﬁtlﬂmk (11)
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where:

i observed ICT component;

Fi certain refresh time observation;

1t expected refresh time value;

Atbreak  caleulated based on the false rejection error possibility

{3 % in this paper).

It is important to note that (11) is not restricted to 1CT com-
ponent outages, but can rather detect other sources of missing
information. One such being bad data which can cause measure-
ments to be disregarded for the predefined AtP™=k, The reader
is referred to [29] for more details. Once outages occur, go to
Step 2.

Step 2: Observability analysis of system slates

Once ICT component’s outage(s) occur, check for unobserv-
able areas with regards to structurally unidentifiable system
states, per Section TVA:

* il no such area(s) exist, go back to Step 1; or

* it such area(s) exist, split the system into observable and

unobservable areas with regards to system states, and con-
tinue with the following step.

Step 3: Observability analysis of system line parameters

In areas unobservable with regards to system states, detect
unidentifiable ling parameters, and re-parametrize correspond-
ing lines as short or open circuil, per Section IVB.

Step 4: SE and ICT outage monitaring

Detect and remove practically unidentifiable states in the now
reduced model, per Section I'V.A.

Once the S5E model is reduced, and practically unidentifiable
states denoted, go back to Srep 1.

Through Steps 2-4, the SSE model is iteratively reduced to
only require system information that can be inferred from the
available data.

Step 2 and Srep 3 detect unobservable states and unidentifiable
ling parameters, respectively, and reduce the system accord-
ingly. Only atter that is the state estimated.

VI AFPLICATION

The proposed algorithm is illustrated on the [EEE 14-bus
test system, supplemented with ICT to form a CPS. Physical
{electric) layers are modeled in MATLAB (version R2020b),
while the cyber (ICT) layers are modeled in NS-2 (version 2.33)
[32]. These two layers are then co-simulated using PiccSIM
(version 1.15) [33] to formulate a CPS simulation environment.
Once this is done, simulations of the proposed algorithm can be
executed using the following software: 1) SE and ICT outage
monitoring (Step 1) are performed in MATLAB; and 2) observ-
ability analysis and system reduction (Sfeps 2-4) are performed
in Julia (version 1.0.5) [34].

Details of the physical and cyber layers are given in [35] and
[29], respectively, except for deployed measuring instruments
given in Table 1. Note that while not all measurement types

m

TABLET
AVATLABLE MEASURING INSTRUMENTS

Measure-  Measurement  Instrument  Sending Receiving  Dencled
ment T e type bus  hus by
1 Pow, mjection  RTU 5 ! PO
2 Pow. injection RTU fi ! POis
3 Pow. injection RTU B ! P,
4 Pow. injection RTU b ! Py
5 Pow. injection RTU 10 ! PQige
f Pow, injection ~ RTU 11 ! POy
7 Pow. injection RTU 12 ! POy
5 Pow. injection  RTU 13 / POy
9 Pow. mjection RTU 14 ! Piigg
10 Pow, flow RTU 1 - PO
11 Pow. flow RTU 2 3 POf
12 Pow, flow RTU 4 3 PO
13 Pow. flow RTU [ 13 PO s
14 Volt. phasor PMLUT 1 ! iy
15 Valt, phasor ML 2 ! BV,
16 Valt. phasor ML 3 ! 'y
17 Volt. phasor PMU 3 / %

—

rFIE'T autage area

@ Power flow
@ Power injection
2 Complex voltage

Fig. 4. IEEE 14-bus test system with denoted ICT outages.

(for example, the current measurements) are explored here, the
algorithm has no restrictions in this regard.

An example is demonstrated here when significant ICT com-
ponent outages occur, as demonstrated in Fig. 4 The correspond-
ing area affected by these outages is denoted as “ICT oulage
area,” with the following measurements being affected:

* Bus 6 — measurement # 2, denoted by PQig in Table L

* Bus 10 — measurement # 3, denoted by PQiy in Table I.

* Bus 11 — measurement # 6, denoted by POy 4 in Table 1.

* Bus 12 — measurement # 7, denoted by PQiy» in Table 1.

* Bus 13 — measurement # 8, denoted by PQi5 in Table I.

Finally, nole the exceplion of measurement #13, denoted by
PQfts_y5 in Table L, that is, this measurement remains active after
the outages.

The following should be noted about the example:

* Simulations are run for one hour (3600 5), where S5E is

executed every 2 s over the observable system area.
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Fig. 5. Geodesics denoting state 841 structurally unidentifiable.

* [CT component outages occur at f = 1000 s and remain
persistent for the rest of the simulations.

* Measurements are formed as random variables, with power
flow solution means and variances as 10~ percentage of
their measured values. These values are later denoted in
figures as ‘Measured’.

* Measurement weights for S5E are set as the reciprocal
value of corresponding measurement variances.

* RTU and PMU sampling rates are 2 s and (.02 s, respec-
tively. Note that for both measurement types, correspond-
ing measurements are assumed to have been taken at the
same moment (same snapshot).

* To quantify the proposed algorithm, results (denoted in
tables and figures as ‘SSE’) are compared with measured
values,

Utilizing the algorithm provided in Section V, initially the
state is estimated through SSE, while ICT outages are moni-
tored. Once outages occur, unobservable areas with regards to
structurally unidentifiable system states are detected (Section
VILA), followed by the detection of unidentifiable line parameters
iSection VI B). Finally, the SS5E model is reduced and the system
state estimation continues {Section VI.C).

A. Detecting Structurally Unidentifiable System States

First, structurally unidentifiable system states are detected,
thus formulating system areas unobservable with regards to
voltage phasors (Step 2 of the proposed algorithm).

The results of this are shown in Fig. 5. Different lines (different
colors) denote all the ., .. elements, which are defined through
(6). Their values are then examined along the geodesic, checking
if any will reach a boundary value. Tt can be observed that 15,
approaches —oo at a finite geodesic distance, indicating that the
system state 14 is unidentifiable. Note that due to a large number
0f 3410:0 €lements, its legend is abbreviated to include only the
element of interest—iygq,. The corresponding state is taken to
the limit of the extreme parameter value in the original model,
in this case, zero. The process is then repeated.

By repeating this procedure, states #12, V11, f10, Viz, and Vig
are labeled unidentifiable in the subsequent steps. Thus, the area
consisting of buses 10, 11, and 12 is denoted as unobservable

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 37, NO. |, JANUARY 2022

with regards to states. In the model reduction step, these vollages
are fixed to zero (buses are grounded), per Section 1V.

To validate these results, observability is also analyzed
through the method given in [14]:

. Form the corresponding Jacobian matrix Hix) (Section

1LA).
2. Hessian matrix  is  approximated as 9 (x) =
Hx\" H(x).

3. Eigenvalue decomposition as & (x) = WAWT is per-
formed, where the following eigenvalues are derived
diag{ A } = [-257-100%; 13310 _9.04-101;
5.07-10'%; 1.73-10"%; 1.23-10"%; 0.048; 0.057; 0.760;
0.776; 12,195 ...]1. From this, the first 6 eigenvalues are
denoted as close to zero.

4. With regards to the eigenvalues, submaltrices Waa and
W are formed—column partitioning of matrix W =
W2z Wl

5. QR decomposition W3, P = QR is performed, where
P is the permutation matrix.

6. P is used to reorder the state vector ¢ as ¢ = PT .

7. The reordered ¢ is partitioned as ¢ = [@os og] , where
x corresponds to the unidentifiable states. For this ex-
ample, g = [f1o. 11, F12, Vie, Vi1, Vig]. Thus, the same
area (buses 10, 11, and 12) is denoted unobservable with

regards 1o states.

B. Detecting Unidentifiable System Line Parameters

MNext, unidentifiable line parameters are detected and reduced
in the unidentifiable system area defined in Section V1. A (Step
3 of the proposed algorithm).

In the first geodesic, it is observed that ypy2- 13 approaches
—oo, thus denoting the admittance of 12-13 unidentifiable. The
corresponding line is re-parametrized as an open circuit, 1,113
is fixed to zero, and the process is repeated until all unidentifiable
ling parameters are removed.

C. Reduced System and State Estimation Resulls

The fully reduced system is shown in Fig. 6:

* [CT components affected by outages are disregarded.

* Unobservable buses are identified (Section VIA).

* |ines corresponding to unidentifiable line parameters are
re-parametrized (Section VILB).

Finally, for the given example, illustrative results for the entire

simulation period of one hour (3600 s) are given as:

* Average errors for voltage magnitudes and angles calcu-
lated by SSE are shown in Table 1T for the following bus
groups:

Group # 1—unobservable buses (10, 11, 12;

Group # 2—huses neighboring unobservable ones (6, 9,
13);

Group # 3—distant buses measured by RTUs (5, 7, 8, 14);
Group # 4—distant buses measured by PMUs (1, 2, 3, 4).
WValues are given for the following time instances: 1) before
ICT outages (Pre-outage); 2) after ICT outages (Post-
outage) and 3) entire time interval.
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@ Power flow
@ Power injection

O Complex voltage % Unobservable bus

LU

Fig, 6. TEEE 14-bus test system reduced through MBAM.
TABLE I
AVERAGE VOLTAGE ESTIMATION ERRORS (-107)
Time interval Pre-cutage  Post=putage  Entire interval
Flpu 2.6 7.1 59
Growp # 1 [paz]
@ [rad] 35 50 45
Fipn]] 28 53 44
Group # 2
@ [rad] 3.0 40 17
¥ pau. 33 3.7 35
Group # 3 [p-u]
8 [rad] 36 3.7 3.7
Flipul| o7 0.8 0.8
Group # 4
PP oy | 0s 0.9 0.9
LITF L — : z i f i
= === Mleasuned
—_ — SSE
= 1.0&
2 4
o
= (’I 07
‘; L a0l 1K 1050
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= 108
=
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Time [5]
Fig. 7. Voltage magnitude at bus 8.

* Estimated and measured voltage magnitude for bus 8, with
the emphasized time interval 950-1030 s, is given in Fig. 7.

Mote that this bus is from group # 3.

* Estimated and measured voltage magnitude and angle for
bus 12, with the emphasized time interval 950-1050 s, are
given in Fig. 8. Note that this bus is from group # 1.

Fig. &,
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Fig. 9. Voliage (a) magnitude and {b) angle at bus 6.

* Estimated and measured voltage magnitude and ang

A

le for

bus 6 within the time interval 950-1050 s, are given in

Fig. 9. Note that this bus is from group # 2.
From these results, the following can be concluded:

* (Overall there is good state tracking for all buses (Table 1)
* |Insignificant result degradation is observed in buses distant
from ICT component outages (see Fig. 7 and Table IT).

* For buses that are unobservable after the ICT outage, volt-

age values can no longer be estimated and their values are
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Fig. 10. Geodesics denoting state &g practically unidentifiable.

kept as the last estimated ones (see Fig. § and Table IT). Note
that the decision on what to do with these bus voltages is left
to the user—this is one way to deal with them, acceptable
here since only slow state changes are observed,

* Result degradation is also observed in buses neighboring to

unobservable ones once ICT outages occur. Nevertheless,
state tracking for these buses is still acceptable (see Fig. 9
and Table IT).

Finally, as explained in Section 111, practically unidentifiable
states (identifiable with low accuracy) may also be detected by
MBAM on the now reduced model. The results of this are shown
in Fig. 10, similar to Fig, 5—values of 4,,,,. ¢lements (denoted
by different colors) are analyzed along the geodesic. We find
the geodesic takes ypg to —oo in a finite, but the larger distance
on the model manifold. We thus denote the system state f; as
practically unidentifiable. The model can be further reduced by
fixing element yyg to zero.

The process is repeated and states 6,5, Vi, fq, V2. and
V1o are also labeled practically unidentifiable. Notice that the
practically unidentifiable area consists of buses 6, 9, and 13,
i.e., neighboring the structurally unobservable buses. Note that
even though the corresponding states may still be estimated (see
Table IT) their inferred values may have high variance should be
used with caution. Depending on the resolution of the actual data,
the proposed algorithm will construct an appropriate reduced-
order model.

VI CoNCLUSION

This paper proposes a novel method of system observabil-
ity analysis, which is further capable of reducing the model
to remove reference to the unidentifiable state variables, The
procedure is motivated by scenarios when considerable 1ICT
component outages occur, which we demonstrate on the [EEE-
14 bus test system, supplemented by the corresponding ICT to
creale a CPS-based simulation environment.

The basis for our method is the MBAM, which analyzes
state estimation models as manifolds of potential predictions
embedded in data space. Unidentifiable states and parameters
correspond to manifold boundaries. The information geometry
approach extends local, matrix analysis to global sensitivity

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 37, NO. |, JANUARY 2022

analysis through the calculation of geodesic paths. As such,
the method is additionally able to detect practically unidenti-
fiable states and parameters, i.e., those that can be estimated
in principle but may have low accuracy or be ill-conditioned.
Recent advances in large-scale MBAM give us confidence that
the method is relevant for the state estimation in large power
systems with thousands of nodes.

Once ICT outages occur, unidentifiable states and parameters
are detected, and the state estimation model is reduced. This
reduction does more than just fix unidentifiable states and pa-
rameters o last-known values, as is common practice in other
methods. Rather, by taking limiting cases, we tundamentally
change the computational structure of the model so that there
is no reference to unidentifiable elements. In this way, the
computational complexity of the model is commensurate with
the information content of the data, and we extract the most
information possible.
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