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Abstract— There has been significant research devoted to
the development of distributed microwave wireless systems in
recent years. The progression from large, single-platform wireless
systems to collections of smaller, coordinated systems on separate
platforms enables significant benefits for radar, remote sensing,
communications, and other applications. The ultimate level of
coordination between platforms is at the wavelength level, where
separate platforms operate as a coherent distributed system.
Wireless coherent distributed systems operate in essence as
distributed phased arrays, and the signal gains that can be
achieved scale proportionally to the number of transmitters
squared multiplied by the number of receivers, providing poten-
tially dramatic increases in wireless system capabilities enabled
by increasing the number of nodes in the array. Coordinat-
ing the operations of nodes in a distributed array requires
accurate control of the relative electrical states of the nodes.
The basic challenge is the synchronization and stability of the
relative phases of the signals transmitted or received. Generally,
such control requires wireless frequency synchronization, phase
calibration, and time alignment. For radar operations, phase
control also requires high-accuracy knowledge of the relative
positions of the nodes in the array to support beamforming.
Various technologies have been developed in recent years to
address the coordination challenges for closed-loop applications,
such as distributed communications, and more recently, there
has been growing interest in new technologies for open-loop
applications, such as radar and remote sensing. This article
presents an overview of distributed phased arrays, the principal
challenges involved in their coordination, and recent research
progress addressing these challenges.

Index Terms— Distributed arrays, distributed beamforming,
phased arrays, radar, remote sensing.

I. INTRODUCTION

WIRELESS technologies supporting communication
between separate wireless systems have advanced dra-

matically in recent years, enabling distributed cooperation
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of separate systems at previously unachievable levels. While
information sharing has long been of interest for distrib-
uted applications such as wireless sensor networks [1], [2],
distributed automotive radar[3], [4], and multiple-input–
multiple-output (MIMO) radar [5], [6], recently there has been
increasing interest in coordinating separate systems at a more
granular scale. The ultimate level of cooperation between
systems is at the scale of the wavelength of the wireless
operation, where individual wireless nodes in a distributed
array transmit and/or receive signals coherently, forming a
distributed phased array. Coordinating systems at the wave-
length level provides an alternative to the platform-centric
paradigm currently dominating wireless system development:
for most wireless systems, improving performance entails
redesigning or retrofitting existing large or single-platform
systems, whether large radar systems or hand-held wireless
devices; in contrast, by disaggregating the functionality of a
single platform into a distributed network of small, wireless
nodes (see Fig. 1), a coherent distributed system can achieve
performance improvements by simply adding more low-cost
nodes to the array. Distributed phased arrays, or coherent
distributed antenna arrays, consist of a number of separate
wireless nodes that transmit signals coherently to enable
beamforming and/or coprocess received signals coherently to
form beams on receive digitally. Single-platform phased arrays
traditionally use analog feed networks to distributed signals
between the antenna elements and a single centralized trans-
ceiver [7], [8]. In contrast, distributed arrays operate similar
to element-level digital phased arrays, where each antenna
element is connected to a separate transceiver [9], [10].
Accurately controlling the phasestates of the individual nodes
in a distributed array enables distributed beamforming, from
which a range of benefits is afforded, including the following.

1)Enhanced Signal Gain:An array of N transmitters
yieldsN2signal gain at the destination from the aggre-
gate signal power and directivity from beamforming,
whileagainofM is obtained fromM receivers from
beamforming; the distributed phased array gain, thus,
scales asN2M, yielding improved signal-to-noise ratio
(SNR).

2)Increased Reliability:Multiple nodes cooperating coher-
ently can remove single-point-of-failure; if a node fails
or suffers interference, the distributed array operation
degrades gracefully.

3)Scalability:Increases in signal gain can be achieved
directly by including more nodes in the array.
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Fig. 1. Distributed phased arrays overcome the limitations of platform-centric
wireless system models by disaggregating the functionality of large wireless
systems into an array of smaller, cheapernodes that are wirelessly coordinated
to support distributed beamforming.

4)Adaptability:Nodes may be reallocated in space to adapt
to changing conditions; the array may separate into
multiple smaller distributed arrays to perform multiple
functions.

5)Greater Spatial Diversity: Increasing the array size
yields narrower directed beams and greater spatial
resolution.

There are additional benefits that may manifest, e.g., cost
benefits in launching a set of small satellites as opposed to
a single large satellite; nevertheless, these additional benefits
tend to be more application-specific. To obtain these and other
benefits, the electrical states of the individual nodes in the
array must be accurately synchronized. However, achieving
the necessary level of synchronization between nodes that are
physically separated and that may be in relative motion is
a challenging task. Not only must the internal electronics,
such as local oscillators, be synchronized wirelessly but also
the movement of the nodes themselves must be addressed.
Global navigation satellite systems (GNSS), such as the global
positioning system (GPS), provide synchronization capabilities
that are far too coarse in position, frequency, and time to
support phase coherence at microwave frequencies. Hence,
the coordination tasks must beaccomplished within the dis-
tributed array itself.
A growing body of research has focused on the use of

feedback from a wireless system that is collocated with the
beamforming destination or, more commonly, is the intended
beamforming destination itself [11]–[14]. For example, a set
of wireless communication systems connected to a base station
can receive feedback from the base station regarding the
received signal strength, from which the nodes can adjust
their states until beneficial signal strength is achieved. This
closed-loop approach has a number of benefits, namely, little
coordination between the nodes in the array needs to be
implemented; for example, the precise locations of the nodes
need not be known. Such an approach is feasible for commu-
nications applications, where the beamforming destination is
a wireless system itself, but is not applicable to sensing appli-
cations, such as radar, where feedback from the destination,
if present at all, is a result of the target scattering characteris-
tics and, in practice, is not feasible to use in determining the
precise beamforming state of the array. Closed-loop systems,
furthermore, can only beamform to the location providing the
feedback, with no feasible direct mechanism to then steer a
beam to a different, arbitrary angle.

Phased array technology has yielded dramatic benefits for
wireless applications in general, not only for communica-
tions [15], [16]. Radar systems, which must overcome the
more dramaticR−4propagation losses compared to theR−2

losses in one-way communications systems, have increasingly
relied on beamforming to achieve greater SNR and better
directivity. Achieving greater signal gain in phased arrays has
motivated research on component and device technologies,
such as more efficient amplifiers and larger antenna apertures,
but achieving capability improvements through component
or aperture redesign is an increasingly challenging task that
can potentially be addressed in a more cost-effective and
rapid manner if separate small apertures can be coherently
combined. Remote sensing applications, whether active or
passive, generally benefit from improved spatial resolution, for
instance, in satellite remote sensing of the earth. Increasing
aperture sizes is a considerable challenge for satellite systems
that can be addressed by coherently combining the apertures
on small satellites that can more easily be deployed and
replaced. In general, coherent distributed sensing systems must
be designed as open-loop arrays such that there is no reliance
on feedback from the destination; the array must self-align
the electrical states of the nodes, thereby allowing beamsteer-
ing to arbitrary angles, and the potential for any wireless
application.
Achieving open-loop distributed beamforming is a consider-
ably more challenging task than the closed-loop approach and
involves a compounding number of potential errors that must
be characterized and mitigated or controlled. However, recent
research has begun to demonstrate solutions to the most fun-
damental challenges involved in open-loop distributed beam-
forming, which has opened the door for expanded investment
in applied distributed phased array research. Many of these
solutions are based on microwave system design or codesign
with signal processing, particularly analog wireless frequency
synchronization and high-accuracy internode ranging. This
article discusses recent developments in distributed phased
research, including synchronization requirements, recent tech-
nical developments, and experimental demonstrations. While
many applications can be categorized as either closed-loop
or open-loop, it is anticipated that there will be situations
where techniques applying to both approaches will be useful;
as such, this article discusses recent results of both types
of systems. The focus of this article is on the microwave
technologies supporting phase-coherent coordination between
separate nodes for distributed beamforming and does not
discuss the implications of the resultant beam patterns of
such distributed systems. Due to their inherently sparse nature,
distributed phased array beam patterns generally manifest with
a large number of grating lobes, which may be relevant for
a given application and can be approached with various array
design methods [17]–[20]. This article is organized as follows.
In Section II, the closed- and open-loop topologies are dis-
cussed in more detail, followed by a detailed discussion of the
principal coordination challenges faced in distributed phased
array design in Section III. Recent developments address-
ing the principal coordination challenges are reviewed in
Section IV, followed by recent proof-of-concept experimental
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Fig. 2. Open-loop distributed phased arrays achieve distributed beamforming
through internode synchronization of the nodes in the array without external
signaling. Coordination between thenodes is challenging, but the open-loop
architecture enables beamforming to arbitrary angles, thus supporting any
wireless operation.

distributed beamforming systems in Section V. This article
concludes with a summary of the remaining challenges.

II. DISTRIBUTEDPHASEDARRAY
COORDINATIONARCHITECTURES

Distributed phased arrays can generally be categorized into
open- and closed-loop systems. In open-loop architectures,
nodes within the distributed array align their electrical states
relative to one another and form beams to desired directions
without relying on feedback from the destinationto achieve
phase coherence (see Fig. 2) [21]. The destination may be
an active system, such as a base station, (for example, the
aggregated signal gain of the array can be used to close a
link when individual nodes do not have sufficient SNR to do
so individually) or the destination may be a location on the
ground in the case of a remote sensing operation. Open-loop
systems are, therefore, not constrained by spatial location or
feedback signals; they are flexible and could be used in a
dynamic setting as long as sufficient synchronization within
the array is achieved. Open-loop architectures support any
general wireless operation, but this flexibility comes at the cost
of significant coordination requirements, as discussed further
in Section III; among the major challenges are accurately
estimating the internode range and wirelessly synchronizing
the oscillators on each node.
Closed-loop distributed beamforming relies on a signal from

the destination and can be subcategorized as feedback-enabled
or retrodirective distributed beamforming. Many techniques
that support coherent beamforming in a closed-loop setting
have been developed in the literature; among these approaches,
coherent operation was supported using primary-secondary
synchronization [11], receiver-coordinated explicit-feedback
[23], one-bit feed back [24], roundtrip synchronization [25],
and two-way synchronization [26].
A feedback-enabled closed-looparchitecture relies on exter-
nal inputs from the targeted location in order to enable
coherence (see Fig. 3). Commonly, minimal to no coordination
is required between the array nodes; the feedback from the tar-
geted base station is used to synchronize the frequency, time,
or phase on the individual nodes to achieve a phase-coherent
beam at the destination. The feedback is commonly dependent

Fig. 3. Closed-loop distributed beamforming systems utilize feedback from
the destination system to adjust the electrical states of the nodes until a
high-gain state is obtained. Closed-loop beamforming can be accomplished
with little to no coordination between the nodes, but the operation can only
beamform to the receiving system and cannot arbitrarily steer beams.

Fig. 4. Retrodirective distributed beamforming arrays utilize signals emitted
by the destination system. If frequency synchronized and time-aligned, retrodi-
rective approaches, such as a Pon array [22], can be implemented. The phase
delays from the emitter (base station) to each nodeφiare mixed with twice the
carrier frequency, yielding retransmitted carrier signals whose phase cancels
the propagation phase delay, yielding phase-coherent signal summation at
the emitter. Similar to the closed-loop architecture, the operation can only
beamform to the receiving system.

on the received power level, and phase or time adjustments
are implemented in the nodes to maximize the power level.
Convergence to a high-gain state is generally inversely depen-
dent on the amount of information shared between nodes and
the amount of information provided as feedback from the
destination node. As little asone bit of feedback from the
target node is sufficient to support beamforming [24], however,
the convergence time may be above that of the coherence
length of the channels in mobile nodes. As noted above,
current feedback-enabled beamforming methods only reliably
cohere the transmitted signals at the destination and do not
allow for controlled beamforming to other directions.
Retrodirective beamforming arrays are a form of
closed-loop architecture where the array uses an external
signal in order to achieve coherent operation, but the received
signal need not be cooperative [22], [27]–[29]. Reciprocity
is used by the nodes to adjust their channel gains or
frequency by analyzing incoming signals from the base
station or external sensors without having any cooperative
communication with the external sources, which can offset
intrinsic phase delays in each channel (see Fig. 4), operating
like a Pon array [22]. As an example, the base station can
broadcast a strong signal that can be used by every individual
node in the array to adjust the frequency of its oscillator. Like
the closed-loop architecture, the retrodirective architecture
can achieve coherent signal summation only at the emitting
system and cannot beamform to other specific angles.
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Fig. 5. Open-loop distributed receive beamforming architecture. A set of
receivers with only frequency synchronization capture signals emitted or
scattered from a remote point. Thesignals are combined in a fusion node
by weighting the received signals in an optimized approach to maximize
the beamforming gain. The fusion node may reside within or outside the
distributed array.

The function of the distributed phased array—whether it
is intended to transmit, receive, or both—can impact the
architecture. Distributed receive beamforming is a specific
subset of distributed beamforming that focuses on the ability of
a distributed array to coprocess wireless signals from a distant
transmitter to improve signal quality in some form. In distrib-
uted receive beamforming, the elements are physically sepa-
rated and coordinated at the level of the RF phase wirelessly.
The signals are digitized and transmitted to a processing node,
which may or may not reside within the array, as shown
in Fig. 5. In contrast to amplify-and-forward beamforming
approaches where feedback from the transmitter is used in the
optimization process [30]–[32], distributed reception generally
assumes that the distributed receive array obtains beamform-
ing gain without feedback from the transmitter. The fusion
node applies optimization to obtain a coherent summation of
the separate received signals. Various approaches have been
investigated. In [33] and [34],phase correction via feedback
from the fusion node was investigated; this approach, however,
requires additional wireless communications between nodes.
Various methods have been investigated for reducing wireless
throughput between nodes in the receive array. In [35], distrib-
uted processing of hard decisions, where bits are individually
decoded and forwarded, was shown to result in beamforming
degradation of less than 2 dB. While applicable to communi-
cations, this approach is nonetheless not generalizable to all
wireless operations, such as radar and remote sensing. Other
methods have explored amplify-and-forward approaches using
coded waveforms; however, these generally presume existing
knowledge of the channel state [36], [37].

III. COHERENTDISTRIBUTEDCOORDINATION:PRINCIPAL
CHALLENGES INDISTRIBUTEDPHASESYNCHRONIZATION

The objective of a distributed beamforming operation is to
ensure that emitted signals arrive at the desired destination
in-phase and with sufficient relative timing such that the
signals add in the desired way (usually constructively to
increase signal power), or if receiving signals, to ensure that
the relative phase and timing of the received signals are aligned
so that coherent coprocessing can take place. The methods by
which the relative phases and times are estimated and corrected
differ based on whether the system is only receiving signals or
whether the system must transmit. In the former, data-driven
approaches where, for example, the phases of the received

signals are estimated and corrected in postprocessing, may
be implemented at the cost of latency. Coherent distributed
transmission is a significantly harder challenge since the
relative electrical states of the antennas in the distributed
array must be alignedin situand often in real time. This
entails ensuring that all nodes are operating at the same
frequency, phase errors due to internal subsystem delays are
calibrated, and phase and timing differences due to the relative
locations of the nodes are estimated and corrected. In this
section, we describe the principal factors impacting distributed
coherence and the accuracy to which they must be estimated
and corrected to ensure a high level of coherent operation.
The analysis describes a transmit operation since it represents
a more challenging implementation; however, the error terms
and the resulting required estimation accuracies are valid for
transmit or receive operations.

A. Distributed Beamforming Model

In an ideal distributed beamforming operation, the trans-
mitted signals from the Nnodes in the array arrive at the
destination at the same time, with the same frequency and
phase, and with channel imbalances corrected. The ideal
received signal is

si(t)=

N

n=1

An(t)e
j2πfct (1)

whereAn(t)is the complex baseband signal, which is gen-
erally time-varying (e.g., a radar pulse or a communica-
tions symbol), andfcis the carrier frequency. In practice,
the received signal in the far-field of an array ofNarbitrarily
placed transmitting nodes can be represented by

sr(t)=

N

n=1

hnAn(t−δtn)e
j(2πfct+δψn) (2)

wherehn= αne
jφ(h)n is the complex-valued coefficient rep-

resenting the propagation channel from transmitternto the
destination,δtnrepresents the timing difference between the
transmitted signals, andδψn is the total phase difference,
which can be given by δψn = 2πδfnt+δφ

(s)
n +δφ

(c)
n,

where 2πδfntis the instantaneous phase difference due to
differences in the carrier frequencyδfn,δφ

(s)
n is the residual

phase difference between the required and estimated beam-
steering phase shift, andδφ(c)n is a constant phase due to
system factors, including delays through the transceiver and
the antenna phase pattern, among others. The residual beam-
forming phase error results from the imperfect estimation of
the phase weights required to achieve a coherent wavefront
in a given direction. The necessary phase at a given noden
may be determined in reference to another node in the array
or to a known global location, which need not be in the array.
The beamsteering phase per node isφs= 2π(dn/λ)sinθn,
whereλis the wavelength of the beamforming signal,dnis
the distance between the node and the reference point, and
θnis defined relative to the baseline vector between noden
and the reference point, which may be an adjacent node or
location within the array [21]. Note that this pairwise approach
provides a path toward extensibility to three dimensions. Thus,
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the node must estimate its distance to the reference point
and its beamsteering angle, yielding an estimated steering
phaseφe=2π((dn+δdn)/λ)sin(θn+δθn),whereδdnis the
distance estimation error andδθnis the angle estimation error.
The residual phase error isδφ(s)n =φs−φe.
Based on the model above, there are a few principal factors

that must be estimated and corrected to ensure the signals
arrive at the destination coherently. These include the relative
frequencies of the oscillators on each node, the distance
between each node and a reference location, the relative timing
offsets, the phase delays through each transceiver system,
the phase errors resulting from imperfect oscillator synchro-
nization, the beamsteering angles, and the channel delays from
each node to the destination. Despite the inclusion of these
errors, this model is nonetheless highly idealized compared
to a physical implementation of a distributed array, and the
list of secondary errors that may impact the coherence of a
distributed beamforming operation is extensive, albeit increas-
ingly application-dependent. An inexhaustive list includes
angle-dependent antenna phase patterns manifesting on direc-
tional antennas; vibration-induced platform movement and
oscillator drift on rotor aircraft; platform orientation changes
causing antenna depolarization; Doppler-induced errors from
relative platform motion; and geometric differences between
antenna phase centers on those used for internode range esti-
mation and those used for distributed beamforming. However,
many such secondary errors may either be mitigated or may be
negligible depending on the specific application. For instance,
wide-beam antennas have fairly constant phase patterns in their
mainbeam, platform vibration is minimal on satellites, depo-
larization can be overcome with circularly polarized antennas,
formation flying yields negligible internode Doppler shifts, and
antenna phase center mismatch can be mitigated by using the
same antenna for both ranging and beamforming. However,
regardless of the application and the secondary errors that
may manifest, the principal errors described above must be
addressed to support distributed beamforming to arbitrary
angles.
The focus in this article is on coordination errors that can be

addressed through microwave system design, specifically those
errors that directly contribute to relative phase differences that
will degrade beamforming, such as frequency synchronization
and internode ranging. The impact of the channels (both node-
to-destination and node-to-node) may be approached using
channel estimation techniques [38]–[40] or may be negligible
in specific but important cases, such as beamforming from
aerial platforms to a far-field destination, as is the case of
satellite or UAV swarms; in such cases, multipath between
nodes will be minimal, and the node-to-destination channels
can reasonably be assumed to be the same such that only
beamsteering phase corrections due to node locations and
beamsteering angles are necessary. Channel impacts are, thus,
not considered in this work, which emphasizes the challenges
that microwave technologies can address.

B. Coordination Requirements

The impact of the principal errors must be characterized
to determine the level to which the errors must be estimated

Fig. 6. Probability that the coherent gain will degrade by no less than 0.5 dB
(Gc≥0.9) as a function of internode range estimation error. As the number
of nodes increases, the requirement approaches 18◦. From [21].

and mitigated. A metric that captures the impacts of errors in
a very general way is the level of coherent gain achieved at
the destination, defined as the signal power of a beamforming
operation with the errors described above relative to that of
an ideal beamforming operation. The coherent gain can, thus,
be defined as

Gc=
srs
∗
r

sis
∗
i

. (3)

The coherent gain varies between 0≤Gc≤1, whereGc=
1 represents the highest achievable coherent gain. Representing
the principal errors as random variables, the impact on the
coherent gain of one or more error terms can be evaluated
statistically. A useful approach is to determine the probability
that a beamforming operation will obtain at least a specified
level of coherent gain given the statistical parameters of one
or more error terms, where common threshold values are
Gc≥{0.7,0.8,0.9}, representing, respectively, degradation
in the beamforming gain of approximately 1.5, 1, and 0.5 dB.
The probability that the coherent gain achieves this level, e.g.,
P(Gc≥0.9), may then be evaluated statistically.
The requirements for estimating the principal errors
are summarized here from [21] and [41]. Fig. 6 shows
P(Gc≥0.9)as a function of the standard deviations of the
phase errorδψfor various array sizes, with other errors set to
zero. The results were obtained from 10 000 Monte Carlo sim-
ulations with normally distributed phase error and the steering
angle taken as a uniform random variable over[0,2π).Asthe
number of elements in the array increases, the threshold on the
relative phase error between the oscillators at which the coher-
ent gain is assured to be no less than 0.5 dB of the ideal level is
approximately 18◦. This error is inclusive of all phase errors,
including system phase delays, oscillator phase differences,
integrated phase walks due to frequency differences, and
beamsteering errors. While oscillator and hardware phase
errors can be addressed through wireless frequency synchro-
nization or calibration, the beamforming phase errors are
dependent on the locations ofthe nodes in the array, and
thus, the tolerance on estimating the distance and angle in
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Fig. 7. 90% probability thresholdP(Gc≥X)for various coherent gain
values (legend) versus range estimation and normalized angle estimation error
forN=10. The angle estimation error is normalized by the wavelength.
From [21].

the beamsteering phase must be considered. The joint prob-
ability at various levels as a function of steering angle and
ranging error is shown in Fig. 7, generated from 10 000 Monte
Carlo simulations. If the beamforming angle is very accurate,
internode range errors of no more thanλ/15 can be tolerated;
this error is, however, compounded when phase errors due to
wireless frequency transfer are considered or when steering
toward endfire [21], [42].
Angle estimation errors also contribute to the degradation

in coherent gain, as shown in Fig. 7, which shows the joint
probability of the coherent gain as a function of normally
distributed range and angle errors. The angle error is normal-
ized by wavelength; for an internode distancedwavelengths,
the angle standard deviation isσθ/d. For example, to achieve
Gc ≥ 0.8 with high probability with a ranging standard
deviation of 0.07λ, the normalized angle standard deviation
is 6◦; for a 10-m internode distance and a 1-GHz carrier
frequency, angle estimation of approximately 0.2◦standard
deviation is necessary. While some techniques can theoret-
ically achieve accuracies below this value (e.g., [43]–[45]),
practical implementations are challenging.
The previous errors impact the ability to maintain a steered

monochromatic signal; however, signals carrying information
must also be appropriately aligned in time such that their
envelopes appreciably overlap at the destination. Generally,
this timing requirement is inversely dependent on the band-
width and the modulation of the waveform. For a simple
amplitude-modulated pulse on a single carrier frequency,
it is apparent that a waveform overlap of 90% will ensure
Gc ≥ 0.9; however, the requirements are more stringent
for waveforms with phase or frequency modulation [41].
Figs. 8 and 9 showP(Gc≥0.9)for a Barker-coded radar
waveform and a linear-frequency modulated (LFM) pulse.

IV. SUBSYSTEMSYNCHRONIZATIONTECHNOLOGIES

This section discusses recent developments in microwave
and millimeter-wave systems for high-accuracy localization,
wireless frequency transfer, and time alignment, to address
the three principal coordination challenges discussed above.

Fig. 8. Impact of timing errors for a 13-segment Barker coded waveform of
durationT. From [41].

Fig. 9. Impact of timing errors for an LFM waveform of durationTand
normalized modulation ratek/fcforN=10. From [41].

A. Internode Range Estimation

Distributed beamforming necessitates accurate localization
of the nodes in the array, especially for open-loop systems that
do not rely on external feedback to support phase-coherent
beamforming to desired directions. Accurate internode rang-
ing represents the basis for accurate node localization and,
consequently, sufficient phase alignment. As noted above,
a range estimation root-mean-square error (RMSE) ofλ/15
is needed to have a 90% probability to achieve 0.9 coherent
gain considering the range estimation error in isolation (no
other errors). In [42], the effect of wireless frequency syn-
chronization in a centralized topology was considered, where
the frequency synchronization signal undergoes a phase shift
due to propagation between the nodes, and the requirement
for the ranging RMSE was shown to be more stringent,λ/26.
Thus, for microwave frequencies and above, the required
range estimation RMSE is on the order of centimeters or
millimeters. In dynamic systems, this level of accuracy needs
to be achieved quickly, before the nodes move out of the
coherence length.
High-accuracy ranging at the sub-cm level is feasible using
optical systems due to their large instantaneous bandwidth;
however, optical links require accurate pointing and tracking
hardware on every node, including gimbals and adaptive
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Fig. 10. Block diagram of the spectrally sparse ranging system. Each tone was generated by a separate daughterboard; afterward, the two signals were
combined and transmitted. The received signal is split fed to the receive inputs. The resulting baseband signals are digitally reconstructed to their tone
separation in the air. U/C=upconverter, D/C=downconverter, PLL=phase-locked loop,G=gain, and NF=noise figure. From [46].

optics, and are thus not scalable to large arrays [47], [48].
Ranging waveforms have been extensively studied in [49],
[50], through which it was shown that two-tone signals have
the lowest Cramer–Rao lower bound (CRLB) on delay esti-
mation. The CRLB gives the minimum achievable variance in
time delay estimation, given by [51]

σ2≥
1

β22EN0

(4)

whereEis the signal energy,N0is the noise power spectral
density, andβ2is the mean-square bandwidth, or the effective
bandwidth of the signal, where

β2=

∞

−∞

(2πf)2|S(f)|2df

∞

−∞

|S(f)|2df

(5)

withS(f)denoting the Fourier transform of the temporal
signal for a given frequencyf. It can be seen thatβ2is
the normalized second moment of the signal spectrum. This
implies that accurate range estimation is obtained not just
by increasing the signal bandwidth, but by concentrating
the signal energy into two narrow sidebands. This dual-tone
waveform was tested in [52], where, for 500-MHz tone sepa-
ration and 27.5-dB SNR, the ranging standard deviation was
0.2 mm. It is important to note that high SNR values can be
achieved between nodes in a distributed phased array due to
the cooperative nature of the system: a repeater can be added
to the nodes to boost the signal with gain, overcoming the
R−4losses.
The benefits of the two-tone waveform extend to the hard-

ware domain as well. While it is challenging to develop
hardware that reliably supports very wide bandwidth sig-
nals, a two-tone waveform can be directly generated and
received using two separate, phase-locked transceivers. The
received signals, individually narrowband, can be sampled
with low-rate digitizers and digitally reconstructed to their
wideband tone separation for accurate matched filter process-
ing. This approach was demonstrated using a dual-channel

Fig. 11. Measured wireless range estimation accuracy. At a tone spacing
of 450 MHz, the ranging accuracy was 530μm. From [46].

microwave sensor in [46], where each tone was generated
and received by a separate transceiver. The block diagram of
the ranging system is shown in Fig. 10, and the results are
shown in Fig. 11, where the ranging accuracy of 530μm
was obtained with a 450-MHz tone separation on the two
narrowband transceivers.
The CRLB of multitone signals was studied in [53] where
it was shown that adding additional tones or bandwidth to
one or both of the dual-tone signals has a minimal impact
on the lower bound. Such multitone signals can be used for
joint ranging and frequency transfer in centralized systems.
Nevertheless, two-tone or multitone signals are ambiguous in
nature, and their application can be limited to a small number
of nodes. This issue was resolved in [54] where two-tone
stepped-frequency waveforms (TTSFWs) were developed to
combine accuracy and scalability.
Although two-tone signals have the highest accuracy, one
can select any waveform for ranging. In the cases where
ranging accuracy is not the only concern, different waveforms
could be more desirable. As an example, frequency-modulated
continuous-wave (FMCW) radar systems [55]–[60] are of
interest for a wide variety of distributed systems due to their
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good accuracy and small range resolution (on the order of
centimeters or sometimes millimeters). In [59], an accuracy
of≈1 mm was reported for a 2-GHz ranging bandwidth.
A 75-GHz FMCW radar with 2-GHz bandwidth, 2-ms sweep
time, and averaging of 2000 samples was used in [60]. The
system was able to achieve a ranging standard deviation
of 0.1 mm and a standard deviation in angle direction of 0.05◦.
Other works implemented FMCW radars with much higher
bandwidth and achieved even higher accuracies. For example,
in [61], a 25.6-GHz bandwidth was used with a carrier
of 80 GHz, and a ranging standard deviation of 4μmwas
achieved for close targets.

B. Frequency Synchronization

Frequency synchronization is essential for coherent distrib-
uted arrays and any radio frequency (RF) cooperative applica-
tion in general. Since the transmitters in a distributed array are
physically separated, frequency synchronization needs to be
performed wirelessly. In orthogonal frequency-division mul-
tiple access (OFDMA), wireless frequency synchronization
ensures the suppression of multiple access and interchannel
interferences, and it allowsproper orthogonality. In OFDMA,
usually, time is synchronized first, and then the frequency is
aligned [62]. In distributed phased arrays, typically, the first
electrical state that needs to be synchronized is the fre-
quency. Without frequency synchronization, phase alignment
is not possible, and clocks on the distributed nodes will
drift continuously. Various techniques have been developed
for wireless frequency synchronization, many of which fall
in the closed-loop or retrodirective category, where feed-
back from the target or receiver is needed [23], [63], [64].
A receiver-coordinated time-slotted approach was used in [23]
to allow the receiver to estimate each of the transmitters’ phase
separately. Afterward, the feedback at every transmitter was
fed to a Kalman filter to predict the phase and frequency
shifts. Other closed-loop methods, such as in [63], perform
the necessary frequency and phase adjustments depending
on the received power at the targeted location, where the
phase and frequency are modified until maximum power
is received. In [64], the nodes transmitted signals with a
predetermined reference frequency to the receiver, which then
used these signals to estimate the carrier frequency offset
at each node. Although promising results are obtained for
closed-loop architectures, their application is limited to the
scenarios where the transmitters and the destination are able to
coordinate.
Other wireless frequency synchronization techniques

include synchronization using coupled-oscillators [65]. The
main drawback of these techniques is that it is affected
by the separation distance of the nodes. Optically locked
voltage-controlled oscillators were studied in [66]; however,
optical links are not always a viable option, especially in
widely separated connections, where pointing, tracking, and
acquisition require special hardware on each node. In many
applications, GPS signals were used for wireless frequency
synchronization [67], but, as mentioned earlier, GNSS signals
are not always available, and an alternative method is desirable
for many applications.

Fig. 12. (a) Self-mixing frequency locking circuit block diagram. (b) Circuit
used by the secondary nodes, which outputs the ranging returns and the
10-MHz reference signal that is fedto the PLL internal to the secondary
SDRs. (c) Measured frequency output compared to the reference signal when
locked and unlocked. From [72] and [73].

Centralized approaches where secondary nodes synchronize
to a primary node have been extensively studied in the
literature. In centralized approaches, many works focused on
taking advantage of the phase-locked loops (PLLs) internal to
software-defined radios (SDRs) or other hardware available on
the nodes. In [68], a signal was transmitted from a primary
node to lock the frequency of the secondary nodes using
their internal PLLs. However, this approach lacks flexibility
as the frequency of the transmitted signal must be exactly
equal to the required input frequency of the PLLs. In [69] two
cascaded PLLs were implemented to resolve this issue, where
the received signals go through an intermediate PLL that scales
the frequency using multipliers and dividers. Yet, transmitting
only a single frequency is prone to interference. Spectrally
sparse signals were used in [70] and [71] to overcome this
problem. The signal was formed by two tones with a tone
separation equal to the desired input frequency for the PLLs.
A self-mixing circuit was used at every secondary node to
demodulate the desired signal. The design of the reference
frequency transmitter and the self-mixing circuit is shown
in Fig. 12, along with an implementation and measured
frequency output.
The main drawback in centralized topologies is that,
in widely separated arrays, one node transmitting the reference
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signal might not be enough. Decentralized frequency synchro-
nization was developed in [74] to increase the flexibility in
an array and prevent any problems in the case of a primary
node failure. In this approach, the nodes were adjusting their
carrier frequency to reach a final average frequency among
all the nodes. Phase tracking in such approaches might be
more complicated than the previous ones since the frequency
on every node is constantly changing to follow a general
frequency consensus.

C. Time Alignment

In general, distributed phased arrays require appropriate
time alignment so that the transmitted pulses or symbols over-
lap sufficiently. Transmissions from distributed arrays need to
be aligned to a fraction of the signal bandwidth, making the
requirements for time alignment much more tolerant than the
requirements for phase alignment. Nevertheless, for wideband
signals with hundreds of MHz of bandwidth, timing errors
on the order of nanoseconds or sometimes picoseconds are
required [75].
Generally, the internal clocks at each node are disciplined

by at least one oscillator that drifts over time. As a result,
a simplified model describing the relative clocks at two nodes
can be given as [76]

C1(t)=a·C2(t)+b (6)

whereais the relative drift andbis the relative offset between
the clocks 1 and 2. For perfectly synchronized clocks, one
must havea=1andb=0. Time alignment is generally
feasible using common time transfer systems, such as GPS and
network time protocol (NTP). Nevertheless, GNSS signals are
not always detectable, especially indoors, and the accuracy
achieved using GNSS and NTP systems is not generally
adequate for beamforming applications at most frequencies of
interest. Furthermore, these systems increase energy consump-
tion, hardware complexity, and cost. To overcome these issues,
multiple clock synchronization methods for networked wire-
less systems have been developed in the literature. Initially,
most of the time alignment methods focused on transmitting
the timestamps from one node to the other to synchronize
the clocks. Recently, time alignment techniques have shifted
toward timestamp-free approaches that offer added accuracy,
simplicity, and flexibility.
The Timing-Sync Protocol for Sensor Networks

(TPSN) [77] is one of the most notable time transfer
techniques that use timestamps to achieve time alignment
in a distributed array. TPSN synchronizes networks in a
two-phase framework, including a level discovery phase
and a synchronization phase. In the level discovery phase,
the nodes are assigned levels from 0 ton, wherethe
nodes with levelnsynchronize to nodes with leveln−1.
This phase starts by assigning level 0 to a node, which is
usually synchronized to an external device. The level 0 node
broadcasts a discovery signal to the surrounding nodes,
which, in turn, label themselves with level 1. Afterward,
level 1 nodes broadcast the discovery signals to find the
level 2 nodes, and so on. After discovering the entire array,

Fig. 13. Timestamp-free synchronization protocol (adapted from [79]).

the synchronization phase happens between a pair of nodes
from two consecutive levels, starting with levels 0 and 1. The
synchronization is done by transmitting from node 1 to node
0 at timet1, a synchronization pulse containing the level of
node 1 and the timet1, and node 0 receives the pulse at
t2=t1+δ+d, according to its clock, and retransmits a signal
att3containing the level of node 0, and the valuest1,t2,
andt3.δrefers to the relative clock drift between the nodes,
anddrefers to the propagation delay between the nodes.
Once the pulse is received att4, the node synchronizes itself
to node 0 by estimating the clock drift and the propagation
delay using

δ=
(t2−t1)−(t4−t3)

2
, (7)

d=
(t2−t1)+(t4−t3)

2
. (8)

In this process, the drift and the propagation delays are
assumed constant throughout the synchronization process.
Tiny-Sync (TS) and Mini-Sync (MS) [78] are other time
synchronization approaches that rely on timestamps and the
model in (6). In both approaches, node 0 transmits a synchro-
nization pulse with a timestampt1generated right before the
transmission. Node 1 generates a timestampt2when it gets the
message and sends it back. Once node 0 receives the message
att3, it generates a timestamp. Using the timestamps and (6),
the following equations are obtained:

t1<a·t2+b, (9)

t3>a·t2+b. (10)

Multiple synchronization pulses are transmitted to have a
large set of inequalities describing the coefficientsaandb.
Both TS and MS work on finding the optimalaandbout
of the inequalities, where MS is an extension of TS that is
designed to keep the data points that can be useful for future
time synchronizations.
All the mentioned time alignment approaches so far rely on
exchanging timestamp information or other timing data at the
MAC layer. Using the medium access control (MAC) layer
increases the complexity and delays, and prevents the system
from having accurate time alignment, as all these approaches
have timing errors on the order of microseconds [76]. To over-
come this issue, a timestamp-free approach was developed
in [79]–[81], where the functionality was moved to the
physical layer (PHY). Doing so increases the accuracy of
time alignment dramatically and allows fast synchronization.
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In this protocol, as described in Fig. 13, the secondary node
ntransmits a packet or pulse to the primary node at a local
timet(a). The primary node receives the packet at its local time
t(b)and retransmits a packet back to the secondary node at time
t(c),wheret(b)andt(c)are symmetric around the primary clock
ticksuchthat((t(b)+t(c))/2)(modT0)=0, whereT0is the
clock tick period of the primary node. This way, the clock
tick of the primary node will be located betweent(b)andt(c).
Due to channel reciprocity, the secondary node receives the
packet back att(d). By doing so, the secondary node is able to
estimate its clock tick offset with respect to the primary node
using

δ=
t(a)+t(d)

2 T0

(11)

where the notation(x)T0refers to wrappingxto the interval
[−T0/2,T0/2). A wireless time alignment approach based on
this concept was demonstrated in [75] on NI 2943R USRPs.
In this work, the synchronization pulse was a 1-μs, 40-MHz
LFM signal at 1.44 GHz. A standard deviation of less than
100pswas observed in the testing.

V. EXPERIMENTALDEMONSTRATIONS

The coordination technologies described above enable dis-
tributed beamforming in variousforms. This section describes
examples from the recent literature of closed- and open-loop
distributed beamforming experiments.

A. Receive Beamforming With Frequency Synchronization

Distributed phased arrays performing only receive beam-
forming can be implemented with less coordination than arrays
performing transmit beamforming. This section presents an
experimental example of a distributed receive beamforming
architecture based only on frequency synchronization con-
ducted by the authors in 2020. The array consisted of a
set of receivers with locked local oscillators receiving a
pulsed emission from a separate node (see Fig. 5). The set
of received signalssrx={s

(1)
rx,s

(2)
rx,...,s

(N)
rx}was collected

and coprocessed. The phase of each received signal was
estimated by calculating the phase of the Fourier transform
of the received signals,φn = F{s(n)rx}. The signals were
then phase-shifted and summed yielding the beamformed
signals

bf
rx=srx

∗,where ={ejφ1,ejφ2,...,ejφN}.This
approach was tested on a set of four Ettus X310 SDRs. One
radio transmitted a pulsed waveform that was captured by a
three-node receiving array, as shown in Fig. 14(a) and (b),
which shows the diagram of the setup and the system in the
lab. The waveform was a pulsed continuous-wave (CW) signal
at 5 GHz with a pulsewidth of 2 ms. The local oscillators of the
three receiving antennas were locked via cable. Fig. 14(c) (top)
shows the real part of a section of the time-domain waveforms
captured on each of the three nodes without phase correction
(in blue thin lines) and the real part of the summed signals (the
black thick line), demonstrating that summation of the signals
without phase correction leads to a degradation in the overall
signal amplitude. Fig. 14(c) (bottom) shows the same signals
over the same time span after estimating and correcting the

Fig. 14. (a) Diagram of a distributed receive beamforming system.
(b) Experimental setup of the three-node distributed receive beamforming
system consisting of four Ettus X310 SDRs. The distributed receive array
consisted of three radios, with the fourth radio used as a transmitter. The
three radios were only coordinated by synchronizing their internal oscilla-
tors. (c) Received signals at each of the three receivers (in blue) and the
beamformed signal obtained by superposition of the three signals (in black).
Top: unoptimized received signals and resulting beamformed signal, clearly
showing a reduction in overall signal amplitude due to phase errors. Bottom:
optimized beamformed signal showinga clear alignment of the individual
signals and an increase in the amplitude of the beamformed signal.

signal phases. It is clear that the individual waveforms align
closely in phase, and the beamformed signal (the black thick
line) demonstrates a significant increase in signal amplitude
compared to the signals without phase correction. While
this approach demonstrates the ability to align the carrier
frequencies, time alignment must also be implemented in cases
where the relative propagation delay between the receiving
nodes is a large fraction of the information length carried
on the signal. Furthermore, fast signal modulation or signal
interference may complicate the ability to accurately estimate
the signal phase.

B. Feedback-Enabled Closed-Loop Systems

Implementing coherent distributed arrays, in general,
is challenging; however, closed-loop architectures are easier to
implement since fewer electricalstates need to be coordinated

Authorized licensed use limited to: Michigan State University. Downloaded on April 03,2022 at 18:23:59 UTC from IEEE Xplore.  Restrictions apply. 



NANZERet al.: DISTRIBUTED PHASED ARRAYS: CHALLENGES AND RECENT ADVANCES 4903

Fig. 15. Receiver coordinated distributed beamforming architecture (adapted
from [23]). Each transmitter transmits its uncompensated carrier using an
assigned time slot. Based on these transmissions, the target sends feedback
containing the channel estimates. These estimates are used to align the phase
and frequency of the nodes to allow coherent beamforming.

directly between the nodes in the array. An example of distrib-
uted transmit beamforming includes [82], where frequency and
phase synchronization was accomplished through feedback
from the receiver. In this work, the transmitters were each
receiving a feedback packet from the receiver containing
information to adjust their phase and frequency independently
of each other. Frequency locking and beamsteering were
decoupled although both of them used the same packet for syn-
chronization. An extended Kalman filter tracked the phase and
frequency offsets of the modulated waveforms in the feedback
packet in order to lock the receiver frequency, while the trans-
mitted phase was modified based on 1-bit feedback containing
the change in received signal strength [24]. The phase synchro-
nization worked as follows: at each time slot, the transmitters
added+15◦or−15◦perturbation to their current phase, and
a correction was made depending on the increase or decrease
in the received signal strength feedback. Phase errors below
15◦were obtained with feedback rates above 15 Hz, yielding
beamforming gain close to the ideal level.
Another type of closed-loop beamforming was shown

in [23], where the carrier phases of the transmitters were
measured by the receiver using a time-slotted approach and
then fed to Kalman filters at the transmitting nodes to detect
the offset in phase and frequency. The beamforming approach
is illustrated in Fig. 15. First, the receiver determines the
time slots, and then, each transmitter is assigned a sounding
period in between the beamforming slots. In the sounding
period, the transmitters send their uncompensated carrier, and
the receiver determines the carrier phase offset. The offsets
are sent back as feedback, and the Kalman filters are used
to predict the phase and frequency offset at the start of the
beamforming slot. Finally, a phase and a frequency offset
are applied before the beamforming slot. Experimental results
were taken at 910 MHz using CW signals. The transmitters
were 1 km away from the receiver and were sequentially
activated, demonstrating a gradual increase in beamforming
gain, until obtaining a beamforming gain within 0.1 dB of
ideal with all transmitters.

C. Retrodirective Distributed Arrays

Retrodirective coherent distributed arrays are more chal-
lenging to implement than cooperative closed-loop systems
since less information can be received from the target. In [27],

Fig. 16. Retrodirective beamforming approach used in [27]. Synchronization
is based on assigning time slots to synchronize the frequencies of the
secondary nodes to the primary node, estimate the channels between the nodes
and the target, and beamform to the target.

retrodirective beamforming was achieved for a hierarchical
system with stationary nodes, where the transmitting nodes
and the target were each assigned a time slot to exchange
messages. As shown in Fig. 16, the first time slot was assigned
to the primary node and then subsequently each secondary
node with the target in the final time slot. This message
exchange order, which is repeated every epoch, is used to
determine the frequency offset of the secondary nodes in com-
parison to the primary node and estimate the effective complex
channel gains between the primary and secondary nodes, and
the effective complex channel gains between the target and the
other nodes. In the first time slot, the secondary nodes estimate
their individual frequency offsets and channel gains relative
to the primary node. Each secondary node then transmits in
sequence back to the primary node, which determines the
channel gains. The target node then sends an arbitrary message
with a known preamble to all the nodes, which is used to
determine the effective channel gain from each node to the
target. Following this, in the last time slot, the array transmits
coherently to the target. Experimental results with one primary
node and two secondary nodes were presented in [27], where
phase errors less than 1◦were observed, well below the 18◦

threshold, and the array obtained beamforming gain at the
target node of greater than 90% of the ideal beamforming
gain after a convergence period of about 10 s. Once converged,
the system was relatively stable. It should be noted that most
distributed beamforming approaches require some form of
initial calibration or convergence to a coherent state, and a
delay of a few seconds could impact system performance
in dynamic environments. Improving system factors, such
as the speed of frequency synchronization and the channel
estimation, could reduce the convergence time.

D. Open-Loop Systems

Open-loop distributed beamforming is the most challenging
topology to implement; however, recent research has begun
to demonstrate open-loop beamforming based on the coor-
dination technologies described above. In open-loop archi-
tectures, phase alignment is performed by monitoring the
relative positions of the nodes to determine the relative phase
shift. This can be accomplished with a centralized system
where secondary nodes localize themselves in reference to
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a primary node and, based on their relative position, update
their transmitted signal phase. This method alleviates the need
to have connections between all the nodes in an array and,
consequently, mitigates the burden of using time division for
data transfer, which is not suitable for large arrays. While
beamforming to the far-field, the phase delay due to platform
motion is the only dynamic phase parameter that must be
estimated during beamforming. An initial calibration of the
static phase delays in the hardware of each node is necessary;
however, this generally only needs to be completed once since
the phases are static. In [54], high-accuracy internode ranging
in a centralized coherent distributed array was demonstrated.
The TTSFW was used for ranging; this ranging waveform
combines the high accuracy oftwo-tone waveforms and the
scalability of stepped frequency waveforms and alleviates
the ambiguous nature of dual-tone waveforms by effectively
creating a discrete wideband signal. The TTSFW was modeled
as

S(t)=
1
√
N

N−1

n=0

rect
t−nTr

T
ej2πf1t+ej2πf2t ej2πnδft

(12)

whereNis the number of encoding pulses,Tis the pulse dura-
tion,Tris the nonzero duration of each pulse,f1is the start-
ing frequency with a monotonic increase byδfincrements,
the step frequencyδf=(BW/2N−1), BW is the available
bandwidth, andf2= f1+Nδf. Every secondary node used
the same ranging waveform but with a different encoding.
The primary node was equipped with an active repeater that
amplifies the received signalsand retransmits them back to
their source using another carrier. The use of an active repeater
improved the ranging performance as the received ranging
pulses had a much higher SNR in comparison to the cases
where no repeater was used. Also, the repeater allowed the
primary node to be perceived as a point source, which is neces-
sary for accurate range estimation. The experimental setup and
results are shown in Fig. 17. The plot shows the signal levels
of individual transmitters, the ideal combined signal level,
beamforming signal level without correcting the dynamic
phase changes due to motion, and beamforming signal level
with the ranging system correcting the dynamic phase changes.
The following values were selected in this experiment:N=4
andδf=1 MHz. Range estimation accuracy in this work was
sufficient to support beamforming up to 9.4 GHz based on the
λ/15 metric. Additional details on these experimental results
are available in [54]. Using this system, the authors conducted
the beamforming experiment using SDRs at a 1.5-GHz carrier
frequency. As shown in Fig. 17(b), when the phase changes
are not corrected, the beamforming signal level undergoes
destructive interference, yielding a null (near the middle
of the plot). When the ranging system measured the motion
and the phase was corrected in response to this measurement,
the beamforming gain obtained nearly ideal signal levels,
above the 90% threshold throughout the measurement.
In [83], a two-tone ranging waveform with 200 MHz tone

separation along with a disambiguation pulse was used to
monitor the internode range. Once a change in internode

Fig. 17. (a) Schematic of an open-loopdistributed beamforming system
using the cooperative ranging technique. (b) Image of the experimental setup
and measured results showing beamforming using the phase correction from
the ranging system as the nodes move, and the uncorrected received signal.
Additional details are available in [54].

Fig. 18. (a) Diagram of an open-loopdistributed beamforming system
using wireless frequency transfer. (b) Image of the experimental setup and
coherent beamforming results showing the combined signal power of the two
transmitted signals for multiple displacement distances of the primary node.
From [71].

separation was detected, the phase of the secondary node
was adjusted to achieve coherent beamforming. Testing was
done outdoors over a beamforming distance of 520 m. In this
test, the frequencies of both nodes were locked to a 10-MHz
reference via cable connection, and one node was moved;
thus, the ranging system estimated the appropriate phase
correction required for beamsteering only from the change in
internode distance and updatedits transmit signal accordingly,
demonstrating the ability to maintain a steered beam in an
open-loop architecture.
In [71], open-loop distributed beamforming was achieved
using a hierarchical two-node system based on wireless
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frequency transfer. A self-mixing circuit was used by the
secondary node to recover a reference frequency transmitted
by the primary node via a two-tone signal with a 10-MHz
tone separation. The recovered 10-MHz signal was fed to the
PLL of the secondary node to lock the oscillators. The phase
shift introduced from the wireless frequency synchronization
circuit for nodes in relative motion is

φc,1=−2π
dIN

λc
(13)

where dINis the displacement distance separating the fre-
quency synchronization antennas andλcis the beamforming
wavelength. Once φc,1was determined, beamsteering was
possible after accounting for the extra phase shift produced
from the new distance of the secondary nodes, which can be
found from

φc,2=−2π
dT·sin(θ )

λc
(14)

where dT is the displacement distance separating the two
transmitters, andθis the beamsteering angle. Beamforming
was achieved at 1.5 GHz, where the experimental setup and
results are shown in Fig. 18. The plot shows the signal
levels of individual transmitters, the ideal combined signal
level, the beamforming signal level without correcting the
dynamic phase changes due to motion, and the beamforming
signal level with the ranging system correcting the dynamic
phase changes. When the phase changes are not corrected,
the beamforming signal level undergoes two points of destruc-
tive interference due to the effect of both platform motion
and the phase delay of the wireless frequency signal. When
the phase is corrected, the beamforming gain reaches nearly
ideal signal levels. Additional details on these experimental
results are available in [71]. Note that, in the above works,
the transmitted signal was CW, which, in nature, does not
require time alignment. In case time alignment is needed, one
of the previously mentioned time alignment techniques can be
implemented.

VI. CONCLUSION ANDFUTURECHALLENGES

Implementation of a distributed phased array on practical
platforms undergoing real-world dynamics is a difficult prob-
lem entailing a number of challenges in addition to those
outlined in this article. Herein, the principal coordination
challenges—phase alignment,frequency synchronization, and
time alignment—were reviewed, microwave system solutions
to these challenges were described, and experimental imple-
mentations based on these basic coordination technologies
have been discussed. These experimental results demonstrate
the feasibility of addressing the principal coordination chal-
lenges in distributed phased arrays.
A number of secondary challenges remain, which may

be more or less important depending on the application.
The requirements on the estimation of the internode angle,
necessary for beamsteering, are quite stringent, more so at
longer ranges. While theoretical angle estimation techniques
indicate support for angle estimation errors to a fraction of a
degree, practical implementations obtaining this level of esti-
mation error are difficult to achieve. Channel estimation, both

node-to-destination and node-to-node (internode), is likely
necessary for wide node separations and high-frequency oper-
ation. Additional environmental concerns, such as multipath,
non-line-of-sight connections, and signal interference on the
coordination systems, can further impact the performance.
Platform dynamics impart a number of positional uncertainties,
including vibrations, rotations, and so on, which may impact
internode range estimation and can affect the polarization
of the transmitted signals. Phase patterns of the antennas
implementing the beamforming operation impart a further
phase error, particularly in high-gain antennas. This list is not
exhaustive, and it is likely that additional challenges will be
present.
Despite these remaining challenges, it is significant that
the most basic coordination challenges have viable solutions
for both closed- and open-loop distributed phased arrays.
The technologies and demonstrations described in this article,
thus, provide a framework for future distributed phased array
research.
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