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Abstract

The flexible structure of an intrinsically disordered protein (IDP) is known to be
perturbed by salt concentrations, which can be understood by electrostatic screening on
charged amino acids. However, an IDP usually contains more uncharged residues which
are influenced by the salting-out effect. Here we have parameterized the salting-out
effect into a coarse-grained model using a set of Forster resonance energy transfer data
and verified with experimental salt-dependent liquid-liquid phase separation (LLPS)
of 17 proteins. The new model can correctly capture the behavior of 6 more sequences,
resulting in a total of 13 when varying salt concentrations. Together with a survey of
more than 500 IDP sequences, we conclude that the salting-out effect, which was con-
sidered to be secondary to electrostatic screening, is important for IDP sequences with
moderate charged residues at physiological salt concentrations. The presented scheme
is generally applicable to other computational models for capturing salt-dependent IDP

conformations.
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Emerging knowledge of intrinsically disordered proteins (IDPs) has shown us numerous
examples of functions without a well-defined three-dimensional structure.!? This, however,
does not imply that IDPs are fully random polymers. Rather, it is now acknowledged that
a combination of conformational ensembles and possibly average structural properties is
necessary to describe the IDP functional correlates.® For instance, the ensemble averaged size
of the IDPs (i.e. radius of gyration and polymer scaling exponent) was found to correlate with
its tendency of liquid-liquid phase separation (LLPS) and potential for forming membraneless

organelles.* " The structural property of an IDP is known to be easily affected by external
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conditions such as temperature,®!! salt,'>1® pH, !¢ posttranslational modifications!'” and
the other biomolecular interaction partners (i.e. other proteins and nucleic acids). Among
these, salt is one of the most frequent way to perturb IDP conformations in vitro, which has
attracted both theoretical and experimental attention. 282!

Theoretically, the net charge per residue and fraction of charged amino acids of an IDP
sequence can be used to understand any salt-induced conformational changes from electro-
static screening.?? Polyampholyte theory works well in quantitatively predicting variation in
size of IDPs over different salt concentrations.'??? A sequence whose charged amino acids
are more closely balanced (close to zero net charge) would result in salt-induced expan-
sion. However, this observation could break down for some cases when charge patterning
emerges. 1924 A recent extension on the charge patterning variable, sequence charge dec-
oration (SCD), at low and high salt regime (SCDigysarr and SCDhyignsarr) has been shown
to provide fast, qualitative predictions of salt-induced trends.* Alternatively, all-atom im-

15,25

plicit or explicit-solvent simulations and coarse-grained simulations with a Debye-Hiickel

screening term26:27

can be applied to investigate the impact of electrostatic screening, albeit
with more computational resources.
Beyond electrostatic screening, another important mechanism can impact the effect of

salt on IDP conformations. In its simplest case, salt is known to change the solubility of

amino acids, which is both amino acid and salt-type dependent.?®3? If the solubility of an



amino acid reduces with increasing salt concentrations, this is referred to as a ‘salting-out’
effect, whereas increasing solubility with increasing salt concentrations is named ‘salting-in’.
The behaviors of specific ions in salting-out/in the proteins are catalogued in the Hofmeister
series.?® The salting-out effect is believed to affect the conformation of IDPs in the high
salt regime whereas electrostatic screening dominates salt-induced conformational change
in the low salt regime. The turning point between the two effects is known to be above
physiological salt concentration,'® but may be sequence dependent and correlate with the
fraction of charged amino acids. In other words, the salting-out effect could become more
predominant for a sequence with limited charged amino acids. The low complexity domain
of FUS protein, for instance, has only two negatively charged amino acids out of 163 and
has been shown to start phase separating with increasing salt concentrations.?! Considering
the wide variety of disordered sequences with limited charged amino acids and increasing
amount of salt-dependent observations, it is necessary to introduce a computational model
with both electrostatic screening and salting-out effect.

When looking at the amino acid dependent salting-out effect, all-atom explicit-solvent
simulation is the most straightforward way. Due to the sampling difficulty, however, such
simulations are usually unreachable for proteins with more than 100 amino acids without
the use of specialized supercomputers.3?33 It should also be noted that it is unclear how
well the current salt force field can reproduce salt-induced conformational changes of IDPs,
especially at high salt concentrations. '*3* This is mainly due to the limited experimental data
available for balancing the interactions among protein, water, and salt. The effect of the salt
solution on specific amino acids can also be described by the salting-out constant,® which
can be considered the free energy of transferring the amino acid from water to 1M of salt
solution. A salt-dependent hydropathy scale can therefore be introduced using these salting-
out constants. A simple sequence descriptor which considers the hydrophobic patterning?6-37
is the first option to implement such a scale. However, considering the challenge of balancing

the contributions from charge and hydrophobic patterning,®® a coarse-grained model is the



most cost effective way to implement the salting-out effect.

In this work, we first collect a set of 17 proteins with existing experimental observations of
salt-dependent LLPS behavior and ask if electrostatic screening is sufficient to explain their
behavior. We then introduce an amino-acid specific salting-out term into our coarse-grained
model, optimize it with a recent Forster resonance energy transfer (FRET) data set,?* and
verify the model with the salt-dependent LLPS data set. At last we ask how much the salting-
out effect would affect the conformation of a typical IDP sequence, providing guidance for
future IDP research when varying the salt conditions.

Role of electrostatic screening. Since there are two different mechanisms by which salt
could alter the conformation of an IDP (i.e. electrostatic screening and salting-out), we
would like to first test how much can electrostatic screening alone explain the experimen-
tally determined salt-dependent behavior of IDPs. Thanks to the rapidly growing field of
membraneless organelles and LLPS, there have been a number of measurements of various
IDPs across a range of salt concentrations. Here we started by going through all the entries
in an LLPS database® with a salt-dependent single-component phase diagram available and
had obtained a total of 17 sequences with experimentally measured salt-dependent LLPS
behaviors.?13%5% As shown in Table S1, these sequences have been observed experimentally
at a diverse range of salt concentrations. In order to characterize the salt-dependent LLPS
behaviors, we borrow an idea from studying temperature dependent phase behaviors!® by
classifying them into three groups based on whether they start to phase separate above or
below the critical salt concentrations instead of the critical salt concentration itself. The first
group of IDP sequences do not form liquid droplets at the low salt concentrations. When
increasing salt concentrations, they start to phase separate. This group will be referred to as
high-salt phase separation (HSPS). The second group of IDP sequences start to phase sepa-
rate when reducing the salt concentrations and the liquid droplets disappear when increasing
salt concentrations, which we refer to as low-salt phase separation (LSPS). There could also

be sequences with two different critical salt concentrations. The droplets occur between these



two salt concentrations and disappear at both low and high salt concentrations. This will
be called medium-salt phase separation (MSPS), similar to the closed loop phase diagram
in the context of temperature.?® We note that sequences with LSPS behaviors can phase
separate at a higher salt concentration than the sequences with HSPS behaviors because
the classification is not based on the critical salt concentration but whether droplets occur
above or below the critical salt concentration. Of all the 17 sequences we have collected, 6
of them behave as HSPS, 10 as LSPS and 1 as MSPS. We organize the description of these
sequences including the references and phase behaviors using different models in Table S1

and the sequences in Supporting Methods 1.1.
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Figure 1: Capturing the salt-dependent LLPS behaviors with electrostatic screening. A)
The fraction of charged amino acids (f,) for the sequences tested. B) SCDjgysare (blue) and
the negative derivative of radius of gyration with respect to salt concentrations (_Rg,HPS7
red) using the HPS model. The sequences are separated into three groups based on their
salt-dependent LLPS behaviors (see main text for definition). The upper and lower gray
areas show the expected behaviors for HSPS and LSPS proteins, respectively. Since MSPS
proteins display non-monotonic salt dependence, the gray shade is omitted. Values outside
the shaded area imply the model could not capture the experimental observation. Please see
Table S1 for more details.
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The next step was to ask if the existing sequence descriptor SC Dygysar * (see Supporting



Methods 1.2) could capture these behaviors. It should be noted that the use of SC Djyysart
here is only for intuitive reasons. The original derivation of SC Djyysa is for estimating the
salt-dependent behavior of end-to-end distance of a single chain at zero salt limit, which
might not be directly applicable to the investigation of salt-dependent LLPS behaviors. In
addition, the difference between the two metrics for characterizing the size of an IDP, end-

,°57 might introduce another layer of complexity

to-end distance and radius of gyration (R,)
when using SC D\gysa1t- However, given its superior property of rapid calculation without
the need of simulations, we still performed the SCDowsa¢ calculation first. In order to
connect SC Djyysare and further single-chain simulations with the experimental salt-dependent
phase behaviors, we need to consider the known correlation between the protein radius of
gyration (R,) and the ease of phase separation. That is, a reducing R, (collapsing) suggests
increasing amino acid interactions which would promote phase separation.*® The generality
of such a correlation to a variety of IDP sequences remains to be tested. In addition, the
nontrivial nature of salt in the context of polymer phase separation might also introduce
deviations to such a correction. However this correlation has been verified computationally
for a number of sequences® and observed experimentally when varying hydrophobic content?®
and charge patterning.” We therefore consider it to be a reasonable assumption, which makes
computational investigation of phase separation of a variety of sequences feasible.

A positive value of SC Dyysart Suggests overall repulsive intramolecular interactions, which
will be reduced with increasing salt concentrations and electrostatic screening leading to
protein collapse. A positive SC Diowsart, therefore, predicts the sequence will phase separate at
high salt concentrations (HSPS). Meanwhile, a negative SC Djyysare predicts phase separation
at low salt concentrations (LSPS). As shown in Fig. 1B, 5 of the 6 proteins in the first group
with experimentally observed HSPS behavior show positive SC Digysai;- However 2 of them
(i.,e. FUS LC and TDP-43 CTD) have an SCDjysa; value close to zero (<0.3) due to
their limited fraction of charged amino acids per residue (f, <5%) shown in Fig. 1A. This

is expected since SC Djoysar Was designed to capture the impact of charge patterning on



protein size at low salt regime and might not provide an obvious trend for sequences with
low f,. SCDiowsare therefore works for correctly predicting the phase behavior of 3 of the 6
HSPS proteins. When looking at the second group of proteins with LSPS behaviors, 2 of
the 10 proteins have negative SC D)oysa1y Values. For the only protein in the third group, a
positive SC Djoysare correctly captures the trend at low salt limit. For the high salt limit,
however, we still see a positive SC Dyjghsarr value (see Supporting Methods 1.2 and Fig. S1),
predicting uniform HSPS instead of MSPS observed in the experiment. Overall, the charge
patterning descriptor can capture the salt-dependent phase behaviors of 5 of the 17 protein
sequences.

To explicitly consider the impact of the electrostatic screening on IDP conformations, a
coarse-grained (CG) model can be used. We simulate the R, at a wide range of salt concen-
trations using the HPS model?” (see Supporting Methods 1.3) in which the salt concentration
is captured by a Debye-Hiickel screening term.?® In order to compare with the experimentally
observed LLPS behaviors, we calculate the derivative of R, with respect to the salt concen-
tration (R,) at the middle of the experimental salt range (Table S1). A negative R, suggests
a reducing IR, with increasing salt, stronger interactions, and easier phase separation at high
salt concentrations (HSPS). A positive, on the other hand, Rg suggests an expansion of the
protein and LSPS. Since a negative Rg is comparable to a positive SCDjgysair and HSPS,
we plot in Fig. 1B —Rg together with SC Dgwsaie- We find that 4 of the 6 sequences have
an almost zero —R, (<0.1 nm/M), whereas only 1 of the 6 shows a clear HSPS behavior.
For the proteins with LSPS behaviors, the HPS model can capture 5 of the 10. For the only
protein with the MSPS behavior, the R, does first reduce and then increase (see RNase CTD
in Fig. S2). The CG model is then consistent with the experimental observation of appear-
ing and disappearing liquid droplets of RNase CTD.?* Altogether, our CG model captures
the salt-dependent phase behaviors of 6 of the 17 protein sequences, with almost negligible
improvements in comparing to SCDjysart. In fact as shown in Fig. S2, SCDjysair matches

the salt-dependent behavior of the simulation from HPS model for most sequences at low



salt limit except HPla and Edc3. This suggests that to predict salt-dependent variation
of IDP sizes due to electrostatic screening, SC Djyysay should be first to try before more
resource demanding simulations. However since both SC D\gysa; and the HPS model cannot
capture the salt-dependent LLPS of about two-thirds of the sequences, we believe a different
mechanism in addition to electrostatic screening should be taken into account.

HPS model with the salting-out effect. The effectiveness of salt on amino acids can be

quantified by the Setschenow equation®®

log(S0/5) = ksC, (1)

in which Sy and S are the solubility of amino acids at water and salt conditions, respectively,
C' is the salt concentration, and k, is the salting-out constant. A positive k, value suggests
that the amino acid is less soluble with increasing salt concentrations. This is commonly
referred to as ‘salting-out’. Meanwhile, a negative kg value suggests the amino acid solubility
increases with increasing salt concentrations, known as ‘salting-in’. For different type of salts,
the salting-out effect on the same amino acid could vary, which is described by the Hofmeister
series.?® Here we would like to focus on providing a model for NaCl which is commonly used
in the experiment to perturb IDP conformations. The salting-out constants for half of the

29,35,59,60 whereas the rest can be obtained

twenty amino acids can be found in old literature,
by using the empirical correlation between the salting-out constants and the amino acid
hydropathy scales®! as shown previously?” and in Fig. 2A.

We can therefore introduce a linear adjustment to the amino acid hydropathy scales based
on the salting-out constants k,. Motivated by how previously Miyazawa-Jernigan potential %2

1,53 we write the new salt-dependent hydropathy in the

was used in a coarse-grained mode
HPS model as

N =X+ alk,+ 5)(C—0.1), (2)

in which C' is the salt concentration and « and ( are the two free parameters. a considers



the different scaling between A and kg and controls how large a concentration-dependent
correction we need for the amino acid hydropathy. S optimizes the salt-dependent behaviors
especially for amino acids with close to zero salting-out constants. In order to optimize these
two parameters, experimental measurements of IDP size at different salt concentrations, for
example from FRET or small-angle X-ray scattering (SAXS), should be the most straightfor-
ward target data. However since electrostatic screening usually dominates the size variation
at low salt concentrations and salting-out effect would only become more prominent beyond

0.5M ionic strength,!® very limited experimental data is available.

A N .
- o0.1f hP( o4k Ci i
' W '
z b d
2 0.0F §% 0.3
i)
E
g 8H 0.2+ == Expt.
o -0.1F Ke ’ . — HPS
5 /N ¢ JRs — HPS-salt
o // | i
2 —02F o«
= /
[ B > Cs vl 0.9F_
N ’ o pid
-0.31 1 1 S 0.8 L
S -~ 0.8
T 07 -~
(0] . PRe
B b | 0.7F
& 0.6f
Il III 1
0.7
0.5F
S 06‘
0.4+
0.5+
0.3F
0.4
0.2F
0.3F
"””ll e 01ks
1072 101 100 1072 1071 100
[salt] (M) [salt] (M)

Figure 2: A) The correlation between salting-out constants and hydropathy scales. Black
line shows the linear fitting curve between these two parameters. Blue dots show the data
from literature?®35:5%69 and red dots show the estimate from linear interpolation or extrap-
olation. The numerical values of these salting-out coefficients are shown in Table S2. B)
The deviation }? from the experimental data for using different sets of free parameters in
the salting-out term. The red cross shows the combination of the two parameters with the
smallest x?. C) FRET efficiencies of six constructs (labeling positions) of E-cad from the
experiment, HPS model and HPS-salt model using the best combination of free parameters
shown in B.
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A most recent set of FRET measurements of the disordered tail of the cell-adhesion pro-
tein E-cadherin55 (hereafter, E-cad) provides a unique data set for us to optimize the two
free parameters for this salting-out term.?* The experimental data set contains six different
pair labeling positions along E-cad spanning a wide range of salt concentrations. As shown
in black dashed lines of Fig. 2C, the salt dependent conformation of E-cad differs for the
six constructs: five of the six constructs always collapse with increasing salt concentrations
whereas one of them (Cy) first expands and then starts to collapse at about 0.5M salt concen-
tration. In the same work, we have tried to use the HPS model to capture the salt-dependent
conformational change of E-cad for these six constructs at low salt concentrations and were
able to reproduce the different behavior of C4 in contrast to the other five constructs.?* The
reason for the unique salt-dependent trend of C, from the other constructs is due to the
balanced positively and negatively charged amino acids in C4. This fragment behaves more
like a polyampholyte,? whereas the other constructs with unbalanced charges are closer to
a polyelectrolyte and collapse with increasing electrostatic screening. What we could not
capture in that work was the salt dependent behaviors above 0.2M. In addition to Cy, all
the other constructs also show a different tendency of collapsing above 0.2M, which cannot
be captured by the HPS model. We believe this is due to the absence of salting-out effect in
the HPS model.

We therefore scan a range of the two free parameters and calculate the deviations of the
simulated FRET efficiencies from the experimental measurements. As shown in Fig. 2B,
we show the x* defined as < (Egm — Eexpt)?/05 > from all the six constructs, in which
Texpt (=0.03) is the experimental error of FRET efficiencies. We find the best combination
of parameters to be a=1.5 and =0.06. We note a nonzero ( value suggests a necessary
shift for the current set of salting-out constants so that some of the amino acids with values
close to zero might change their behavior from salting-in to salting-out. This could result
from two sources of errors. First, salting-out constants of amino acids were usually estimated

by summing up constants from small functional groups with the assumption that the effect
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is additive.®> Second, a different hydropathy scale can be used for extrapolating a different
version of salting-out constants. There have been multiple recent works on optimizing the
hydropathy scale for the HPS model based on reproducing the experimental radii of gyration
and/or the LLPS behaviors of IDPs at physiological salt concentrations.% % However, the
limited salt-dependent experimental data set available does not allow us to address further
these two sources of errors. With the best set of a and 3, we show in Fig. 2C that the
different trends seen above 0.2M can now be captured. We refer to the new model as the
HPS-salt model.

Salt-dependent liquid-liquid phase separation. To verify the HPS-salt model, we
apply it to the 17 sequences (see Table S1) with experimentally accessible salt-dependent
data and compare the results with the HPS model (see Supporting Methods 1.3). We use
the interaction strength e (0.2 kcal/mol) of the HPS model, but also provide the results of
the 17 sequences using a different ¢ (0.16 kcal/mol) in Fig. S3. We find that all the salt-
dependent results discussed below are not affected by small variations of € since it changes
the R, obtained from the model at all salt concentrations similarly.

We first look at the sequences with HSPS behaviors shown in Fig. 3A. We find that
the R, for all these sequences decrease with rising salt concentration, suggesting increasing
interactions between amino acids. Based on the correlation between single-chain properties
like R, and LLPS behaviors,*% these sequences are predicted to phase separate more readily
at high salt concentration, consistent with the experimental observations. On the other hand,
the original HPS model without the salting-out term can only capture the HSPS behaviors of
1 of the 6 sequences. To understand this improvement, we calculate the sequence hydropathy
decoration (SH D), which has recently been shown to quantitatively describe the hydropathy
patterning of the sequence.?® SHD takes the hydropathy scale of the amino acids along the
sequence together with their sequence separation to estimate the size of the IDP, similar
to what SCD does for considering the contribution of charged amino acids.!® A larger

SHD suggests a stronger overall attractive interaction between amino acids inside the chain
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Figure 3: Salt-dependent LLPS using the HPS-salt model. A) Salt-dependent trend of R,
(—Rg obtained using the HPS-salt and HPS models. B, C and D) Salt-dependent R, of
the 17 sequences using the HPS-salt model grouped into three clusters with experimentally-
observed HSPS, LSPS and MSPS behaviors, respectively. Thick lines show the range of
experimental salt concentrations. Blue lines show the sequences the salt-dependent LLPS
behaviors of which can be captured by the model whereas the cyan lines show the sequences
with behaviors that the HPS-salt model can not capture. E, F and G) The corresponding
SH D, as a function of salt concentrations.

and therefore a smaller R,. A salt-dependent variant of SHD (SH Ds,y, see Supporting
Methods 1.2) can be defined in which A (Eq. 2) is replaced with salt-dependent A" using the
same optimized parameters in the previous section. An increasing SH D,y with increasing
salt concentrations then predicts chain collapse and therefore ease of LLPS at high salt
concentrations. We plot SH Dg,; as a function of the salt concentrations for these sequences
in Fig. 3E. It is clear that all these sequences have an increasing S H Dy,; with increasing salt
concentrations. It is worth noting that of the 5 sequences with improving predictions, only
2 of them feature a low fraction of charged amino acids (< 5%, see Fig. 1A). This suggests
that the salting-out effect, which was considered less important than electrostatic screening
at low salt concentrations, can also play a role for sequences with a moderate fraction of
charged amino acids (i.e. less than 40% as shown in Fig. 1A).

For the sequences with experimentally observed LSPS behaviors, the original HPS model
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can capture 5 of the 10. The HPS-salt model is able to capture one additional sequence,
LAF-1 RGG (Fig. 3B), which is due to a reduced SH Dg,y; at higher salt concentrations.
However, there are still four sequences (orange in Fig. 3C and F) for which the HPS-salt
model still predicts a decreasing R, with rising salt concentrations: hnRNPA1 CTD, Whi3,
Oleo30G, and FIB1. Only 1 out of these 4 sequences has an overall decreasing SH Dg,
with increasing salt concentrations. For this particular sequence, it may be possible for the
model to achieve the experimentally observed LSPS behavior by simply strengthening the
salting-out term in the HPS-salt model. For the other three, however, a more complicated
correction is necessary and may involve adjustments to the amino acid hydropathy scales
and salting-out parameters. There could be a few causes for such deviations. First, the
current salting-out term is parameterized using only the FRET data of E-cad and might
not be applicable to these four sequences. Second, the hydropathy used in the current HPS
model might require further optimization as suggested in recent publications.%¢ %% Third,
there may be local or long-range interactions that our simple CG model cannot capture. For
instance, Oleo30G has a short fragment with high helical propensity in the middle, which is
not considered in the current model.*®

For the only sequence with experimentally observed MSPS behavior, both the HPS-salt
and HPS models can capture that. These suggest that for sequences with LSPS and MSPS
behaviors, the additional salting-out term only provides slight improvement against the HPS
model. Comparing with the sequence descriptor SC Dioysarr, most of the improvements for
LSPS sequences come from CG simulations instead of the salting-out term.

Finally, we would like to investigate how the salting out effect applies to a wide variety of
disordered proteins. We employ sequences from the Disprot database. %" For each sequence,
only the longest disordered region is selected. We exclude sequences with a disordered region
shorter than 30 residues, as the polymer theory may not work well for shorter chain lengths,
and longer than 400 residues as sampling becomes more difficult for longer sequences using

CG simulations. We simulate the R, for a total of 530 sequences at different ionic strengths
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Figure 4: A, B and C) Difference between R, from HPS-salt and HPS models at different salt
concentrations for the IDP sequences from the Disprot database.®™ D, E and F) Difference
between slopes of R, from the HPS-salt and HPS models. All values are normalized by the
R, from the HPS model at the corresponding salt concentration.

and compare both R, and Rg (i.e. the derivative of R, along the salt concentration) obtained
using the HPS and HPS-salt models. As shown in Fig. 4A, the differences of R, between the
two models (AR,) are exactly the same for all the sequences at 0.1M because the additive
salting-out term is designed to be zero at that condition. As expected when increasing the
ionic strength, more deviations between the two models are observed since the salting-out
term is linearly dependent on the salt concentration (Fig. 4B and C).

Interestingly, the difference between R, of the two models (AR,) (Fig. 4D, E and F)
does not behave the same as AR,. If we only look at the consistency between the signs of
ARg from the two models, about 14%, 36% and 50% of the sequences show different signs at
0.1M, 0.5M and 1.0M, respectively (see Fig. S4). This is consistent with the observation of
AR,, in which the salting-out effect is more significant in correcting I, predictions at high
salt concentrations. However for individual sequences, large ARg appear more frequently

at low salt concentrations (bottom panels of Fig. 4). This is due to the fact that electro-
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static screening only introduces size variation at low salt concentrations, and introducing the
salting-out effect is more likely to create variations in Rg as long as the effect of electrostatic
screening and salting-out have opposite signs. Such a counter-intuitive observation suggests
that even though the salting-out effect might be secondary to electrostatic screening when
considering general IDP sequences at physiological salt concentrations, for some IDP se-
quences an incorrect prediction of salt dependence can be easily introduced if the salting-out
effect is not considered. We have also checked if ARg correlates with fraction of charged
amino acids (f.) and find no direct evidence (see Fig. S5). This is because the role of elec-
trostatic screening becomes important only when the sequence contains reasonable amount
of charged amino acids and the salting-out effect can then introduce large salt-dependent

deviations from electrostatic screening.

Conclusion

In this work, we introduced a method to incorporate the salting-out effect into the coarse-
grained HPS model. The new HPS-salt model used the experimentally measured salting-out
constants together with the FRET measurement of an IDP to parameterize a salting-out term
in the HPS model. The salting-out term can be calculated before simulations and require
no additional computational resources during simulations. We further verified the model
by collecting 17 disordered sequences with experimentally observed salt-dependent LLPS
behaviors. This entire scheme of introducing a salt-dependent term into the hydropathy
used in the HPS model can also benefit from the recent efforts on improving the hydropathy

66-68 and can be easily extended to other simulation models.

scale

We find that the new HPS-salt model improved the predictions by capturing the salt-
dependent LLPS behaviors of 13 of the 17 sequences rather than 6 of the 17 sequences using
the HPS model. This suggests electrostatic screening alone is not sufficient for some IDP

sequences, not just limited to the ones with few charged amino acids. We also assessed in

general the roles of the salting-out term and electrostatic screening in varying salt-dependent
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conformations of IDPs. Interestingly, even though the salting-out effect mostly affects the
salt-dependent trend of radius of gyration at high salt concentrations, its impact to radius
of gyration can be completely opposite to electrostatic screening. This results in larger devi-
ations between the two mechanisms at low salt concentrations, where electrostatic screening
was thought to dominate, than those at high salt concentration. We therefore conclude that
the salting-out effect, which was usually considered to be a secondary effect to the electro-
static screening at low salt concentrations, can also be important first for IDP sequences
who do not have a high charge content and second in physiological conditions where the salt

ions are not abundant.
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