
Unitary groups and augmented Cuntz semigroups of separable

simple Z-stable C∗-algebras

Huaxin Lin

Abstract

Let A be a separable simple exact Z-stable C∗-algebra. We show that the unitary group
of Ã has the cancellation property. If A has continuous scale then the Cuntz semigroup of Ã
has strict comparison property and a weak cancellation property. Let C be a 1-dimensional
non-commutative CW complex with K1(C) = {0}. Suppose that λ : Cu∼(C)→ Cu∼(A) is a
morphism in the augmented Cuntz semigroups which is strictly positive. Then there exists
a sequence of homomorphisms ϕn : C → A such that limn→∞ Cu∼(ϕn) = λ. This result
leads to the proof that every separable amenable simple C∗-algebra in the UCT class has
rationally generalized tracial rank at most one.

1 Introduction

Recently there has been some rapid progress in the Elliott program of classification of separable
amenable C∗-algebras. For example, all unital separable amenable simple Jiang-Su stable C∗-
algebras in the UCT class have been classified up to isomorphisms by the Elliott invariant (see
[22], [23], [15], and [40], for example). Let A be a unital Z-stable C∗-algebra, where Z is the
Jiang-Su algebra. It was shown by M. Rørdam ([36]) that A either has stable rank one, i.e., the
invertible elements in A are dense in A, or A is purely infinite. As a consequence, in the finite
case, by [30] and [31], A has the cancellation of projections and U(A)/U0(A) = K1(A). There
are other regular properties for Z-stable C∗-algebras (see also [43]). It is these regular properties
that make the class of unital separable amenable simple Z-stable C∗-algebras classifiable.

One may expect that non-unital simple Z-stable C∗-algebras have similar properties. Indeed,
by M. Rørdam ([36]), non-unital simple Z-stable C∗-algebras also have strict comparison for
positive elements and nice picture of Cuntz semigroups (see [18]). It is shown by L. Robert ([33])
that, if A is a simple stably projectionless Z-stable C∗-algebra, then A has almost stable rank
one, i.e., the invertible elements in Ã, the unitization of A, are dense in A. If A is a separable
simple Z-stable C∗-algebra which is not stably projectionless, then A must have stable rank
one. So we will mainly consider stably projectionless simple C∗-algebras. There is a fundamental
difference between unital simple C∗-algebras and stably projectionless simple C∗-algebras. In
[20], we show that there is a unique separable amenable simple stably projectionless Z-stable
C∗-algebra Z0 in the UCT class with a unique tracial state such that Ki(Z0) = Ki(C) (i = 0, 1).
Let A be any finite separable amenable simple C∗-algebra. Then A⊗Z0 is a separable amenable
simple stably projectionless Z-stable C∗-algebra such that Ki(A⊗ Z0) = Ki(A) (i = 0, 1) and
T (A ⊗ Z0) = T (A). This means that there is a rich class of separable simple amenable stably
projectionless Z-stable C∗-algebras. C∗-algebras studied in [20] have the property that all
pairing ρA : K0(A)→ Aff(T (A)) are zero, and, under the assumption of UCT, they are all have
the property A ∼= A⊗Z0. However, there are also separable amenable stably projectionless simple
C∗-algebras which cannot be written as A⊗Z0 for any separable simple amenable C∗-algebra A
(when the pairing ρA : K0(A)→ Aff(T (A)) is not zero but ρA(K0(A))∩Aff+(T (A)) = {0}—see
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Theorem 5.31 of [21]). Also in [37], it is shown that stably projectionless simple C∗-algebras
may not even Z-stable.

More recently a classification theorem for non-unital separable simple amenable Z-stable
C∗-algebras with stable rank one in the UCT class was presented in the original version of [21].
The motivation of this note is to provide a technical result that removes the condition of stable
rank one. We will not, however, prove that, in general, a separable simple stably projectionless
Z-stable C∗-algebra has stable rank one. Instead, we will show that these C∗-algebras have nice
properties which will lead to a reduction theorem, i.e., every separable amenable simple stably
projectionless C∗-algebra in the UCT class has rationally generalized tracial rank one without
assuming that A⊗Q has stable rank one. Therefore, as in [21], the additional condition of stable
rank one in the classification theorem mentioned above is removed.

We begin with the question whether a non-unital separable simple Z-stable C∗-algebra A
still has the cancellation of projections for Ã and the property U(Ã)/U0(Ã) = K1(A). In this
note, we first show that, indeed, U(Ã)/U0(Ã) = K1(A) (see Corollary 3.7).

One notices that we study the unitary group of Mn(Ã) not that of Mn(A) as Mn(A) has no
unitaries. Naturally we study the Cuntz semigroup Cu(Ã) of Ã, not Cu(A) when A is stably
projectionless but K0(A) 6= {0}. To make the strict comparison more meaningful, we assume that
A has continuous scale. It should be noted that Ã is not Z-stable and we do not know whether
Ã has stable rank one. We do not even know whether Cu(Ã) has cancellation of projections.
Nevertheless, we will show that, in the case that A has continuous scale, indeed, Cu(Ã) has the
strict comparison and a weak cancellation property. These two aforementioned properties (one
for K1 and one for Cu(Ã)) are proved without assuming A has stable rank one.

L. Robert shows ([32]) that the augmented Cuntz semigroup Cu∼ classifies homomorphisms
from 1-dimensional noncommutative CW complexes with trivial K1-groups to C∗-algebras of
stable rank one. This result played an important role in the proof of the fact that every unital
separable finite simple C∗-algebra with finite nuclear dimension in the UCT class has rationally
generalized tracial rank at most one. Since unital separable simple amenable Z-stable C∗-
algebras in the UCT class with rationally generalized tracial rank at most one are previously
shown to be classified by the Elliott invariant, this latter result leads to the classification of all
unital separable simple amenable C∗-algebras of finite nuclear dimension in the UCT class (see
[15]).

The additional condition that C∗-algebras have stable rank one in the classification results for
non-unital simple C∗-algebras mentioned above was used to apply the following existence result
of L. Robert ([32]): Let C be a 1-dimensional noncommutative CW complex with K1(C) = {0}
and with a strictly positive element eC . If λ : Cu∼(C) → Cu∼(A) is a morphism in Cu with
λ([eC ]) ≤ [a] for some a ∈ A+, then there exists a homomorphism ϕ : C → A such that
Cu∼(ϕ) = λ.

As mentioned in the abstract, we show, without assuming A has stable rank one, that there
is a sequence of homomorphisms ϕk : C → A such that limk→∞Cu∼(ϕk) = λ, if A is an exact
separable simple Z-stable C∗-algebra and λ([c]) 6= 0 for any c ∈ C+ \ {0} (see Definition 5.1).
It turns out that this weaker version of existence theorem will be sufficient for the purpose
of proving that every separable simple amenable stably projectionless C∗-algebra in the UCT
class has rationally generalized tracial rank at most one. Therefore, we are able to remove
the redundant condition of stable rank one in the original version of [21]. Together with the
classification theorem in [21], every finite separable simple amenable Z-stable C∗-algebra in the
UCT class, in fact, has stable rank one.

Let C be a 1-dimensional NCCW complex. L. Robert shows that there are 1-dimensional
NCCW complexes C0, C1, ..., Cn such that C0 = C0((0, 1]), Cn = C, Ci is either stably isomorphic
to Ci−1, or Ci is the unitization of Ci−1, or Ci−1 is the unitization of Ci, i = 1, 2, ..., n. Let B be a
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separable simple stably projectionless Z-stable C∗-algebra. Then B has almost stable rank one.
We first show that, for C = C0, a homomorphism h can be produced so that Cu∼(h) will be
the given λ. We then show our approximate version of existence theorem holds for C∗-algebras
C1 and beyond. However, this process requires to change the target algebra B to Mn(B̃) (for
any integer n ≥ 1). The problem is that we do not know whether Mn(B̃) has stable rank one.

Let ϕ,ψ : C → Mn(B̃) be homomorphisms such that Cu∼(ϕ) = Cu∼(ψ). Suppose that
e ∈Mk(C) is a nonzero projection and p = ϕ(e) and q = ψ(e). Note that [p] = [q] in ∈ Cu∼(B̃)
if and only if there is an integer 1 ≤ m (≤ 2) such that p⊕1m ∼ q⊕1m in the Cuntz semigroup of
B̃. However, the classification of homomorphisms by Cu∼ is not possible without p ∼ q. We will
not attempt to prove that the functor Cu∼ (introduced by Robert) classifies homomorphisms
from 1-dimensional noncommutative CW complexes. The existence part of Theorem 1.0.1 of
[32] depends on the uniqueness part of that. Nevertheless, we will find a way to circumvent this
to obtain an approximate version of existence theorem without the uniqueness theorem.

The paper is organized as follows: In section 2, we list some basics regarding the notion
of almost stable rank one and other notations. In section 3, we show that, with slightly more
general assumption, U(Ã)/U0(Ã) = K1(A) for any separable simple Z-stable C∗-algebra A. In
section 4, we present some crucial technical statements about comparison in Mn(Ã) (for any
integer n ≥ 1) involving unitaries. We show that Cu(Ã) has the strict comparison and a weak
cancellation when A has continuous scale. In section 5, we start some discussion of approximation
in augmented Cuntz semigroups and perturbation of homomorphisms. In section 6, we deal with
unitization. Finally we present the main results in section 7.
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partially supported by Shanghai Key Laboratory of PMMP, Science and Technology Commission
of Shanghai Municipality (STCSM), grant #13dz2260400.
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2 Basics

Definition 2.1. Let A be a C∗-algebra. Denote by Ã the C∗-algebra generated by A and C ·1Ã,
where 1Ã is not in A. Denote by πAC : Ã → C · 1Ã = C the quotient map. We also write πAC for

the extension from Mn(Ã) to Mn.

Definition 2.2 ([33]). If C is a unital C∗-algebra, let GL(C) be the group of invertible elements
of C. A C∗-algebra A is said to have almost stable rank one, if GL(B̃) is dense in B for every
hereditary C∗-subalgebra B of A, where B̃ is the unitization of B, if B is not unital.

If A has almost stable rank one, by the definition, every hereditary C∗-subalgebra of A has
almost stable rank one.

For a separable simple C∗-algebra A, if A does not have stable rank one, but has almost
stable rank one, then A must be projectionless, by the following observation which is known.

Proposition 2.3. Let A be a σ-unital C∗-algebra which has almost stable rank one. Then A
has stable rank one, if A has a nonzero full projection. If A is simple and Mn(A) has almost
stable rank one for each n, then A either has stable rank one, or A is stably projectionless.

Moreover, if A is simple and has almost stable rank one, then Ped(A), the Pedersen ideal of
A, has no infinite elements (see Definition 1.1 of [25]), and Ã is finite.

Proof. Fix an integer n ≥ 1. Suppose that Mn(A) has almost stable rank one. Let p ∈ Mn(A)
be a nonzero full projection. By the definition, the invertible elements of pMn(A)p is dense
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in pMn(A)p. So pMn(A)p has stable rank one. By [6], since A is σ-unital, pMn(A)p is stably
isomorphic to A. Therefore A has stable rank one. Note that the above works for n = 1. This
proves the first part of the statement.

Suppose that A is simple and has almost stable rank one. If A has stable rank one, Ã has
stable rank one. Then A and Ã are stably finite. In particular, Ped(A) has no infinite elements.
Now suppose that A does not have stable rank one but has almost stable rank one. If Ped(A)
has an infinite element, by Theorem 1.2 of [25], A has a non-trivial projection. By the first part
of the proposition, A has stable rank one. A contradiction.

If Ã is not finite, there is v ∈ Ã such that vv∗ = 1 and v∗v 6= 1. Then 1 − v∗v ∈ A is a
non-zero projection. By what has been proved, this would imply that A has stable rank one.

The following is a non-unital version of a result of Rørdam ([36]) which follows from Theorem
6.7 of [36] and a result of L. Robert (Theorem 1.2 [33]).

Theorem 2.4. Let A be a σ-unital simple Z-stable C∗-algebra. Then one and only one of the
following must occur:

(1) A is purely infinite,
(2) A has stable rank one,
(3) A does not have stable rank one, but has almost stable rank one and is stably projection-

less. Moreover A has a non-zero 2-quasitrace.

Proof. Suppose that neither does A have stable rank one, nor A is purely infinite.
Note, since A is Z-stable, so is Mn(A) for each n ∈ N. IfMn(A) contains a non-zero projection

p for some n ∈ N, then B = pMn(A)p, as a unital hereditary C∗-subalgebra, is also Z-stable
(Corollary 3.1 of [41]). By Theorem 4.5 of [36], W (B) is almost unperforated. If B does not
have stable rank one, then, by Corollary 3.6 of [7], Mk(B) does not have stable rank one for any
k. Therefore, by Theorem 6.7 of [36], none of Mk(B) are finite. Then, by Corollary 5.1 of [36]
(see also Proposition 4.9 of [19]), B is purely infinite. By the assumption at the very beginning,
Mn(A) has no non-zero projection for all n. In other words, A is stably projectionless. Then,
by [33], A has almost stable rank one. Moreover, by Corollary 5.1 of [36] (see Proposition 4.9 of
[19]), A has a non-zero 2-quasitrace.

We do not know, at the moment, whether case (3) of Theorem 2.4 can actually occur.

Proposition 2.5. Let A be a C∗-algebra which has almost stable rank one. Then, for any
integer n ≥ 1, GL(Mn(Ã)) is dense in Mn(A). Moreover, GL((Ã⊗K)∼) is dense in A⊗K.

Proof. We prove the first part by induction. Suppose that GL(Mn(Ã)) is dense in Mn(A). We
will show that GL(Mn+1(Ã)) is dense in Mn+1(A).

Let x ∈Mn+1(A). Put p = diag(1Ã,

n︷ ︸︸ ︷
0, 0, ..., 0). Let a = pxp, b = (1−p)x(1−p), c = px(1−p)

and d = (1− p)xp. Hence we may write

x =

(
a c
d b

)
. (e 2.1)

Let ε > 0. By the inductive assumption, there is b′ ∈ GL(Mn(Ã)) such that ‖b− b′‖ < ε. Note

c(b′)−1d = px(1− p)(b′)−1(1− p)xp ∈ p(Mn(A))p (= A). (e 2.2)

Therefore (since A has almost stable rank one) there is z ∈ GL(Ã) such that ‖z−(a−c(b′)−1d)‖ <
ε. Set a′ = z + c(b′)−1d ∈ Ã. Then

‖a− a′‖ = ‖a− c(b′)−1d− z‖ < ε. (e 2.3)
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Moreover, a′ − c(b′)−1d = z. Put

y = a′ + b′ + c+ d =

(
a′ c
d b′

)
.

Then y ∈Mn+1(Ã) and ‖x−y‖ < ε. It follows from Lemma 3.1.5 of [26] (see the proof of Lemma
3.4 of [30]) that y is invertible.

For the last part, let a ∈ A ⊗ K and 1 > ε > 0. Viewing Mn(A) as a C∗-subalgebra of
A⊗K, we may assume that a ∈Mn(A) for some large n. By what has been proved, we have an
invertible element b ∈ Mn(Ã) such that ‖b − a‖ < ε. Write b = (ci,j)n×n with ci,j = αi,j + ai,j ,
where αi,j ∈ C and ai,j ∈ A. Let En be the identity of Mn(Ã). Put x = b+ ε · (1(A⊗K)∼ − En).

Then x ∈ GL((Ã⊗K)∼) and ‖a− x‖ < ε.

Definition 2.6. Let A be a C∗-algebra. Denote by A1 the unit ball of A. Let a ∈ A+. Denote
by Her(a) the hereditary C∗-subalgebra aAa. If a, b ∈ A+, we write a . b, (a is Cuntz smaller
than b), if there exists a sequence of xn ∈ A such that a = limn→∞ x

∗
nxn and xnx

∗
n ∈ Her(b). If

a . b and b . a, then we say a is Cuntz equivalent to b and write a ∼ b. The Cuntz equivalence
class represented by a will be denoted by [a]. So we write [a] ≤ [b], if a . b. Also [a]� [b] means
that, if for any increasing sequence {xn} such that [b] ≤ supn xn, then [a] ≤ xn for some n. It is
well known that, for any 0 < ε < ‖a‖, [(a − ε)+] � [a] (see the middle of the proof of Lemma
2.1.1 of [32] and Theorem 1 of [11]). Denote by Cu(A) the Cuntz semigroup of A (equivalence
classes in A⊗K). An element x ∈ Cu(A) is compact, if x� x. In what follows, we will also use
the augmented semigroup Cu∼(A) introduced in [32] and the revised version in [34]. We refer
the reader to [32] and [34] for details of the definition of Cu∼ and the related terminologies.

Definition 2.7. Let A be a C∗-algebra. Denote by QT (A) the set of 2-quasitraces of A with
norm 1, and by T (A) the tracial state space of A. Both could be empty in general.

For any (non-unital) separable C∗-algebra A, denote by Ped(A) the Pedersen ideal of A.
Suppose that B is a full hereditary C∗-subalgebra of A such that B ⊂ Ped(A). If τ ∈ QT (B),
we will continue to write τ for τ ⊗ Tr, where Tr is the densely defined trace on K. We write
QT0(B) for the set of all 2-quasitraces of B with the norm at most one. Since A is stably

isomorphic to B, τ ∈ QT0(B) gives a densely defined 2-quasitrace of A. Denote by Q̃T (A) the
set of all densely defined 2-quasitraces on A with the topology given in [18] (see the paragraph
above Theorem 4.4 of [18]). In most cases, we will consider only those C∗-algebras with the
property that every 2-quasitrace is a trace, for example, A is exact.

If τ ∈ Q̃T (A), we will also continue to write τ on A⊗K for τ ⊗Tr, where Tr is the standard

(densely defined) trace on K. So we will view Q̃T (A) the set of densely defined 2-quasitraces on
A⊗K.

Definition 2.8. Let S be a convex subset of a convex topological cone (which has zero) (such

as Q̃T (A)). Let Aff(S) be the set of all real valued continuous affine functions on S with the
property that, if 0 ∈ S, then f(0) = 0. Define (see p. 2826 of [32])

Aff+(S) = {f : Aff(S) : f(τ) > 0 for τ 6= 0} ∪ {0}, (e 2.4)

LAff+(S) = {f : S → [0,∞] : ∃{fn}, fn ↗ f, fn ∈ Aff+(S)} and (e 2.5)

LAff∼+(S) = {f1 − f2 : f1 ∈ LAff+(S) and f2 ∈ Aff+(S)}. (e 2.6)

Note that 0 ∈ LAff+(S). For the most part of this paper, S = T (A), or S = Q̃T (A) in the above

definition will be used. In particular, if S = Q̃T (A) and f ∈ LAff+(S), then f(0) = 0.
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Definition 2.9. For any ε > 0, define fε ∈ C([0,∞))+ by fε(t) = 0 if t ∈ [0, ε/2], fε(t) = 1 if
t ∈ [ε,∞) and fε(t) is linear in (ε/2, ε).

Let A be a C∗-algebra and τ be in Q̃T (A). For each a ∈ A+ define dτ (a) = limε→0 τ(fε(a)).
Note that fε(a) ∈ Ped(A) for all a ∈ A+. Recall that A is said to have the Blackadar strict
comparison for positive elements, if a, b ∈ (A⊗K)+, then a . b whenever dτ (a) < dτ (b) for all

non-zero τ ∈ Q̃T (A).
Let A be a separable stably finite simple C∗-algebra. There is an order preserving homo-

morphism ι : Cu(A) → LAff+(Q̃T (A)) defined by ι([a]) = dτ (a) for all τ ∈ Q̃T (A) and for
all a ∈ (A ⊗ K)+. Let Cu+(A) be the sub-semigroup of those elements in Cu(A) which can-
not be represented by non-zero projections (see Proposition 6.4 of [18]) and let V (A) be the
Murray-von Neumann equivalence classes of projections in A ⊗ K. If A has the strict compari-
son, ι|Cu+(A) is surjective and is an order isomorphism, following Corollary 6.8 of [18], we write

Cu(A) = (V (A)\{0})tLAff+(Q̃T (A)), where the mixed addition and the order are defined in the
paragraph above Corollary 6.8 of [18] (see also page 10 of [39]). In particular, if x ∈ V (A) \ {0}
and y ∈ LAff+(Q̃T (A)), then x + y = x if y = 0, and x + y = ι(x) + y, if y 6= 0, and, x ≤ y, if
ι(x)(t) < y(t) for all t 6= 0, and y ≤ x, if y ≤ ι(x).

Definition 2.10. A separable simple C∗-algebra A is said to be regular, if A is purely infinite,
or if A has almost stable rank one and Cu(A) = (V (A) \ {0}) t LAff+(Q̃T (A)) (see 2.9 above).
By [6], for any non-zero hereditary C∗-subalgebra B of A, B ⊗K ∼= A⊗K. Therefore Cu(B) =
Cu(A). Hence, if A is a separable regular simple C∗-algebra, then every non-zero hereditary
C∗-subalgebra of A is regular (see the last paragraph of 2.7). Except 3.6 and 3.7, we only
consider the case that A is finite. By [33] (also Theorem 2.4 above) and Theorem 6.6 of [18], if
A is a separable simple Z-stable C∗-algebra, then A is regular. Recall that a separable simple
C∗-algebra is said to be pure (introduced by Winter in [43] with non-unital version in subsection
6.3 of [34]) if Cu(A) is almost unperforated and almost divisible. While it is not used in this
paper, we would like to mention that a finite regular simple C∗-algebra is pure, and, a separable
simple C∗-algebra which has almost stable rank one is regular if and only if it is pure as shown
in subsection 6.3 of [34] (see also Theorem 6.2 of [39] and Corollary 5.8 of [18], and I.1.4 of [1]).
We use the term “regular” only for the convenience here.

We would like to state the following version of a result of Rørdam. Note that we do not
assume that Mn(A) has almost stable rank one.

Lemma 2.11. Let A be a C∗-algebra which has almost stable rank one, a and b ∈Mn(A)+ for
some integer n ≥ 1 (or in (A⊗K)+). Suppose that a . b, then, for any ε > 0, there is a unitary

U ∈Mn(Ã) (or U ∈ (Ã⊗K)̃) such that

U∗fε(a)U ∈ Her(b). (e 2.7)

Proof. By Proposition 2.5, GL(Mn(Ã)) is dense in Mn(A) (or GL((Ã⊗K)̃) is dense in A⊗K).
Then the proof of (iv) ⇒ (v) in Proposition 2.4 of [35] (applying Theorem 5 of [29]) works
here.

The following is taken from the proof of 1.5 of [27]. But it is also known (see [33]).

Lemma 2.12. Let A be a C∗-algebra which has almost stable rank one. Suppose that a ∈ (A⊗
K)+ (or a ∈ A+), b ∈ A+, and a . b in Cu(A). Suppose that 1/4 > ε > 0 and fε/4(a) ∈ Her(b).

(1) Then, for any 0 < η < ε/4, there is a unitary u ∈ (Ã ⊗ K)̃ (or u ∈ Ã) such that
ufη(a)u∗ ∈ Her(b) and ufε(a) = fε(a).
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(2) Moreover, there is a partial isometry v ∈ (A⊗K)∗∗ (or v ∈ A∗∗) such that vc, cv∗ ∈ A⊗K
(or in A) for all c ∈ Her(a), vav∗ ∈ Her(b) and vfε(a) = fε(a).

(3) Furthermore, without assuming fε/4(a) ∈ Her(b), there is also a partial isometry v ∈
(A⊗K)∗∗ (or v ∈ A∗∗) such that vc, cv∗ ∈ A⊗K (or in A), v∗vc = c = cv∗v and vcv∗ ∈ Her(b)
for all c ∈ Her(a).

Proof. There is a unitary w1 ∈ (Ã ⊗ K)̃ (or w1 ∈ Ã) such that b1 = w1fη/8(a)w∗1 ∈ Her(b), by
Lemma 2.11. Denote a1 = w1fε/4(a)w∗1 ∈ Her(b). Note that a1b1 = a1. Therefore

‖(b1 − 1)w1fε/4(a)‖ = ‖(b1 − 1)w1fε/4(a)w∗1‖ = 0. (e 2.8)

In other words, b1w1fε/4(a)1/2 = w1fε/4(a)1/2. It follows that y1 = w1fε/4(a)1/2 ∈ Her(b).
Moreover,

y∗1y1 = fε/4(a) and y1y
∗
1 = w1fε/4(a)w∗1. (e 2.9)

In what follows, for any d ∈ A1
+ and 1 > δ > 0, eδ(d) denotes the open spectral projection of

d associated with the interval (δ, 1]. Since Her(b) has almost stable rank one, by Theorem 5 of

[29], there is a unitary z1 ∈ H̃er(b) such that

z1e1/4(|y1|) = w1e1/4(|y1|). (e 2.10)

Note that

e1/4(|y1|) = e1/4(fε/4(a)1/2) = eδ1(a) (e 2.11)

for some δ1 ∈ (ε/8, ε/4). By (e 2.10) and (e 2.11),

z∗1w1eδ1(a) = z∗1(z1e1/4(|y1|)) = e1/4(|y1|) = eδ1(a). (e 2.12)

Write z1 = α·1H̃er(b)+b
′ for some b′ ∈ Her(b). Replacing z1 by α·1+b′, we may view z1 as a unitary

in (Ã⊗K)̃ (or in Ã). Put u1 = z∗1w1 ∈ (Ã⊗K)̃ (or u1 ∈ Ã). Then, for any x ∈ f2δ1(a)(A⊗K),
by (e 2.12), u1x = z∗1w1eδ1(a)x = eδ1(a)x = x. In particular, u1fε(a) = fε(a). We also have,
since z1 ∈ Her(b)∼,

u1fη(a)u∗1 = z∗1(w1fη(a)w∗1)z1 ≤ z∗1bz1 ∈ Her(b). (e 2.13)

This proves the first part of the lemma.
To see the second part of the lemma, let ηn = ε/4n+1. By virtue of the first part of the

lemma, we obtain a sequence of unitaries {un} ⊂ (Ã⊗K)̃ (or in Ã) such that

unbn−1u
∗
n ∈ Her(b), unx = x for all x ∈ Her(bn−1), (e 2.14)

where b0 = fε(a), bn = unfηn(bn−1)u∗n for n = 1, 2, .... Note

‖un+1(un · · ·u1fηn(a)− (un · · ·u1fηn(a)))‖ = ‖(un+1 − 1)(un · · ·u1fηn(b)‖ (e 2.15)

= ‖(un+1 − 1)(un · · ·u1)fηn(b)(u∗1 · · ·u∗n)‖ = ‖(un+1 − 1)bn‖ = 0. (e 2.16)

In other words, un+1un · · ·u1fηn(a) = un · · ·u1fηn(a). Moreover, un+1un · · ·u1fε(a) = fε(a)
for all n. It follows that limn→∞ un+1un · · ·u1x converges in norm for all x ∈ Her(a) and
limn→∞ un+1un · · ·u1xu

∗
1 · · ·u∗nu∗n+1 converges in norm to an element in Her(b). Choose a strictly

positive x of Her(a)+ with ‖x‖ = 1 and xfε(a) = fε(a). Let z = limn→∞ un+1un · · ·u1x ∈ A.
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Then zz∗ = limn→∞ un+1un · · ·u1x
2u∗1 · · ·u∗nu∗n+1 ∈ Her(b). Let z = vx1/2 be the polar decom-

position in (A⊗K)∗∗ (or in A∗∗). Then v is a partial isometry and, since x is a strictly positive
element of Her(a), vc, cv∗ ∈ A, v∗vc = c = cv∗v, vcv∗ ∈ Her(b) for all c ∈ Her(a), and

vfε(a) = vx1/2fε(a) = lim
n→∞

un+1 · · ·u1x
1/2fε(a) = lim

n→∞
un+1 · · ·u1fε(a) = fε(a).

One also notices that the third part of the lemma holds from the proof above as we may replace
a by u1au

∗
1 with u1fε/4(a)u∗1 = fε/4(u1au

∗
1) ∈ Her(b).

Corollary 2.13. Let A be a C∗-algebra which has almost stable rank one, and a ∈ (A ⊗ K)+

(or a ∈ A+) and b ∈ A+. Then a . b if and only if there is x ∈ A ⊗ K (or x ∈ A) such that
x∗x = a and xx∗ ∈ Her(b).

Moreover, if a1, a2, ..., an are mutually orthogonal elements in A+ such that ai ∼ a1 in Cu(A)
for i = 1, 2, ..., n, and a =

∑n
i=1 ai . b, then there is a hereditary C∗-subalgebra A1 ⊂ Her(b)

such that there is an isomorphism ϕ : Mn(A2) → A1 where A2 = Her(d) for some d ∈ Her(b)
such that ϕ−1(d) = d and there is z ∈ A such that z∗z = a1 and zz∗ = d.

Proof. The first part follows from Lemma 2.12. In fact, in the second part of Lemma 2.12, we
choose x = va1/2. Then x∗x = a1/2v∗va1/2 = a and xx∗ = vav∗ ∈ Her(b).

By Lemma 2.12, there is v ∈ A∗∗ such that ā = vav∗ ∈ Her(b) and vc, cv ∈ Her(b) and
v∗vc = c for all c ∈ Her(a). Let y0 = va1v

∗. Then, by the first part of this lemma, there is
z ∈ A such that z∗z = a1 and b1 = zz∗ ∈ Her(y1). Note that b1 ∼ vaiv

∗ in Her(ā) ⊂ Her(b),
i = 1, 2, ..., n. Thus we have xi ∈ Her(ā) such that x∗ixi = b1 and xix

∗
i ∈ Her(vaiv

∗), i = 1, 2, ..., n.
Note that x1x

∗
1 = x∗1x1 = b1. Put A1 = Her(

∑n
i=1 xix

∗
i ). One then checks that A1

∼= Mn(A2),
where A2 = Her(b1). The corollary follows.

We would like to end this section with the following folklore.

Lemma 2.14. Let A be a C∗-algebra and 0 ≤ a ≤ b ≤ 1 be elements in A. Then, for any
0 < ε < ε′ < ‖a‖, there exists z ∈ A such that

(a− ε)+ . (b− ε)+, (a− ε′)+ ≤ z∗z and zz∗ ∈ Her((b− ε)+). (e 2.17)

Proof. Choose 0 < ε < ε′ < ε′′ < ‖a‖ and define g ∈ C0((0, 1]) such that g(t) = 1 for t ∈ [ε′′, 1]
and (t− ε′)+ ≤ g(t) ≤ 1 for t ∈ (ε′, ε′′), g(t) = 0 if t ∈ (0, ε′). Then (a− ε′)+ ≤ g(a) and

(ε′)g(a) ≤ g(a)1/2ag(a)1/2 ≤ g(a)1/2bg(a)1/2. (e 2.18)

It follows that

g(a)1/2((b− ε)+)g(a)1/2 ≥ g(a)1/2(b− ε)g(a)1/2 (e 2.19)

= g(a)1/2bg(a)1/2 − εg(a) ≥ (ε′ − ε)g(a). (e 2.20)

Thus

(a− ε′)+ ≤ g(a) ≤ (1/(ε′ − ε))g(a)1/2(b− ε)+g(a)1/2 . (b− ε)+. (e 2.21)

Since the above holds for any 0 < ε < ε′, (a− ε)+ . (b− ε)+. Let

z = (1/(ε′ − ε))1/2(b− ε)1/2
+ g(a)1/2. Then

g(a) ≤ z∗z and zz∗ = (1/(ε′ − ε))(b− ε)1/2
+ g(a)(b− ε)1/2

+ ∈ Her((b− ε)+). (e 2.22)
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3 Unitary groups

The main purpose of this section is to present a K1-cancellation result for separable regular
simple C∗-algebras.

Definition 3.1. Let A be a unital C∗-algebra. Denote by U(A) the unitary group of A and by
U0(A) the path connected component of U(A) containing 1A.

Proposition 3.2. Let A be a C∗-algebra and u ∈ U0(Mn(Ã)) be a unitary with the form
u = α · 1Mn(Ã) + a for some α ∈ T and a ∈ Mn(A). Then u ∈ U0(Mn(A)∼). In particular, if

α = 1, then u = exp(ib1) exp(ib2) · · · exp(ibm) for some b1, b2, ..., bm ∈Mn(A)s.a..

Proof. Replacing u by uᾱ, we may assume that πAC (u) = 1n = 1Mn . Let u = exp(ih1) exp(ih2) · · · exp(ihk),
where hj ∈ Mn(Ã)s.a.. For each hj , there is a scalar self-adjoint matrix aj ∈ Mn(C · 1Ã) such
that πAC (hj) = πAC (aj). Note that, since πAC (u) = 1n,

exp(ia1) exp(ia2) · · · exp(iak) = 1n.

Define, for t ∈ [0, 1],

u(t) = exp(ith1) exp(ith2) · · · exp(ithk) exp(−itak) exp(−itak−1) · · · exp(−ita1).

Then u(1) = u(exp(ia1) exp(ia2) · · · exp(iak))
∗ = u and u(0) = 1n. However,

πAC (u((t))) = exp(ita1) exp(ita2) · · · exp(itak) exp(−itak) exp(−itak−1) · · · exp(−ita1) = 1n.

Therefore u(t) ∈Mn(A)∼ for all t ∈ [0, 1].
Suppose that α = 1. Since now u ∈ U0(Mn(A)∼), u = exp(ih1) exp(ih2) · · · exp(ihm) for

some h1, h2, ..., hm ∈ Mn(A)∼. Let πAC (hj) = λj · 1Mn , where λi ∈ T, j = 1, 2, ...,m. Then∑m
j=1 λj = 2kπ for some integer k. Choose bj = hj − λj (= hj − λj1Mn), j = 1, 2, ...,m. Then

bj ∈Mn(A). Note λj · 1Mn is in the center of Mn(A)∼. Then

exp(ib1) exp(ib2) · · · exp(ibm) = exp(ih1) exp(ih2) · · · exp(ihm) exp(i
m∑
j=1

−λj) = u.

Lemma 3.3. Let A be a finite regular simple C∗-algebra which has no nonzero projections,
u ∈ U(Ã), and a1, a2, ..., am ∈ As.a.. Then, for any a ∈ A+ \ {0}, any ε > 0, there is an integer
n0 ≥ 2 such that, for any integer n ≥ n0, there is a hereditary C∗-subalgebra B ⊂ A, and a
unitary v ∈ C · 1Ã + B, b1, b2, ..., bm ∈ B such that B = U∗(Mn(Her((c − η)+)))U for some

unitary U ∈Mn(Ã) and for some 0 < η < ‖c‖, where c ∈ Her(a)+ such that

‖v − u‖ < ε and ‖aj − bj‖ < ε/2(m+ 1), 1 ≤ j ≤ m. (e 3.1)

Moreover, we may assume that 4[c] ≤ [a].
(Note that here we identify A with the first corner of Mn(A).)

Proof. Fix a strictly positive element of eA of A with ‖eA‖ = 1. Write u = α · 1Ã + x for some
x ∈ A and α ∈ T. Let 1/2 > ε > 0. Choose 1/2 > δ > 0 such that

‖fδ(eA)xfδ(eA)− x‖ < ε/4 and ‖fδ(eA)ajfδ(eA)− aj‖ < ε/2(m+ 1), j = 1, 2, ...,m. (e 3.2)
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Choose bj = fδ(eA)ajfδ(eA), 1 ≤ j ≤ m. Let A1 = C · 1Ã + Her(fδ(eA)). It is standard to find a
unitary v ∈ A1 such that

‖v − u‖ < ε. (e 3.3)

Let D = Her(fδ/2(eA)). Note that D ⊂ Ped(A). Choose 0 < δ0 < δ/2 such that fδ0(a) 6= 0.
Since both fδ0(a) and fδ/16(eA) are in Ped(A), there is an integer k > 2 such that

(k − 1)[a] ≥ (k − 1)[fδ0(a)] ≥ [fδ/16(eA)]. (e 3.4)

Choose n0 = 4k. Let n ≥ n0. Let c0 ∈ A ⊗ K with 0 ≤ c0 ≤ 1 such that dτ (c0) =

(1/n)dτ (fδ/8(eA)) for all τ ∈ Q̃T (A). Thus

4dτ (c0) < dτ (a) for all τ ∈ Q̃T (A) \ {0}. (e 3.5)

It follows that 4[c0] ≤ [a] in Cu(A). Since A has almost stale rank one, by the first part of Lemma

2.12, there is c ∈ Her(a)+ such that c ∼ c0 and dτ (c) = (1/n)τ(fδ/8(eA)) for all τ ∈ Q̃T (A).

Since Cu(A) = (V (A) \ {0}) t LAff+(Q̃T (A)) and A has no non-zero projection,

4[c] ≤ [a] and [fδ/8(eA)] = n[c]. (e 3.6)

We now view A as a C∗-subalgebra of Mn(A) (as the first corner of Mn(A)). Let

c1 = diag(

n︷ ︸︸ ︷
c, c, ..., c).

Then, by (e 3.6), fδ/2(eA)� fδ/8(eA) . c1. Therefore there is 0 < η0 < 1 such that

fδ/2(eA) . fη0(c1). (e 3.7)

Choose 0 < η < η0/2. Since A has almost stable rank one, from the last part of (e 3.6), by
Lemma 2.11, there is a unitary U1 ∈Mn(Ã) such that

c2 = U1(c1 − η)+U
∗
1 ∈ A. (e 3.8)

By (e 3.7), since A has almost stable rank one, applying Lemma 2.11 again, there is a unitary
U2 ∈ Ã such that

U∗2 fδ(eA)U2 ∈ Her(c2). (e 3.9)

Put c3 = U2c2U
∗
2 . Put U = diag(

n−1︷ ︸︸ ︷
U2, 1Ũ , ..., 1Ũ )U1. Then fδ(eA) ∈ Her(c3). Moreover, B =

Her(c3) = U∗Mn(Her((c− η)+))U∗. Then v ∈ C · 1Ã + Her(c3).

Lemma 3.4. Let A be a finite separable regular simple C∗-algebra and let u ∈ Ã be a unitary.
If diag(u, 1) ∈ U0(M2(Ã)), then u ∈ U0(Ã).

Proof. Note that, if A has a nonzero projection, then, by Proposition 2.3, A has stable rank one.
Then the lemma follows from Theorem 2.10 of [31]. So we now assume that A has no nonzero
projection.

We may assume that πAC (diag(u, 1)) = 12. By the second part of Proposition 3.2, we may
write u = exp(ib1) exp(ib2) · · · exp(ibm) for some bj ∈ M2(A)s.a., 1 ≤ j ≤ m. Let 1/2 > ε > 0.

10



By virtue of Lemma 3.3, without loss of generality, we may assume that u ∈ 1Ã + B and there
are a1, a2, ..., am ∈M2(B)s.a. such that

‖diag(u, 1)− exp(ia1) exp(ia2) · · · exp(iam)‖ < ε, (e 3.10)

where B = U∗Mn(Her(c))U ⊂ A for some c ∈ A+, n ≥ 4, and where U ∈Mn(Ã) (recall that we
identify A with the first corner of Mn(A)). Put C = U∗Her(c)U.

Write u = 1Ã + b for some b ∈ B. Let u1 = 1B̃ + b ∈ B̃ and

v1 = (1B̃ +

∞∑
n=1

ian1
n!

) · (1B̃ +

∞∑
n=1

ian2
n!

) · · · · · (1B̃ +

∞∑
n=1

ianm
n!

). (e 3.11)

Hence

‖diag(u1, 1B̃)− v1‖ < ε. (e 3.12)

Thus diag(u1, 1B̃) ∈ U0(M2(B)∼). Recall that A has almost stable rank one. Thus the set of

invertible elements of C̃ is dense in C = U∗Her(c)U, C has stable rank at most 2 (see the
proof of Theorem 6.13 of [34]), by Theorem 2.10 of [31], the map from U(Mn(C̃))/U0(Mn(C̃))
to U(M2n(C̃))/U0(M2n(C̃)) is injective. It follows that u1 ∈ U0(Mn(C̃)). By Lemma 3.2, u1 ∈
U0(Mn(C)∼) = U0(B̃). It follows that u ∈ U0(Ã).

Theorem 3.5. Let A be a separable finite regular simple C∗-algebra and let u ∈ U(Ã).
(1) For any a ∈ A+ \ {0}, there is a unitary v ∈ C · 1Ã + Her(a) such that uv∗ ∈ U0(Ã).
(2) If u = α · 1Ã + x for some α ∈ T and x ∈ D for some hereditary C∗-subalgebra D of A

and u ∈ U0(Ã), then v = α · 1D̃ + x ∈ U0(D̃).

Proof. If A has stable rank one, the theorem is well known and follows from the fact ([6]) that
every nonzero (full) hereditary C∗-subalgebra D of A is stably isomorphic to A and the inclusion
ι : D → A induces an isomorphism on K1(D), and then apply Theorem 2.10 of [31].

We will prove the case that A is not assumed to have stable rank one. Therefore we assume
A has no nonzero projection (see Proposition 2.3).

For (1), by Lemma 3.3, without loss of generality, we may assume u = 1Ã+b for some b ∈ B,
where B = U∗Mn(Her((c − η)+))U ⊂ A for some 0 < η < ‖c‖, and c ∈ Her(a)+, n > 8 and
4[c] ≤ [a], and where U ∈ U(Mn(Ã)).

Put C = U∗Her((c−η)+)U and u1 = 1B̃+b. Since GL(C̃) is dense in C, by (the proof of) The-
orem 6.13 of [34], C has stable rank at most 2. It follows from Proposition 5.3 of [31] that there

exists a unitary v0 ∈M2(C̃) such that u1v
∗
1 ∈ U0(Mn(C̃)), where v1 = diag(v0,

n−2︷ ︸︸ ︷
1C̃ , 1C̃ , ..., 1C̃).

Let w ∈M2(C ·1C̃) be the scalar matrix such that πCC (v0) = πCC (w). By replacing v0 by v0w
∗,

we may assume that πCC (v0) = 1M2(C̃). Hence v0 ∈ M2(C)∼. Write v0 = 1M2(C̃) + y for some

y ∈M2(C). It follows that πBC (u1v
∗
1) = 1. Then, by Lemma 3.2, u1v

∗
1 ∈ U0(B̃). Let v2 = 1Ã + y.

Then uv∗2 ∈ U0(Ã). Since 4[c] ≤ [a] and A has almost stable rank one, by Lemma 3.2 of [16],
there is a unitary V ∈ Ã such that (note that η > 0)

V ∗M2(C)V ⊂ Her(a). (e 3.13)

Then V ∗yV ∈ Her(a). Define v = V ∗v2V. Then v has the form described in the lemma. Put
W = V ∗uv∗2V. Since uv∗2 ∈ U0(Ã), one has(

W 0
0 1

)
∈ U0(M2(Ã)). (e 3.14)
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Applying Lemma 3.4, one concludes W ∈ U0(Ã). Thus

(V ∗uV )v∗ ∈ U0(Ã). (e 3.15)

There exists a continuous path of unitaries {H(t) : t ∈ [0, 1]} ⊂ U(M2(Ã)) such that

H(0) =

(
V ∗uV 0

1 0

)(
v∗ 0
0 1

)
and H(1) =

(
u 0
1 0

)(
v∗ 0
0 1

)
=

(
uv∗ 0
0 1

)
. (e 3.16)

By (e 3.15), H(0) ∈ U0(M2(Ã)). Therefore diag(uv∗, 1) ∈ U0(M2(Ã)). Applying Lemma 3.4
again, one obtains uv∗ ∈ U0(Ã).

To see part (2), we may assume that α = 1. Let ι : D → A be the inclusion map. Since
D is a full hereditary C∗-algebra and A is separable, it follows that D is stably isomorphic to
A and ι∗1 : K1(D) → K1(A) is an isomorphism (see, for example, Corollary 2.10 of [6]). Let
u1 = 1D̃ + x. Then ι∗1([u1]) = [u] is zero in K1(A) from the assumption that u ∈ U0(Ã). Thus
[u1] is zero in K1(D). Therefore, for some integer n ≥ 1,

diag(u1,

2n+1︷ ︸︸ ︷
1D̃, ..., 1D̃) ∈ U0(M2n(D̃)). (e 3.17)

Since D is a finite separable regular simple C∗-algebra, by repeatedly applying Lemma 3.4, we
conclude that u1 ∈ U0(D̃).

Corollary 3.6. Let A be a separable regular simple C∗-algebra. Then the map

U(Mn(Ã))/U0(Mn(Ã))→ U(Mn+1(Ã))/U0(Mn+1(Ã)) (e 3.18)

is an isomorphism. In particular, U(Ã)/U0(Ã) = K1(A).

Proof. The finite case follows immediately from Theorem 3.5. Suppose that A is a purely infinite
simple C∗-algebra. By the comment before Remark 3.1 of [7], eAe is extremally rich for any
projection e ∈ A. Applying Proposition 5.4 of [7], one concludes that A is extremally rich. Since
C has stable rank one, by Proposition 6.8 of [7], Ã is extremally rich. By [45], A has real rank
zero, and, hence, Ã has real rank zero. By theorem 6.10 of [8], the corollary follows (when A is
a purely infinite simple C∗-algebra).

Corollary 3.7. Let A be a separable simple Z-stable C∗-algebra. Then the map

U(Mn(Ã))/U0(Mn(Ã))→ U(Mn+1(Ã))/U0(Mn+1(Ã)) (e 3.19)

is an isomorphism. In particular, U(Ã)/U0(Ã) = K1(A).

4 Comparison in B̃

The main purpose of this section is to present Theorem 4.11 and Theorem 4.12.

4.1. Let A be a separable simple C∗-algebra and let T̃ (A) be the cone of densely defined positive
lower semi-continuous traces on A equipped with the topology of point-wise convergence on
elements of the Pedersen ideal Ped(A) of A. By Proposition 3.4 of [39], T̃ (A) has a Choquet
simplex Te as its base. Let f be a lower semicontinuous affine function on T̃ (A) such that f(t) > 0
for all t ∈ T̃ (A)\{0}. Then, a standard compactness argument shows that inf{f(t) : t ∈ Te} > 0.
By I.1.4 of [1], together with a standard compactness argument, one obtains an increasing
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sequence fn ∈ Aff+(T̃ (A)) such that limn→∞ fn(t) = f(t) for all t ∈ T̃ (A). In other words,
f ∈ LAff+(T̃ (A)).

Now suppose that A is a finite separable regular simple C∗-algebra. It follows that Mn(A)
has almost stable rank one, for all n ∈ N. Let us assume that every densely defined 2-quasitrace
is a trace. Then LAff+(Q̃T (A)) = LAff+(T̃ (A)). Let a ∈ Ped(A)+ \ {0}. Then C = Her(a) is
algebraically simple. Choose f ∈ Aff+(T̃ (A))\{0} such that f(τ) < dτ (a) for all τ ∈ T̃ (A)\{0}.
Then there is c ∈ (A ⊗ K)+ such that dτ (c) = f(τ) for all τ ∈ T̃ (A), and c . a. Since A has
almost stable rank one, by 2.13, there exists x ∈ A ⊗ K such that xx∗ = c and b = x∗x ∈ C+.
Note that dτ (b) = f(τ) for all τ ∈ T̃ (A). By Theorem 5.3 of [16], Her(b) has continuous scale.
Note also that Her(b)⊗K ∼= A⊗K.

In the case that QT (A) = T (A) and T (A) is compact, the map f 7→ f |T (A) is affine and

continuous, and an order isomorphism from LAff+(T̃ (A)) onto LAff+(T (A)) as T̃ (A) is a convex
topological cone with the metrizable Choquet simplex T (A) as its base (note 0 ∈ Aff+(T (A))–see
2.8). Therefore, since A is regular (see 2.10), in this case, Cu(A) = (V (A)\{0})tLAff+(T (A)).

In what follows we will also use the augmented Cuntz semigroup Cu∼(A) for a separable
C∗-algebra. Roughly speaking, Cu∼(A) is a semigroup of the formal differences of elements of
the form [a] − n[1Ã] in an equivalence relation. The reader is referred to [32] and [34] for the
technical details there.

4.2. Throughout this section, B is, unless otherwise stated, a finite separable stably projection-
less simple C∗-algebra with continuous scale such that Mn(B) is regular for each integer n ≥ 1,
and QT (B) = T (B) (for example, B is an exact finite separable simple stably projectionless
Z-stable C∗-algebra with continuous scale – see 2.10).

Note that, by (the proof of) Theorem 6.13 of [34], B has stable rank at most two. Also,
since B has continuous scale, T (B) is compact (see Theorem 5.3 of [16]). We also have, as B is
stably projectionless, Cu(B) = LAff+(T (B)).

If a ∈ (B̃ ⊗ K)+ \ {0}, â(τ) = τ(a) for all τ ∈ T (B) is a function in LAff+(T (B)) (or for

all τ ∈ T (B̃) as a function in LAff+(B̃)) and [̂a](τ) = dτ (a) for all τ ∈ T (B) is a function

in LAff+(T (B)) (or for τ ∈ T (B̃) as a function in LAff+(T (B̃))). Note that [̂a] is a lower
semicontinuous affine function in LAff+(T (B)) with values in (0,∞].

Note that, if a, b ∈ (B ⊗ K)+ and dτ (a) ≤ dτ (b) for all τ ∈ T (B), then a . b (recall that B
is stably projectionless). In particular, B has strict comparison for positive elements.

Moreover, if a, b ∈ (B ⊗K)+ and [a] ≤ [b] in Cu∼(B), then, as B has stable rank at most 2,
by Corollary 4.10 of [34],

[a] + 2[1B̃] ≤ [b] + 2[1B̃] in Cu(B̃). (e 4.1)

It follows that dτ (a) ≤ dτ (b) for all τ ∈ T (B). Therefore a . b, or [a] ≤ [b] in Cu(B). This also
implies that Cu(B) is order embedded into Cu∼(B).

These facts will be repeatedly used.

Note that B̃ is unital. Suppose that B 6= Ped(B). Let a = d+ b, where d ∈Mr(C ·1B̃)+ \{0}
and b ∈ Ped(B)+. Then τ(a) = ∞ for those τ ∈ T̃ (B) which is not bounded (see the last
part of 4.9 of [15]). If B is stable, then τ(a) = ∞ for all τ ∈ T̃ (B). On the other hand, if
B = Ped(B), but B is not of continuous scale, then T (B) is not compact. We may need to use
the weak*-closure of T (B), or choose another basis. Therefore, it is more than convenient to
consider a hereditary C∗-subalgebra of B which has continuous scale (see 4.1). In the current
case, Cu(B) = V (B) \ {0} t LAff+(T̃ (A)). One can choose a nonzero element a ∈ Ped(B) such

that [̂a] is continuous. By Proposition 5.4 (see also Theorem 5.3) of [16], aBa has continuous
scale. By Brown’s stable isomorphism theorem, aBa ⊗ K ∼= B ⊗ K. Since we are studying
elements in B ⊗K, we may therefore well assume that B has continuous scale.
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Definition 4.3. Let A be a unital C∗-algebra with stable rank at most m (m ≥ 1). Denote
by Cu(A)$ the set of equivalence classes of elements in Cu(A) with the following equivalence
relation: x $ y if and only if x + m[1A] = y + m[1A] in Cu(A). The map x → (x, 0) gives an
order embedding from Cu(A)$ to Cu∼(A) (see 3.1 of [32], Subsection 4.2 and Corollary 4.10 of
[34]). So, in this unital case, we may view Cu(A)$ ⊂ Cu∼(A).

Let B be a non-unital stably finite C∗-algebra with continuous scale and let τC be the tracial
state of B̃ that vanishes on B. Define

LAff+(T (B̃))� = {f ∈ LAff+(T (B̃)) : f(τC) ∈ {0} ∪ N ∪ {∞}}. (e 4.2)

Lemma 4.4 (Theorem A.6 of [17] and Theorem 6.11 of [34]). Let B be in 4.2. Then Cu(B̃)$ =
(K0(B̃)+ \ {0}) t LAff+(T (B̃))� (see lines above Theorem 6.11 of [34] –also at the end of 2.9).

Proof. By the assumption, applying Theorem 6.11 of [34], one obtains Cu∼(B) = K0(B) t
LAff∼+(T (B)) (see also I.1.4 of [1] and the first part of 4.1). Note that, as in the proof of
Theorem 6.13 of [34], B has stable rank at most 2. So, the definition of Cu∼(B) in [34] coincides
with that in [32] (see subsection 4.2 of [34]).

Let x, y ∈ Cu(B̃) which are not represented by projections and are represented by elements
a, b ∈ (B̃ ⊗ K)+ such that [πBC (a)] = n[1B̃] and [πBC (b)] = m[1B̃] for some integers n,m ≥ 0,

respectively. Suppose that dτ (a) = dτ (b) for all τ ∈ T (B̃). We will show that x $ y. Let τC
be the tracial state of T (B̃) which vanishes on B. The condition dτC(a) = dτC(b) implies that
n = m. It then follows from Theorem 6.11 of [34] that there exists k (= 2) such that (in Cu(B̃))

[a] + n[1B̃] + k[1B̃] = [b] + n[1B̃] + k[1B̃]. (e 4.3)

Thus x $ y (see also Corollary 4.10 of [34]).
Now consider the case that [πBC (a)] = ∞ = [πBC (b)]. Then, for any 1 > ε > 0, fε(a) ∈

Ped(B̃ ⊗ K). Hence [πBC (fε(a))] < ∞. Also, there is 0 < η < ε, as [a] is not represented by a
projection and B is simple,

dτ (fε(a)) < τ(fη(a)) for all τ ∈ T (B). (e 4.4)

For πBC (b), since 0 is the only non-isolated point of the spectrum of πBC (b), one may find
g ∈ C0((0, ‖b‖])+ such that [πBC (g(b))] = [πBC (fε(a))]. Let m = [πBC (fε(a))] <∞. Note that T (B)
is compact. One then can find 0 < δ < η/2 such that [πBC (fδ(b))] = [πBC (fη(a))] and

dτ (fε(a)) < τ(fη(a)) < dτ (fδ(b)) for all τ ∈ T (B). (e 4.5)

Consider C = fδ/4(b)(B ⊗K)fδ/4(b) and let {en} be an approximate identity for B ⊗K. Then

τ(fδ/4(b)1/2enfδ/4(b)1/2)↗ τ(fδ/4(b)) for all τ ∈ T (B). (e 4.6)

It follows that (recall T (B) is compact) there is n0 ≥ 1 such that, for all n ≥ n0,

τ(fδ/4(b)1/2enfδ/4(b)1/2) > τ(fδ/2(b)) ≥ dτ (fδ(b)) > dτ (fε(a)) for all τ ∈ T (B). (e 4.7)

Choose b′ = fδ/4(b)1/2en0+1fδ/4(b)1/2 + g(b). Then [b′] ≤ [b] in Cu(B̃). We also have [πBC (b′)] =

[πBC (g(b)] = [πBC (fε(a))] = m. It follows from (e 4.7) that

dτ (b′) > dτ (fε(a)) for all τ ∈ T (B). (e 4.8)

It follows that

dτ (b′)−m ≥ dτ (fε(a))−m for all τ ∈ T (B). (e 4.9)
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It follows from Theorem 6.11 of [34] that in Cu∼(B),

(b′,m) ≥ (fε(a),m) (e 4.10)

which means that, for some integer k ≥ 1, in Cu(B̃),

[b] +m[1B̃] + k[1B̃] ≥ [b′] +m[1B̃] + k[1B̃] ≥ [fε(a)] +m[1B̃] + k[1B̃]. (e 4.11)

Since B has stable rank at most two, by Corollary 4.10 of [34], [b]+2[1B̃] ≥ [fε(a)]+2[1B̃]. Since
the above holds for all 0 < ε < 1, one concludes that

[b] + 2[1B̃] ≥ [a] + 2[1B̃]. (e 4.12)

The same argument also shows that

[a] + 2[1B̃] ≥ [b] + 2[1B̃]. (e 4.13)

It follows that [a] $ [b]. This shows that the map from Cu(B̃)$ to (K0(B̃)+\{0})tLAff+(T (B̃))�

is an order embedding.
The map is surjective follows from the first part of Theorem A.6 (and Def. A.5) of [17].

Lemma 4.5. Let A be a C∗-algebra which has almost stable rank one. Suppose that a ∈Mr(A)
and b ∈ Mr(Ã) (for some r ≥ 1). Then dist(x, LG(M2r(Ã)) = 0, where LG(M2r(Ã)) is the set

of invertible elements in M2r(Ã) and x =

(
a b
0 0

)
.

Proof. For any ε > 0, by Proposition 2.5, there is an invertible element y ∈ Mr(Ã) with the
inverse y−1 such that ‖a− y‖ < ε. Put

z =

(
y b
0 ε

)
and w =

(
y−1 0
0 1/ε

)
. (e 4.14)

Then ‖x− z‖ < ε and w is invertible and

zw =

(
1 b/ε
0 1

)
. (e 4.15)

Since

(
0 b/ε
0 0

)
is a nilpotent, zw is invertible. As w is invertible, z is invertible.

Lemma 4.6. Let B be as in 4.2. Suppose that a, b ∈ Mr(B)+ and c, d ∈ Mr(B̃)+ such that
a . b (in Mr(B)) and c . d (in Mr(B̃)) for some integer r ≥ 1. Suppose also that b ⊥ d.

Then, for any η > 0 and ε > 0, there is a unitary U ∈M2r(B̃), δ > 0, and h ∈ Her(fδ(b+d))+

with ‖h‖ ≤ 1 such that

‖U∗fη(a+ c)U − h‖ < ε. (e 4.16)

(We identify Mr(B̃) with the hereditary C∗-subalgebra {
(
b 0
0 0

)
∈M2r(B̃) : b ∈Mr(B̃)}.)
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Proof. Fix 1 > η > 0. There are x1 ∈Mr(B) and x2 ∈Mr(B̃) such that (see 2.13)

x∗1x1 = a, x1x
∗
1 ∈ Her(b), ‖x∗2x2 − c‖ < η/4, and x2x

∗
2 ∈ Her(d). (e 4.17)

Put x =

(
x1 0
x2 0

)
. Then x∗x =

(
x∗1x1 + x∗2x2 0

0 0

)
. By Proposition 2.2 of [35], there is r ∈Mr(B̃)

such that r∗(x∗1x1 + x∗2x2)r = fη/2(a+ c). Let y =

(
x1r 0
x2r 0

)
. Then y∗y =

(
fη/2(a+ c) 0

0 0

)
.

Let y = v|y| be the polar decomposition of y in M2r(B̃)∗∗. By applying Lemma 4.5 above
and Theorem 5 of [29], there is, for any σ > 0, a unitary W ∈M2r(B̃) such that

Wfσ(|y|) = vfσ(|y|). (e 4.18)

We choose a sufficiently small σ so that

Wfη(a+ c)1/2 = vfη(a+ c)1/2. (e 4.19)

Then

Wfη(a+ c)W ∗ = vfη(a+ c)v∗ ≤ fη/4(yy∗). (e 4.20)

Note that (see I.1.11 of [2])

yy∗ =

(
x1rr

∗x∗1 x1rr
∗x∗2

x2rr
∗x∗1 x2rr

∗x∗2

)
≤ 2

(
x1rr

∗x∗1 0
0 x2rr

∗x∗2

)
. (e 4.21)

Thus yy∗ ∈ Her(f), where f =

(
b1/2 0

0 d1/2

)
.

Put z =

(
b1/2 d1/2

0 0

)
. Then (recall b ⊥ d)

zz∗ = b+ d and z∗z =

(
b 0
0 d

)
. (e 4.22)

For any 1 > ε > 0, choose 0 < δ < 1/2 such that

‖fδ(|z|)Wfη(a+ c)W ∗fδ(|z|)−Wfη(a+ c)W ∗‖ < ε. (e 4.23)

Let z = u|z| be the polar decomposition of z in M2r(B̃)∗∗. By Lemma 4.5 above and Theorem
5 of [29] again, there is a unitary W1 ∈M2r(B̃) such that W1fδ(|z|) = ufδ(|z|). It follows that

W1fδ(|z|)W ∗1 = fδ(b+ d). (e 4.24)

Let h = W1fδ(|z|)Wfη(a+ c)W ∗fδ(|z|)W ∗1 ∈ Her(fδ(b+ d))+. Then ‖h‖ ≤ 1 and

‖W1Wfη(a+ c)W ∗W1 − h‖ < ε.

Definition 4.7 (A.1 of [17]). Let B be a separable C∗-algebra with compact T (B) 6= ∅. Let
a ∈Mn(B̃)+ define

ω([a]) = inf{sup{dτ (a)− τ(c) : τ ∈ T (B)} : 0 ≤ c ≤ 1 and c ∈ aMn(B̃)a}. (e 4.25)

Note that [̂a] is continuous on T (B) if and only if ω([a]) = 0, and if a ∼ b, then ω([a]) = ω([b]).

(see A.1 of [17]). If B has continuous scale and p ∈Mn(B̃) is a projection, then p̂ and ̂1Mn(B̃) − p
are both lower semicontinuous. Thus both are continuous.
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Lemma 4.8. Let B be a nonunital simple C∗-algebra and a ∈ Mn(B̃)+ with 0 ≤ a ≤ 1 such
that 0 is not an isolated point of sp(a). Then, for any 1/2 > δ0 > 0, there exists 0 < δ < δ0

such that there is an element b ∈ Her(fδ(a))+ \ {0} such that b ⊥ fδ0(a) and there is a nonzero
element c ∈Mn(B)+ ∩Her(b)+.

Moreover, if T (B) is a nonempty compact set, then

inf{τ(c) : τ ∈ T (B)} > 0. (e 4.26)

Proof. The existence of b follows from the spectral theory immediately. For the existence of c,
note, since b 6= 0, bMn(B)b 6= {0}. Choose c ∈ bMn(B)b+ \ {0}. By the simplicity of Mn(B),
τ(c) > 0 for all τ ∈ T (B). Since we also assume that T (B) is compact, inequality (e 4.26) holds.

Lemma 4.9 (Compare Lemma A.3 of [17]). Let B be as in 4.2 and a, b ∈Mr(B̃)+ (where r ≥ 1
is an integer). Suppose that πBC (a) . πBC (b) and

dτ (a) + 4ω([b]) < dτ (b) for all τ ∈ T (B). (e 4.27)

Then, for any 1 > η > 0, there exists a sequence of unitaries Un ∈ M2r(B̃) and a sequence of
elements hn ∈ Her(b)+ with ‖hn‖ ≤ 1 such that

lim
n→∞

‖U∗nfη(a)Un − hn‖ = 0. (e 4.28)

In particular, a . b.

Proof. Let us assume that 0 ≤ a, b ≤ 1. It suffices to prove that (e 4.28) holds for fη1(a) in place
of a for any 0 < η1 < 1. If [a] is represented by a projection, then dτ (a) is continuous. So

inf{dτ (b)− dτ (a) : τ ∈ T (B)} > 4ω([b]). (e 4.29)

Otherwise, for any fixed 0 < η1 < 1/2, there exist η1 > η1/2 > η2 > η2/2 > η3 > 0 such that

dτ ((a− η1)+) < τ(fη2(a)) < dτ ((a− η3)+) < dτ (a) for all τ ∈ T (B). (e 4.30)

Then

inf{dτ (b)− dτ (fη1(a)) : τ ∈ T (B)} > 4ω([b]). (e 4.31)

Thus, in both cases, we may assume, without loss of generality (replacing a by fη1(a)) that

inf{dτ (b) : τ ∈ T (B)} > d = inf{dτ (b)− dτ (a) : τ ∈ T (B)} > 4ω(b). (e 4.32)

By applying Lemma A.2 of [17], one obtains non-zero elements b0 ∈ Mr(B)+ and b1, b
′ ∈

Mr(B̃)+ with b0 ⊥ b1 such that

b0 + b1 ≤ b′, [b′] = [b], πBC (b1) = πBC (b′), (e 4.33)

2ω([b]) < dτ (b0) < d/2, dτ (b1) > dτ (b)− d/2 for all τ ∈ T (B), (e 4.34)

and, for any c′n ∈ Mr(B)+ with c′n ∈ b1Mr(B̃)b1 and dτ (c′n) ↗ dτ (b1) on T (B), there exists
n0 ≥ 1 such that

dτ (b1)− dτ (c′n) < ω([b]) + (1/64) inf{τ(b0) : τ ∈ T (B)} for all τ ∈ T (B). (e 4.35)

In fact, the proof of Lemma A.2 of [17] states that b′ = g1,η1(b) for some strictly positive function
g1,η1 on (0, ‖b‖] as in the proof of Lemma A.2 of [17] (we replace a by b and a′ by b′). Recall
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from A.1 of [17] that ω([b′]) = ω([b]). Moreover, [πBC (b1)] = [πBC (b)]. Replacing b by b′, without
loss of generality, we may assume that b0 + b1 ≤ b. We may also assume 0 ≤ b0 + b1 ≤ b ≤ 1.

Note, for any integer m ≥ 1, that b0 + b
1/m
1 ≤ b

1/m
0 + b

1/m
1 = (b0 + b1)1/m ≤ b1/m. By choosing

large m, we may assume that πBC (b
1/m
1 ) = πBC (b1/m) = p1 is a projection. Replacing b1 by b

1/m
1

and b by b1/m, we may further assume that πBC (b1) = πBC (b) = p1. Similarly, we may assume that
πBC (a) = p2 is also a projection. Since πBC (a) . πBC (b), there is a scalar matrix U0 ∈Mr(C · 1B̃)
such that πBC (U∗0aU0) ≤ p1. Hence we may also assume that p2 ≤ p1.

We may further assume that there are integers m2 ≤ m1 such that

pi = diag(

mi︷ ︸︸ ︷
1, 1, ..., 1, 0, · · · , 0), i = 1, 2. (e 4.36)

Let Pi = diag(

mi︷ ︸︸ ︷
1B̃, 1B̃, ..., 1B̃, 0, · · · 0), i = 1, 2.

Put d0 = inf{τ(b0) : τ ∈ T (B)}. Note that the above holds for the case that ω([b]) = 0. Note
that (b1 − 1/n)+ ≤ b1 and dτ ((b1 − 1/n)+)↗ dτ (b1), so by (e 4.35), for some δ1 > 0,

dτ (b1)− dτ (fδ(b1)) < ω([b]) + d0/64 for all τ ∈ T (B) (e 4.37)

and all 0 < δ < δ1. We also assume πBC (fδ(b1)) = p1 (0 < δ ≤ δ1). Let {en} be an approximate
identity for B such that enen+1 = en+1en = en, n = 1, 2, .... Put

En = diag(en, en, ..., en) ∈Mr(B), n = 1, 2, .... (e 4.38)

Then {En} is an approximate identity for Mr(B), and for all i and n,

EnPi = PiEn and En(1− Ek) = 0 = (1− Ek)En, if k ≥ n+ 1. (e 4.39)

We have b
1/2
1 Enb

1/2
1 ↗ b1 (in the strict topology). Let cn = E

1/2
n b1E

1/2
n , n = 1, 2, .... It

follows that dτ (cn)↗ dτ (b1) on T (B). By the construction of b1, there exists n0 ≥ 1 such that

dτ (b1)− dτ (b
1/2
1 Enb

1/2
1 ) = dτ (b1)− dτ (cn) < ω([b]) + d0/64 (e 4.40)

for all τ ∈ T (B) and for all n ≥ n0.
One then computes, by (e 4.40), (e 4.34) and (e 4.32), that, for n ≥ n0, for all τ ∈ T (B),

dτ (cn) > dτ (b1)− ω([b])− d0/64 > dτ (b)− d/2− ω([b])− d0/64

> dτ (a) + d/2− ω([b])− d0/64 > dτ (a) + d/4− d0/64 > dτ (a). (e 4.41)

Since 0 ≤ a ≤ 1 and πBC (a) = πBC (P2), for any 0 < η < 1/2, πBC (fη/2(a)) = πBC (a) = p2. Put
ak = Ekfη/2(a)Ek, k = 1, 2, .... Then, by (e 4.41), ak . cn for any k ≥ 1 and n ≥ n0, as B has
the strict comparison.

On the other hand, since πBC (fη/2(a)) = πBC (a) = πBC (P2) and πBC (b1) = πBC (P1),

b1 = P1 + b00, and fη/2(a) = P2 + a00

for some b00, a00 ∈Mr(B)s.a.. For any ε > 0, there is k00 ≥ 1 such that, if k ≥ k00,

(1− Ek)b1 ≈ε (1− Ek)P1 and E
1/2
k b00 ≈ε b00 ≈ε b00E

1/2
k ≈ε E1/2

k b00E
1/2
k

Thus, by also (e 4.39), Ek(P1 + b00) = E
1/2
k P1E

1/2
k + Ekb00 ≈3ε E

1/2
k b1E

1/2
k . Therefore, (with a

similar consideration for P2 + a00)

lim
k→∞

‖(E1/2
k b1E

1/2
k + (1− Ek)1/2P1(1− Ek)1/2)− b1‖ = 0 and (e 4.42)

lim
k→∞

‖(E1/2
k fη/2(a)E

1/2
k + (1− Ek)1/2P2(1− Ek)1/2)− fη/2(a)‖ = 0. (e 4.43)
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Put xk = E
1/2
k fη/2(a)E

1/2
k + (1−Ek)1/2P2(1−Ek)1/2 and yk = E

1/2
k b1E

1/2
k + (1−Ek)1/2P1(1−

Ek)
1/2, k = 1, 2, .... Since yn → b1, we may also assume (by Proposition 2.2 of [35]) that, for all

n ≥ n0,

fδ1/8(yn) . b1. (e 4.44)

Since, for any fixed δ0 > 0,

lim
k→∞

‖fδ0(yk)− fδ0(b1)‖ = 0, (e 4.45)

we may assume, without loss of generality, for all k ≥ 1, πBC (fδ1/2(yk)) = p1 = πBC (fδ1/2(b1)) and

τ(fδ1/2(yk)) ≥ τ(fδ1/2(b1))− d0/64 for all τ ∈ T (B). (e 4.46)

It follows by (e 4.37) (with δ = δ1/2) that

τ(fδ1/2(yk)) > dτ (b1)− ω([b])− 3d0/64 for all τ ∈ T (B). (e 4.47)

Since Mr(B) has continuous scale, there is k0 ≥ n0 such that

dτ (1− En) ≤ τ(1− En−1) < d0/64 for all τ ∈ T (B) and for all n ≥ k0. (e 4.48)

It follows that, for k ≥ k0,

τ(fδ1/2(yk)) ≤ dτ (yk) ≤ dτ (ck) + d0/64 (e 4.49)

= dτ (b
1/2
1 Ekb

1/2
1 ) + d0/64 ≤ dτ (b1) + d0/64 for all τ ∈ T (B). (e 4.50)

Let gδ1 ∈ C0((0, 1])+ with 1 ≥ g(t) > 0 for all t ∈ (0, δ1/4), gδ1(t) ≥ t for t ∈ (0, δ1/16), gδ1(t) = 1
for t ∈ (δ1/16, δ1/8) and gδ1(t) = 0 if t ≥ δ1/4.

Since gδ1(yk)fδ1/2(yk) = 0, by (e 4.49), we conclude that, for k ≥ k0,

dτ (gδ1(yk)) + τ(fδ1/2(yk)) ≤ dτ (yk) ≤ dτ (b1) + d0/64 for all τ ∈ T (B). (e 4.51)

Then, by (e 4.47) and (e 4.34), for all k ≥ k0,

dτ (gδ1(yk)) ≤ (dτ (b1)− τ(fδ1/2(yk))) + d0/64 (e 4.52)

≤ ω([b]) + 3d0/64 + d0/64 = ω([b]) + d0/16 < d0 (e 4.53)

for all τ ∈ T (B). Moreover, since πBC (yk) = p1 = πBC (fδ1/2(yk)) for all k,

gδ1(yk) ∈Mr(B). (e 4.54)

It should be noted and will be used later that, for any 0 ≤ x ≤ 1,

x ≤ fδ(x) + gδ1(x) for all 0 < δ < δ1/8. (e 4.55)

Note, for all k > n+ 1 ≥ n > n0, that cn ⊥ (1− Ek)1/2P1(1− Ek)1/2,

ak . cn and (1− Ek)1/2P2(1− Ek)1/2 . (1− Ek)1/2P1(1− Ek)1/2. (e 4.56)

Put y′k,n = cn + (1− Ek)1/2P1(1− Ek)1/2, k = 1, 2, ....
There exists a function χ ∈ C0((0, ‖a‖) with 0 ≤ χ ≤ 1 such that χ(fη/2) = fη. For any ε > 0,

there exists δ2 > 0 such that, if 0 ≤ e1, e2 ≤ 1 be elements in a C∗-algebra with ‖e1 − e2‖ < δ2,
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then ‖χ(e1)−χ(e2)‖ < ε/32. By Lemma 4.6, for any fixed k ≥ n+ 1 > n ≥ n0, there are δk > 0
and a unitary V ∈M2r(B̃) and hk ∈ Her(fδk(y′k,n))+ with ‖hk‖ ≤ 1 such that

‖V ∗fη/2(xk)V − hk‖ < min{ε/32, δ2}. (e 4.57)

By (e 4.43), choose km,1 ≥ k0 such that, for all k ≥ km,1,

‖χ(fη/2(xk))− χ(fη/2(a))‖ < ε/32. (e 4.58)

Thus we have

‖V ∗fη(a)V − χ(hk)‖ < 3ε/32. (e 4.59)

Recall (see (e 4.39)), for n > n0 and k ≥ max{km,1, k0, n+ 1},

y′k = E1/2
n b1E

1/2
n + (1− Ek)1/2P1(1− Ek)1/2 = E1/2

n b1E
1/2
n + P1(1− Ek)P1 (e 4.60)

≤ E1/2
n b1E

1/2
n + P1(1− En)P1 = E1/2

n b1E
1/2
n + (1− En)1/2P1(1− En)1/2 = yn. (e 4.61)

By (e 4.55),

yn ≤ fδ1/8(yn) + gδ1(yn) = ȳn (e 4.62)

Thus hk ∈ Her(ȳn). Choose ε′ > 0 such that

‖fε′(ȳn)χ(hk)fε′(ȳn)− χ(hk)‖ < ε/16. (e 4.63)

By (e 4.53) and the strict comparison of B, gδ1(yn) . b0. Recall b1 ⊥ b0 and fδ1/8(yn) . b1. By

applying Lemma 4.6 again, we obtain a unitary W ∈ M2r(B̃) and h̄ ∈ Her(b1 + b0) ⊂ Her(b)+

such that

‖W ∗fε′(ȳn)W − h̄‖ < ε/8. (e 4.64)

Let U = VW. Then, by (e 4.59), (e 4.63),

U∗fη(a)U ≈3ε/32 W
∗χ(hk)W ≈ε/16 W

∗fε′(ȳn)χ(hk)fε′(ȳn)W (e 4.65)

= W ∗fε′(ȳn)WW ∗χ(hk)WW ∗fε′(ȳn)W ≈ε/4 h̄(W ∗χ(hk)W )h̄. (e 4.66)

Note that h̄(W ∗χ(hk)W )h̄ ∈ Her(b). This proves the first part of the lemma. To see the last
part, let 0 < σ < 1/2, the first part and Proposition of 2.2 of [35] imply that, for large n,

fσ(U∗nfη(a)Un) . b. (e 4.67)

It follows that fσ(fη(a)) ∼ U∗nfσ(fη(a))Un = fσ(U∗nfη(a)Un) . b for all 0 < σ < 1/2. Hence
fη(a) . b (for all 0 ≤ η < 1/2) which implies a . b.

Lemma 4.10. Let B be as in 4.2 and let a ∈ Mr(B̃)+ with 0 ≤ a ≤ 1. Then there ex-
ists a sequence 0 ≤ an ≤ 1 in Her(a) such that [an] ≤ [an+1], [a] = sup{[an] : n ∈ N} and
limn→∞ ω([an]) = 0.

Proof. If there is a sequence tn ∈ (0, 1) such that tn+1 < tn and limn→∞ tn = 0 and tn 6∈ sp(a)
for all n, then one obtains an increasing sequence of projections {pn} such that pn ∈ Her(a), and
such that for any 0 < ε < 1, fε(a) ≤ pn for all sufficiently large n. Let an = pn. Then ω([pn]) = 0
and [a] = sup{[an] : n ∈ N}. Thus we assume that [0, η0] ⊂ sp(a) for some η0 ∈ (0, 1].
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As in the proof of Lemma 4.9, we may assume that, for some integer m ≥ 1,

πBC (a) = diag(

m︷ ︸︸ ︷
1, 1, ..., 1, 0, · · · , 0) = p. (e 4.68)

Let P = diag(

m︷ ︸︸ ︷
1B̃, 1B̃, ..., 1B̃, 0, ..., 0). Let {en} and {En} be as in the proof 4.9 of (see (e 4.38)).

Note that EkP = PEk for all k. As in the proof of 4.9, if 0 < η < η0/16, then

lim
k→∞

‖(E1/2
k aE

1/2
k + (1− Ek)1/2P (1− Ek)1/2 − a‖ = 0 and (e 4.69)

lim
k→∞

‖(E1/2
k fη(a)E

1/2
k + (1− Ek)1/2P (1− Ek)1/2 − fη(a)‖ = 0. (e 4.70)

Note πBC ((1−Ek)1/2P (1−Ek)1/2) = p = πBC (fη(a)). Note also that, since fη(a)1/2Ekfη(a)1/2 ↗
fη(a) (in the strict topology), (E

1/2
k fη(a)E

1/2
k )̂ ↗ f̂η(a) uniformly on T (B) (by Dini’s theorem).

We may therefore assume that, if k ≥ kη (for some kη ≥ 1),

(E
1/2
k fη(a)E

1/2
k )̂(τ) > f̂η(a)(τ)− σ(η)/16 for all τ ∈ T (B), (e 4.71)

where σ(η) = min{inf{τ(fη(a)) − dτ (f4η(a)) : τ ∈ T (B)}, η/16} > 0 (recall [0, η0] ⊂ sp(a)).
Moreover, since Mr(B) has continuous scale, we may assume, for all k ≥ kη,

[1− Ek+1 ]̂ ≤ (1− Ek )̂ < σ(η)/16. (e 4.72)

Put aη,k = E
1/2
k fη(a)E

1/2
k . Choose 0 < δ(η) < σ(η)/16r. Then, by (e 4.71), for any k ≥ kη,1 for

some kη,1 ≥ kη + 1,

τ(fδ(η)(aη,k)) ≥ τ((aη,k − δ(η))+) > τ(aη,k − δ(η))

= τ(aη,k)− rδ(η) > τ(fη(a))− σ(η)/8 for all τ ∈ T (B). (e 4.73)

By (e 4.70) and Proposition 2.2 of [35], there is kη,2 ≥ kη,1 such that, for all k ≥ kη,2, there is
xδ/8,η ∈ Her(fη(a)) such that

fδ(η)/8((1− Ek)1/2P (1− Ek)1/2 + E
1/2
k fη(a)E

1/2
k ) ∼ xδ/8,η. (e 4.74)

Since B is stably projectionless, for any nonzero 0 ≤ b ≤ 1 in Mr(B), sp(b) = [0, 1]. Thus

dτ (fδ(η)(aη,k))) < τ(f(aη,k)) < dτ (fδ(η)/2(aη,k)) for all τ ∈ T (B), (e 4.75)

where 0 ≤ f ≤ 1 is in C0((0, 1]) such that f(t) = 1 for t ∈ [δ(η)/2, 1], f(t) = 0 for t ∈ (0, δ(η)/4].
Since Cu(B) = LAff+(T (B)), there is ck,η,δ(η) ∈ Mr(B)+ with ‖ck,η,δ(η)‖ ≤ 1 such that, for all
τ ∈ T (B), dτ (cn,η,δ(η)) = τ(f(aη,k)) which is continuous on T (B). Since B has strict comparison,
by (e 4.75), ck,η,δ(η) . fδ(η)/2(aη,k). Since Mr(B) has almost stable rank one, by Lemma 2.13,
we may assume that ck,η,δ(η) ∈ Her(fδ(η)/2(aη,k)).

Note that (1− Ek+1)Ek = 0 and P (1− Ek)1/2 = (1− Ek)1/2P for all k. In particular,
P (1− Ek+1)P = (1− Ek+1)1/2P (1− Ek+1)1/2 ⊥ aη,k. By Lemma 2.14, there exists z ∈ Mr(B̃)
such that (see also (e 4.74))

fδ(η)/2((1− Ek+1)1/2P (1− Ek+1)1/2) + ck,η,δ(η) ≤ fδ(η)/4(P (1− Ek+1)P ) + fδ(η)/4(aη,k)

= fδ(η)/4(P (1− Ek+1)P ) + aη,k) ∼ z∗z, and (e 4.76)

z∗z . fδ(η)/8(P (1− Ek)P + aη,k) (e 4.77)

= fδ(η)/8((1− Ek)1/2P (1− Ek)1/2 + E
1/2
k fη(a)E

1/2
k ) ∼ xδ/8,η ∈ Her(fη(a)). (e 4.78)
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Define bk,η,δ(η) = fδ(η)/2((1−Ek+1)1/2P (1−Ek+1)1/2) + ck,η,δ(η) for k ≥ kη,2. From the displays
above, there is yk,η,δ(η) ∈ Her(fη(a)) such that bk,η,δ ∼ yk,η,δ(η). By (e 4.75) and (e 4.73), we have,
for k ≥ kη,2, and for all τ ∈ T (B),

dτ (yk,η,δ(η)) = dτ (bk,η,δ(η)) > dτ (ck,η,δ(η)) (e 4.79)

≥ [fδ(η)(E
1/2
k fη(a)E

1/2
k )]̂(τ) ≥ τ(fδ(η)(aη,k)) > τ(fη(a))− σ(η)/8. (e 4.80)

Since [ck,η,δ(η) ]̂ is continuous on T (B), for k ≥ kη,δ, by (e 4.72)

(recall fδ(η)/2((1− Ek+1)1/2P (1− Ek+1)1/2) ⊥ ck,η,δ(η)),

ω([yk,η,δ(η)]) < σ(η)/16 ≤ η/32. (e 4.81)

Combining (recall the definition of σ(η)) (e 4.81) and (e 4.80), for all τ ∈ T (B),

dτ (f8η(a)) + 4ω([yk,η,δ(η)]) ≤ τ(f4η(a)) + 4ω([yk,η,δ(η)]) < τ(fη(a))− σ(η) + 4ω([yk,η,δ(η)])(e 4.82)

< τ(fη(a))− 5σ(η)/16 < dτ (yk,η,δ(η)). (e 4.83)

We also have [πBC (f2η(a))] ≤ [πBC (fη(a))] = p = [πBC ((1−Ekη,2)P )] = [πBC (ykη,2,η,δ(η))]. By Lemma
4.9,

f8η(a) . ykη,2,η,δ(η). (e 4.84)

For each fixed 0 < η < 1/8, there exists µη > 0 such that (recall [0, η0] ⊂ sp(a))

τ(fη/4(a)) > dτ (fη(a)) + µη for all τ ∈ T (B). (e 4.85)

Choose 0 < η′ < η/16 such that η′ < µη/4. Then, for k ≥ kη′,2, and for all τ ∈ T (B), by (e 4.80),
(e 4.85), (and recall the definition of σ(η′) and ykη,2,η,δ(η) ∈ Her(fη(a))), and (e 4.81),

[ykη′,2,η′,δ(η′) ]̂(τ) ≥ τ(fη′(a))− σ(η′)/8 ≥ dτ (fη(a)) + µη/2 ≥ [ykη,2,η,δ(η) ]̂(τ) + µη/2 (e 4.86)

> [ykη,2,η,δ(η) ]̂(τ) + η′ ≥ [ykη,2,η,δ(η) ]̂(τ) + 4ω([ykη′,2,η′,δ(η′)]) for all τ ∈ T (B).(e 4.87)

Recall πBC (fδ(η)((1 − Ek)1/2P (1 − Ek)1/2)) = p for all k and for all δ(η) < 1/2. It follows from
Lemma 4.9 (or from Lemma A.3 of [17])

f8η(a) . ykη,2,η,δ(η) . ykη′,2,η′,δ(η′). (e 4.88)

Thus, we obtain a sequence {cn} which is a subsequence of {ykη,2,η,δ(η)} ∈ Her(a) (with η → 0)
such that

[cn] ≤ [cn+1] and lim
n→∞

ω([cn]) = 0 (see (e 4.81)). (e 4.89)

Put x = sup{[cn] : n ∈ N} (see Theorem 1 of [11]). Then, by (e 4.84), [f8η(a)] ≤ x for all
0 < η < min{η0, 1/16}. It follows that [a] ≤ x. Since each cn ∈ Her(a), x ≤ [a]. It follows that
x = [a].

In the following statement, it should be noted that we do not assume that B̃ has almost
stable rank one. One of the features of the following statement is the existence of the unitaries
Un which compensates the absence of the cancellation for our later purposes.
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Theorem 4.11. Let B be as in 4.2 and a, b ∈ Mr(B̃)+ (where r ≥ 1 is an integer). Suppose
that πBC (a) . πBC (b), and

dτ (a) < dτ (b) for all τ ∈ T (B). (e 4.90)

Then, for any 1 > η > 0, there exists a sequence of unitaries Un ∈ M2r(B̃) and a sequence of
elements hn ∈ Her(b)+ such that

lim
n→∞

‖U∗nfη(a)Un − hn‖ = 0. (e 4.91)

Proof. First consider the case that [a] = [p] for some projection p ∈Mr(B̃). Then dτ (a) = τ(p)
is continuous on T (B). Put

σ = (1/2) inf{dτ (b)− τ(p) : τ ∈ T (B)} > 0. (e 4.92)

Since τ(f1/2n(b))↗ dτ (b), as n→∞, there exists n0 ≥ 1 such that, for all n ≥ n0,

dτ (a) + σ < τ(f1/2n(b)) for all τ ∈ T (B) and [πBC (f1/2n(b))] = [πBC (b)]. (e 4.93)

By Lemma 4.10, there exists a sequence of elements bn ∈ Her(b)+ with 0 ≤ bn ≤ 1 and an
integer N ≥ 1 such that, for all n ≥ N (as [f1/2n0+1(b)]� [b]),

f1/2n0+1(b) . bn and lim
n→∞

ω([bn]) = 0. (e 4.94)

Thus, there exists n1 ≥ N + n0, for all n ≥ n1

dτ (a) + 4ω([bn]) < dτ (bn) for all τ ∈ T (B) and [πBC (a)] ≤ [πBC (bn)]. (e 4.95)

Applying Lemma 4.9, for any η > 0, there exist a sequence of unitaries Un ∈ M2r(B̃) and a
sequence of elements hn ∈ Her(bn1)+ such that

lim
n→∞

‖U∗nfη(a)Un − hn‖ = 0. (e 4.96)

Note that hn ∈ Her(bn1)+ ⊂ Her(b)+.
Next consider the case that [a] cannot be represented by a projection. It follows that 0 is

not an isolated point.
Fix 0 < η < 1. Choose 0 < ε < η/4, by Lemma 4.8, there exists σ0 > 0 such that

dτ (fε/2(a)) + σ0 < dτ (fη/4(a)) < dτ (b) for all τ ∈ T (B). (e 4.97)

Choose bn ∈ Her(b)+ above. Then, there exists n2 ≥ 1 such that, for all n ≥ n2,

dτ (fε/2(a)) + 4ω([bn]) < dτ (bn) and [πBC (fε/2(a))] ≤ [πBC (bn)]. (e 4.98)

Applying Lemma 4.9, one obtains a sequence of unitaries Un ∈ M2r(B̃) and a sequence of
elements hn ∈ Her(bn2)+ ⊂ Her(b)+ such that

lim
n→∞

‖U∗nfη(a)Un − hn‖ = 0. (e 4.99)

Theorem follows.

We now arrive at the following theorem (see Theorem A.6 of [17]).
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Theorem 4.12. Let B be as in 4.2. Then, for any a, b ∈ (B̃ ⊗K)+, if [πBC (a)] ≤ [πBC (b)] and

dτ (a) < dτ (b) for all τ ∈ T (B), (e 4.100)

then a . b. Moreover, if [a] is not represented by a projection, then dτ (a) ≤ dτ (b) for all
τ ∈ T (B̃) implies that a . b.

Proof. For the first part, we note that, for any ε > 0, there exists δ > 0 such that

dτ (fε(a)) < dτ (fδ(b)) for all τ ∈ T (B) and [πBC (fε(a))] ≤ [πBC (fδ(b))]. (e 4.101)

With this observation, we reduce the general case to the case that a, b ∈ Mr(B̃)+ with 0 ≤
a, b ≤ 1.

For this case, for any 0 < η < 1/2, by Lemma 4.11, there is h ∈ Her(b)+ and a unitary
U ∈M2r(B̃) such that

‖U∗fη/4(a)U − h‖ < η/8. (e 4.102)

By Proposition 2.2 of [35], this implies that

fη/4(fη/4(a)) ∼ U∗fη/4((fη/4(a))U = fη/4(U∗fη/4(a)U) . h . b. (e 4.103)

Since this holds for all 0 < η < 1/2, one has a . b.
Now suppose that

dτ (a) ≤ dτ (b) for all τ ∈ T (B̃). (e 4.104)

If [a] is not represented by a projection, then, by Lemma 4.8, for any 1 > ε > 0,

dτ (fε(a)) < dτ (b) for all τ ∈ T (B) and [πBC (fε(a))] ≤ [πBC (b)]. (e 4.105)

By what has been proved above, fε(a) . b for all 1 > ε > 0. Therefore a . b.

Combining Theorem 4.12 and Lemma 4.4, we have the following description of the Cu(B̃).
Note that all all finite exact separable simple stably projectionless Z-stable C∗-algebras with
continuous scale satisfy the assumption of the corollary below (see [24]).

Corollary 4.13. Let B be a separable stably projectionless simple C∗-algebra with continuous
scale such that Mn(A) has almost stable rank one (for all n ∈ N), and such that QT (B) = T (B)
and Cu(B) = LAff+(T (B)). Then, Cu(B̃) = (V (B̃) \ {0}) t LAff+(T (B̃))�.

Remark 4.14. If both x and y are not compact in Cu(B̃) and x $ y, or equivalently x+k[1B̃] =

y + k[1B̃] in Cu(B̃) for some integer k, then, by Theorem 4.12, x = y. So Cu(B̃) has the weak
version of cancellation. However, we still do not have the cancellation for projections. In other
words, if p⊕ e ∼ q ⊕ e for some nonzero projection e, we do not know that p ∼ q. Nevertheless,
if [p⊕ e] + x ≤ [q ⊕ e] for some x ∈ Cu(Ã)+ \ {0}, then [p] ≤ [q], by Theorem 4.12.

5 Approximation

In this section we will present Lemma 5.3 (see also the last part of Remark 5.4).
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Definition 5.1. Let A and B be C∗-algebras and λ : Cu∼(A) → Cu∼(B) be a morphism in
Cu (see [32]). Suppose that ϕn : A → B is a sequence of homomorphisms. We say Cu(ϕn)
converges to λ and write limn→∞Cu(ϕn) = λ, if, for any finite subset G ⊂ Cu∼(A), there exists
N ≥ 1 such that, for all n ≥ N,

Cu∼(ϕn)(x) ≤ λ(y) and λ(x) ≤ Cu∼(ϕn)(y), (e 5.1)

whenever x, y ∈ G and x� y.
Let G0 ⊂ K0(A) ⊂ Cu∼(A) (see 6.1 of [34]) be a finite subset. Then limn→∞Cu∼(ϕn) = λ

implies that, there is an integer n0 ≥ 1 such that, for all n ≥ n0,

Cu∼(ϕn)(x) = λ(x) for all x ∈ G0 (e 5.2)

as x� x in Cu∼(A).
We write limw

n→∞Cu∼(ϕn) = λ, if for any finite subset G ⊂ Cu∼(A), there exists n0 ≥ 1
such that, for all n ≥ n0,

Cu∼(ϕn)(z) = λ(z) for all z ∈ G ∩K0(A) and (e 5.3)

Cu∼(ϕn)(x) ≤ λ(y) and λ(x) ≤ Cu∼(ϕn)(y), (e 5.4)

whenever x, y ∈ G and x� y and both x and y are not compact.

Lemma 5.2. Let C be a separable C∗-algebra of stable rank one and B be a C∗-algebra with
finite stable rank. Suppose that λ : Cu∼(C)→ Cu∼(B) is a morphism in Cu and there exists a
sequence of homomorphisms ϕn : C → B such that

lim
n→∞

Cu∼(ϕn) = λ. (e 5.5)

Suppose that ψn : C → B is a sequence of homomorphisms such that

lim
n→∞

‖ψn(a)− ϕn(a)‖ = 0 for all a ∈ C. (e 5.6)

Then

lim
n→∞

Cu∼(ψn) = λ. (e 5.7)

Proof. Let G ⊂ Cu∼(C) be a finite subset. Let S = {(f, g) : f, g ∈ G, f � g}.
Suppose that (f, g) ∈ S. We claim, in this case, that there is h ∈ Cu∼(C) such that

f � h� g. (e 5.8)

Recall that C has stable rank one. We may assume that f = [af ]−mf [1C̃ ] and g = [ag]−mg[1C̃ ],

where af , ag ∈Mr((C̃))+ with ‖af‖ ≤ 1 and ‖ag‖ ≤ 1 for some integer r ≥ 1, and, rank of πCC (af )
is mf ≤ r, and rank of πCC (ag) is mg ≤ r. Therefore

[af ⊕ 1mg ]� [ag ⊕ 1mf ] (e 5.9)

(in the Cu(C̃)), where 1mf and 1mg are identities of Mmf (C̃) and Mmg(C̃) respectively.
By (e 5.9), there is 1/2 > ε > 0 such that

[af ⊕ 1mg ]� [fε(a
g)⊕ 1mf ] and [fε(a

g)]� [ag]. (e 5.10)
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Moreover, by choosing smaller ε, we may assume that πCC (fε(a
g)) = fε(π

C
C (ag)) has the same

rank as that of [πCC (ag)] = mg. Put ah = fε(a
g) and h = [ah]−mg[1C̃ ]. Then

f � h� g. (e 5.11)

Define f̄ = diag(af , 1mg), h̄ = diag(ah, 1mf ) and ḡ = diag(ag, 1mf ). Note that, in Cu(C̃),

f̄ � h̄� ḡ. (e 5.12)

Choose 0 < δ < ε/4 such that

f̄ ≤ fδ(h̄) ≤ h̄ and h̄ ≤ fδ(ḡ) ≤ ḡ. (e 5.13)

Let ϕ∼n , ψ
∼
n : Mr(C̃) → Mr(B̃) be the (unital) extensions of ϕn and ψn, respectively. We

claim that, for each (f, g) ∈ S, there is an integer N ≥ 1 such that, for all n ≥ N,

Cu∼(ψn)(f) ≤ λ(g) and λ(f) ≤ Cu∼(ψn). (e 5.14)

Write λ(f) = λ(f)+ − mλ,f [1B̃] and λ(g) = λ(g)+ − mλ,g[1B̃], where λ(f)+ = [aλ,f ] and

λ(g)+ = [aλ,g] for some aλ,f , aλ,g ∈Mr(B̃)+ (by enlarging r if necessary), and [πBC (aλ,f )] = mλ,f

and [πBC (aλ,g)] = mλ,g are integers.
Note, by (e 5.6), we have

lim
n→∞

‖ψ∼n (c)− ϕ∼n (c)‖ = 0 for all c ∈Mr(C̃). (e 5.15)

Then, by (e 5.13) and by repeated application of Proposition 2.2 of [35], there exists an integer
N ≥ 1 such that, if n ≥ N,

ψ∼n (f̄) . ψ∼n (fδ(h̄)) . ϕ∼n (h̄) and ϕ∼n (h̄) . ϕ∼n (fδ(ḡ)) . ψ∼n (ḡ). (e 5.16)

Assume that B has stable rank K. Since limn→∞Cu∼(ϕn) = λ, we may also assume, if n ≥ N,

[ϕ∼n (ah)] + (mλ,g +K)[1B̃] ≤ λ(g)+ + (mg +K)[1B̃] and (e 5.17)

λ(f)+ + (mg +K)[1B̃] ≤ [ϕ∼n (ah)] + (mλ,f +K)[1B̃] (e 5.18)

for all (f, g) ∈ S. Combining (e 5.16), (e 5.17) and (e 5.18), we obtain

[ψ∼n (af )] + (mg +mλ,g +K)[1B̃] = [ψ∼n (f̄)] + (mλ,g +K)[1B̃] ≤ [ψ∼n (fδ(h̄)] + (mλ,g +K)[1B̃]

≤ [ϕ∼n (ah)] + (mf +mλ,g +K)[1B̃] ≤ λ(g)+ + (mg +K)[1B̃] +mf [1B̃] and

λ(f)+ + (mf +mg +K)[1B̃] ≤ [ϕ∼n (ah)] + (mλ,f +mf +K)[1B̃] = [ϕ∼n (h̄)] + (mλ,f +K)[1B̃]

≤ [ψ∼n (ḡ)] + (mλ,f +K)[1B̃] = [ψ∼n (ag)] + (mf +mλ,f +K)[1B̃].

Thus, for all n ≥ N, and, for all (f, g) ∈ S,

Cu∼(ψn)(f) ≤ λ(g) and λ(f) ≤ Cu∼(ψn)(g).

Lemma 5.3. Let C be a separable semiprojective C∗-algebra with a strictly positive element eC
and B be as in 4.2.

(1) Let λ : Cu∼(C) → Cu∼(B̃) be a morphism in Cu with λ([eC ]) ≤ [b] for some b ∈
MN (B̃)+ (and N ≥ 1), and let ϕk : C → MN (B̃) be a sequence of homomorphisms such that
limk→∞Cu∼(ϕk) = λ.
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Suppose that
(i) λ([eC ])̂(τ) < [̂b](τ) for all τ ∈ T (B), or
(ii) λ([eC ]) is not a compact element in Cu∼(B̃).

Then exists a sequence of homomorphisms ψk : C → bMN (B̃)b such that

lim
k→∞

Cu∼(ψk) = λ. (e 5.19)

(2) If λ : Cu∼(C)→ Cu∼(B) is a morphism in Cu, λ([eC ]) ≤ [b] for some b ∈MN (B)+, and
there exists a sequence of homomorphisms ϕk : C → MN (B) such that limk→∞Cu∼(ϕk) = λ,
then there exists a sequence of homomorphisms ψk : C → bMN (B)b such that

lim
n→∞

Cu∼(ψn) = λ. (e 5.20)

Proof. Let us consider case (1) first. For any ε > 0, there exists k(ε) ≥ 1 such that [ϕk(fε/4(eC))] ≤
λ([fε/16(eC)]) ≤ λ([eC ]) for all k ≥ k(ε). Put a(k, ε) = ϕk(fε/4(eC)). For case (i), we have

dτ (a(k, ε)) < dτ (b) for all τ ∈ T (B). (e 5.21)

For case (ii), let e ∈ (B̃⊗K)+ be such that [e] = λ([eC ]). Then e 6∼ p for any projection. In other
words, we may assume that 0 is not an isolated point in sp(e). Moreover, since λ is a morphism
in Cu, it maps compact elements to compact elements. Hence [eC ] cannot be represented by a
projection. It follows that 0 is not an isolated point in sp(eC). Choose η > 0 such that

[λ(fε/16(eC))] ≤ [fη(e)]. (e 5.22)

For any η > 0, there is a nonzero element c ∈ Her(e)+ such that c ⊥ fη(e) (see Lemma 4.8).
Since B is simple, τ(c) > 0 for all τ ∈ T (B). It follows that

dτ (fη(e)) < dτ (b) for all τ ∈ T (B). (e 5.23)

Thus we also have

dτ (a(k, ε)) < dτ (b) for all τ ∈ T (B). (e 5.24)

Recall that λ([eC ]) ≤ [b] implies that Cu∼(πBC )◦λ([eC ]) ≤ [πBC (b)]. Thus, in both case (i) and (ii),
by Theorem 4.11, there exist a sequence of unitaries Un ∈ M2N (B̃) and a sequence of elements
hn ∈ Her(b)+ with ‖hn‖ ≤ 1 such that

‖U∗nfε(ϕk(ε)(eC))Un − hn‖ < 1/2n+1, n = 1, 2, .... (e 5.25)

Put εn > 0 such that limn→∞ εn = 0. One obtains a sequence of elements en ∈ Her(b)+ with
‖en‖ = 1 and a sequence of uniaries Vn ∈M2N (B̃) such that

‖enV ∗n fεnϕk(εn)(eC)Vnen − V ∗n fεn(ϕk(εn)(eC))Vn‖ < 1/2n, n = 1, 2, .... (e 5.26)

Put Cn = f2εn(eC)Cfεn(eC), Φn : C →M2N (B̃) by Φn(c) = V ∗nϕk(εn)(c)Vn, and contractive com-
pletely positive linear maps Ln : C → Her(b) such that Ln(c) = enV

∗
nϕk(εn)(fεn(eC)cfεn(eC))Vnen

for c ∈ C. Then

lim
n→∞

‖Ln(c)Ln(c′)− Ln(cc′)‖ = 0 for all c, c′ ∈ C. (e 5.27)

Since C is semiprojective, there exists a sequence of homomorphisms ψn : C → Her(b) such that

lim
n→∞

‖ψn(c)− Ln(c)‖ = 0 for all c ∈ C. (e 5.28)
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Let Φ∼n , ψ
∼
n : C̃ → B̃ be the usual unitization of Φn and ψn, respectively. Then, by (e 5.26), for

a fixed m, on C · 1C̃ + Cm,

lim
n→∞

‖ψ∼n (c)− Φ∼n (c)‖ = 0 (for all c ∈ C · 1C̃ + Cm). (e 5.29)

Note that Vn are unitaries in M2(B̃). Hence Cu∼(Φn) = Cu∼(ϕk(εn)). It follows from Lemma
5.2 that

lim
n→∞

Cu∼(ψn) = λ. (e 5.30)

For case (2), we work in B. By the end of 4.2, λ([eC ]) ≤ [b] in Cu(B). Then, instead of
(e 5.25), since B has almost stable rank one, by Lemma 2.11, there is, for each k, a unitary
U ∈ M̃2N (B̃) such that

U∗fε(ϕk(eC))U ∈ Her(b). (e 5.31)

The rest of the proof is similar but simpler.

Remark 5.4. Let ϕ : C → Mn(B̃) be a homomorphism such that [ϕ(eC)] ≤ [b] in Cu∼(B̃)
for some b ∈ B̃+, where eC is a strictly positive element of C. Since we do not know whether
Cu∼(B̃) has the cancellation, in the case that [ϕ(eC)] is represented by a projection, there might
not be any d ∈ B̃+ such that [d] = [ϕ(eC)] in Cu∼(B̃). In that case, there would not be any
homomorphism ψ : C → B̃+ such that Cu∼(ψ) = Cu∼(ϕ). Suppose that there is d ∈ B̃+ such
that [d] = [ϕ(eC)] in Cu∼(B̃). We still do not know d ∼ ϕ(eC) in Cu(B̃) without knowing the
cancellation in Cu∼(B̃).

Suppose that [ϕ(eC)] is not a compact element. In an ideal situation, say there is x ∈Mn(B̃)
such that x∗x = ϕ(eC) and xx∗ ∈ Her(d), then one obtains a partial isometry v ∈Mn(B̃)∗∗ such
that v∗vϕ(c) = ϕ(c)v∗v = ϕ(c) for all c ∈ C and vϕ(c)v∗ ∈ Her(d). Define ψ : C → Her(d) by
ψ(c) = vϕ(c)v∗ for all c ∈ C. Then Cu(ψ) = Cu(ϕ). However, Cu∼(ψ) may not be the same as
Cu∼(ϕ) (see Example 6.8 below). It is crucial that we have unitaries Un in Theorem 4.11.

Let us assume that λ([eC ]) is compact and λ([eC ]) ≤ [b] for some b ∈ B̃+. Suppose that
λ([eC ]) 6= [1B̃]. (Recall that λ([eC ]) may be represented by elements in B̃ ⊗ K.) Since B is

stably projectionless, B̃ has only one nonzero projection 1B̃. To see this, let p ∈ B̃ be a nonzero
projection. Then p 6∈ B. Therefore πBC (p) = πBC (1B̃). This implies that 1B̃ − p ∈ B. Since B
is stably projectionless, p = 1B̃. Therefore, in this case, λ([eC ]) cannot be represented by an

element in B̃. Consequently, there will be no sequence of homomorphisms ψk : C → B̃ such that
limk→∞Cu∼(ψk) = λ. Even if λ([eC ]) = [1B̃] in Cu∼(B̃) and ϕk : C → MN (B̃) is a sequence
of homomorphisms such that limk→∞Cu∼(ϕk) = λ, and each ψk(eC) is a projection so that
[ψk(eC)] = λ([eC ]) = [1B̃] in Cu∼(B̃), one does not know that ψk(eC) ∼ 1B̃ in Cu(B̃). It is then

impossible to perturb ϕk into homomorphisms ψk : C → B̃ such that limk→∞Cu∼(ψk) = λ.

6 Unitization

The next lemma is a result of L. Robert (Lemma 3.2.1 of [32]). The statement in [32] assumed
that B has stable rank one. Thanks to the revised definition of Cu∼(A) in [34], the following
lemma also holds for B has finite stable rank. Note that, in [32], the condition of stable rank
one is used (including almost all subsection 3.1 in [32] such as 3.13 and 3.16 there) because the
argument needs the weak cancellation, namely, x + z � y + z implies that x ≤ y (in Cu(B)).
But in Cu∼(B), this always holds, by Corollary 4.6 of [34]. Moreover, by Corollary 4.10 and the
first paragraph of subsection 4.2, when B has finite stable rank, the definition of Cu∼(B) in [32]
agrees with the revised one in [34]. Therefore the proof of the following is exactly the same as
that of Lemma 3.2.1 of [32].

28



Lemma 6.1 (Lemma 3.2.1 of [32]). Let A be a C∗-algebra of stable rank one and B be a unital
C∗-algebra with finite stable rank. Let eA ∈ A be a strictly positive element. Let α : Cu∼(A)→
Cu∼(B) be a morphism in Cu such that α([eA]) ≤ [1B]. Then there exists a unique morphism
α∼ : Cu∼(Ã)→ Cu∼(B) in Cu that extends α such that α([1Ã]) = [1B].

Remark 6.2. In 6.8, it will be shown that there are homomorphisms ϕ,ψ : A → B such that
Cu(ϕ) = Cu(ψ) but Cu(ϕ∼) 6= Cu(ψ∼). It may be worth noticing that Lemma 6.1 deals with a
different situation.

Definition 6.3. Let F1 and F2 be two finite dimensional C∗-algebras. Suppose that there are
(not necessary unital) homomorphisms ϕ0, ϕ1 : F1 → F2. Define

A = A(F1, F2, ϕ0, ϕ1) = {(f, g) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(g) and f(1) = ϕ1(g)}. (e 6.1)

Denote by C the class of all C∗-algebras of the form A = A(F1, F2, ϕ0, ϕ1). These C∗-algebras
are called Elliott-Thomsen building blocks as well as one dimensional non-commutative CW
complexes (see [13] and [14]).

Denote by I0 the subclass of C∗-algebras C in C such that K1(C) = {0}.
All C∗-algebras in C have stable rank one (see, for example, Lemma 3.3 of [22]) and are

semiprojective (see Theorem 6.22 of [13]).

Lemma 6.4. Let A,C ∈ I0 be C∗-algebras such that there is an isomorphism ϕ : A⊗K ∼= C⊗K.
Then there exists an integer n ≥ 1 and an injective homomorphism ι : ϕ(A) → Mn(C) such
that ι ◦ ϕ(A) is a full C∗-subalgebra of Mn(C) and Cu∼(ι) = Cu∼(idϕ(A)).

(Note that we identify A with the first corner A⊗ e1,1 of A⊗K.)

Proof. Let D be a liminal C∗-algebra. Denote by Irr(D) the set of irreducible representations of
D. If d ∈ D+ and ξ ∈ Irr(D), let us denote rξ(d) the rank of ξ(d) (with value in {0}∪N∪{∞}).

Let eA ∈ A1
+ be a strictly positive element of A. There is N ≥ 1 such that

1 ≤ inf{rξ(eA) : ξ ∈ Irr(A⊗K)} ≤ sup{rξ(eA) : ξ ∈ Irr(A⊗K)} ≤ N,

viewing A as a hereditary C∗-subalgebra of A⊗K. Put A1 = ϕ(A). Then A1 is a full hereditary
C∗-subalgebra of C ⊗ K as isomorphisms preserve the full hereditary C∗-subalgebras. Hence
A1 = Her(ϕ(eA)). Note that, since ϕ is an isomorphism,

1 ≤ inf{rξ(ϕ(eA)) : ξ ∈ Irr(C ⊗K)} ≤ sup{rξ(ϕ(eA)) : ξ ∈ Irr(C ⊗K)} ≤ N.

Fix a strictly positive element eC ∈ C. Then, there is N1 ≥ 1 such that

1 ≤ inf{rξ(eC) : ξ ∈ Irr(C)} ≤ sup{rξ(eC) : ξ ∈ Irr(C)} ≤ N1.

Let {ei,j} ⊂ K be a system of matrix units and Ej =
∑j

i=1 ei,i (for j ≥ 1). Put cn = eC ⊗ En.
Then rξ(cn) = n · rξ(eC). Therefore there is an integer n ≥ 1 such that dτ (ϕ(eA)) < dτ (cn) for
all τ ∈ T (C). Working in C̃ if C is not unital, by 3.18 of [22], ϕ(eA) . cn in Cu(C). Note that
ϕ(A) is a full hereditary C∗-subalgebra C ⊗ K. Since C ⊗ K has stable rank one, by Theorem
1.0.1 of [32], there is a homomorphism ι : ϕ(A)→Mn(C) such that Cu∼(ι) = idCu∼(C).

Note, if ι(c) = 0 for some c ∈ C+, then Cu∼(ι)([c]) = 0. Thus, ι is injective. To see ι ◦ ϕ(A)
is full, one needs to show that ι ◦ ϕ(eA) is full in Mn(C). But ι ◦ ϕ(eA) ∼ ϕ(eA) and ϕ(eA) is
full since ϕ is an isomorphism.

We will use the following known and easy fact.
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Lemma 6.5. Let B be as in 4.2. Suppose that b ∈Mn(B̃)+ is such that [b] is a compact element
in Cu∼(B̃). Then there is g ∈ C0((0, ‖b‖]) such that g(b) is a projection.

Proof. By Theorem 6.1 of [34] (recall B has stable rank at most 2), there is a projection p ∈
MN (B̃) for some integer N ≥ 1 such that [b] = [p] in Cu∼(B̃).

If 0 is not an isolated point of sp(b), for any ε > 0, there is a nonzero element c ≤ b such
that c ⊥ fε(b). Since B is simple, τ(c) 6= 0 for any τ ∈ T (B). It follows that

dτ (fε(b)) < dτ (p) for all τ ∈ T (B). (e 6.2)

However, since p is compact, for all small ε, [p] ≤ [fε(b)] in Cu(B̃)$. This contradicts with (e 6.2).
So 0 must be an isolated point of sp(b). Thus there is a such g so that g(b) is a projection.

Theorem 6.6. Let C be a C∗-algebra in I0 with a strictly positive element eC and B be a
simple C∗-algebra which satisfies conditions in 4.2. Suppose that λ : Cu∼(C̃) → Cu∼(B̃) is a
morphism in Cu such that λ([1C̃ ]) = [b] for some b ∈Mn(B̃)+ which is compact as an element in

Cu∼(B̃) (for some integer n ≥ 1). Suppose also that there exists a sequence of homomorphisms
ϕk : C →Mn(B̃) such that limk→∞Cu∼(ϕk) = λ|Cu∼(C).

(1) If λ([eC ]) is not a compact element, then there exists a sequence of homomorphisms

ψk : C̃ → bMn(B̃)b such that
lim
k→∞

Cu∼(ψk) = λ.

(2) If λ([eC ]) is a compact element and λ([c]) 6= 0 for all c ∈ C+ \ {0}, then there exists a
sequence of homomorphisms ψk : C̃ →Mn(B̃) such that

lim
k→∞

Cu∼(ψk) = λ.

Proof. Consider case (2) first. If λ([eC ]) is a compact element, then, for all sufficiently small
0 < ε < 1,

λ([eC ]) ≤ λ([fε(eC)]) ≤ λ([eC ]). (e 6.3)

Let g ∈ C0((0, ‖eC‖])+ with the support in (0, ε/2]. Then λ([g(eC)]) = 0. The assumption on λ
implies that g(eC) = 0. It follows that C is unital. Since [eC ] = [1C ] � [1C ], this implies that
[ϕk(1C)] = λ([1C ]) (for all large k).

Let e0 = 1C̃−1C . By Lemma 6.5, we may assume that b = p for some projection p ∈Mn(B̃). If

λ([e0]) = 0, then λ([1C ]) = λ([1C̃ ]). Define ψk : C̃ →Mn(B̃) by ψk|C = ϕk and ψk(1C̃) = ϕk(1C).

(Warning: we only have [ψk(1C̃)] + 2[1B̃] = [p] + 2[1B̃] in Cu(B̃) for large k.)
If λ([e0]) 6= 0, then, for each k,

dτ (ϕk(1C)) ≤ dτ (p) for all τ ∈ T (B̃) and dτ (ϕk(1C)) < dτ (p) for all τ ∈ T (B). (e 6.4)

It follows from Corollary A.4 of [17] that (since p̂ is continuous on T (B))

ϕk(1C) . p in Cu(B̃). (e 6.5)

There is a partial isometry vk ∈Mn(B̃) such that vkv
∗
k = ϕk(1C) and v∗kvk ≤ p. Define ψk : C̃ →

pMn(A)p by ψk(c) = v∗kϕk(c)vk for all c ∈ C and ψk(1C̃) = p. Since C is unital, Cu∼(ψk|C) =
Cu∼(ϕk). It follows from Lemma 6.1 that (2) holds.

For (1), we assume that λ([eC ]) is not a compact element. Again, by Lemma 6.5 and the
fact 1C̃ is a projection, we may assume b = p is a projection. By Lemma 5.3 ((ii) of (1)), we may

assume that there is a sequence of homomorphisms ϕk which maps C into pMn(B̃)p such that
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limk→∞Cu∼(ϕk) = λ|Cu∼(C). Define ψk : C̃ → pMn(B̃)p such that ψk|C = ϕk and ψk(1C̃) = p.
Then

Cu∼(ψk|C) = Cu∼(ϕk) and (see Lemma 6.1) lim
k→∞

Cu∼(ψk) = λ.

The condition that λ([c]) 6= 0 for all c ∈ C+ \ {0} may be called “faithful”.

Corollary 6.7. Let C be a C∗-algebra in I0 with a strictly positive element eC and B be a
simple C∗-algebra which satisfies conditions in 4.2. Suppose that λ : Cu∼(C) → Cu∼(B̃) is
a morphism in Cu such that λ([eC ]) ≤ [e] for some nonzero projection e ∈ Mn(B̃) (for some
n ∈ N). Suppose also that there exists a sequence of homomorphisms ϕk : C → Mn(B̃) such
that limk→∞Cu∼(ϕk) = λ. Then there exists a sequence of homomorphisms ψk : C̃ → Mn(B̃)
such that

lim
k→∞

Cu∼(ψk|C) = λ.

Moreover, if λ([eC ]) is not a compact element, then we may require that ψk(C) ⊂ eMn(B̃)e.

Proof. Define ψk|C = ϕk and ψk(1C̃) = 1n. Then the first part of the statement follows. For

the second part, we note that, since B is simple and stably proectionless, and e ∈ Mn(B̃) is
a nonzero projection, e is a full element in Mn(B̃). It follows that eMn(B̃)e ⊗ K ∼= B̃ ⊗ K.
Put D = eMn(B̃)e. By theorem 5.5 of [34], Cu∼(D) ∼= Cu∼(B̃). Then the second part of the
corollary follows from part (1) of Theorem 6.6.

Example 6.8. By Theorem 5.27 of [21], there is a separable simple stably projectionless C∗-
algebra A with nontrivial K0(A) and with continuous scale such that kerρA = K0(A) and
A = limn→∞(Cn, ϕn), where Cn ∈ I0 and ϕn,∞ : Cn → C is injective. Choose Cn so that
ϕn,∞∗0(K0(Cn)) 6= 0. This also implies that K0(Cn) 6= {0}. Note that, since A is stably projec-
tionless, Cn is also stably projectionless.

Let B = A ⊗ W , where W is the unique separable amenable KK-contractible C∗-algebra
with a unique tracial state (see [17]). Then B has continuous scale and T (B) = T (A), and B is
KK-contractible. By the classification theorem in [17], B is in fact a simple inductive limit of
Razak algebras. Then, by Proposition 6.2.3 of [32],

Cu∼(B) = {0} t LAff∼+(T (B)) = {0} t LAff∼+(T (A)) and Cu∼(A) = K0(A) t LAff∼+(T (A)).

By Theorem 1.0.1 of [32], there is a homomorphism j : A→ B such that

Cu(j)|K0(A) = 0 and Cu∼(j)|LAff∼+(T (A)) = idLAff∼+(T (A)).

There is also a homomorphism ι : B → A such that Cu∼(ι)|LAff∼+(T (B)) = id|LAff∼+(T (B)). Let
ψ = ι ◦ j ◦ ϕn,∞ : Cn → A. Note Cu∼(ι ◦ j)|LAff∼+(T (A)) = idLAff∼+(T (A)) . Since Cn is stably
projectionless, one has

Cu(ψ) = Cu(ϕn,∞).

But, since ψ∗0 = 0 and ϕn,∞∗0 6= 0,

Cu∼(ψ) 6= Cu∼(ϕn,∞) and Cu(ψ∼) 6= Cu(ϕ∼n,∞).
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7 Existence

Lemma 7.1. Let A be a separable simple stably projectionless C∗-algebra with continuous scale
such that Mm(A) has almost stable rank one for all m ≥ 1. Suppose also QT (A) = T (A) and
Cu(A) = LAff+(T (A)).

Then, for any Cu morphism λ : Cu∼(C0((0, 1]))) → Cu∼(Ã) with λ([eC ]) ≤ [a] for some
a ∈Mn(Ã)+ (for some integer n ≥ 1), where eC is a strictly positive element of C0((0, 1]), and
λ([c]) 6= 0 for any c ∈ C0 ⊗ K+ \ {0}, there is a homomorphism h : C0((0, 1]) → Mn(Ã) such
that Cu∼(h) = λ.

Moreover, if λ : Cu∼(C0((0, 1]))) → Cu∼(A) with λ([eC ]) ≤ [a] for some a ∈ Mn(A)+, then
there exists a homomorphism h : C0((0, 1]))→Mn(A) such that Cu∼(h) = λ.

Proof. Recall that A shares the same condition that B has in 4.2. Put C0 = C0((0, 1]). Recall
that Ki(C0) = {0}, i = 0, 1. Note that, since C0 has stable rank one, by Lemma 3.1.2 of [32],
Cu(C0) is order embedded into Cu∼(C0). So Cu∼(C0)+ = Cu(C0) (see Lemma 3.1.2 of [32]).
Note also that Ã is unital and has stable rank at most 2 (see the proof of Theorem 6.13 of [34]).
Thus λ maps Cu(C0) to Cu(Ã)$ (see Lemma 4.4 and Corollary 4.13). Therefore it suffices to
show that there is a homomorphism h : C0 →Mn(Ã) such that Cu(h) = λ|Cu(C0).

Recall, by Theorem 4.4, that Cu(Ã)$ = (K0(Ã)+ \{0})tLAff+(T (Ã))�. Suppose that λ([c])
is compact for some non-zero c ∈ (C0 ⊗ K)+. Note [c] = sup{[f1/2n(c)] : n ∈ N}. It follows, for
some n ≥ 1,

λ([c]) ≤ λ([f1/2n(c)]). (e 7.1)

However, since C0 is stably projectionless, there is c0 ∈ Her(c)+ \ {0} such that c0 ⊥ f1/2n(c).
By the assumption, λ([c0]) 6= 0. This contradicts with (e 7.1) as C0 has stable rank one. Hence
λ([c]) is not compact for any [c] ∈ C0 ⊗K+ \ {0}.

Thus λ(Cu(C0)) ⊂ LAff+(T (Ã))� (see Theorem 6.1 of [34]).
It follows from Theorem 2.8 of [17] that there is a separable simple C∗-algebra A1 which

is an inductive limit of Razak algebras with continuous scale such that T (A1) = T (A). Note
that Ki(A1) = {0}, i = 0, 1. By Theorem A.26 of [17], there is an embedding ι : A1 → A
which maps strictly positive elements to strictly positive elements such that ι induces an affine
homeomorphism ιT : T (A) → T (A1). Let ι∼ : (A1)∼ → Ã be the unital extension. We also
write ι∼ for the extension from Mn(A∼1 ) to Mn(Ã) for each integer n ≥ 1. Thus ι∼ induces
an isomorphism ι]∼ form LAff+(T (A∼1 )) onto LAff+(T (Ã)). Since A1

∼ has stable rank one, it
follows from Theorem 1.0.1 of [32] that there is a homomorphism ϕ : C →Mn(Ã1) such that

Cu∼(ϕ) = (ι]∼)−1 ◦ λ. (e 7.2)

Define h : C → A by h = ι∼ ◦ ϕ. Then Cu∼(h) = λ.
For the “Moreover” part, we first note that Cu(A) = LAff+(T (A)), as A is stably projec-

tionless. Therefore, working in Cu(A), the above argument also works and produces a homo-
morphism ϕ : C →Mn(A) such that Cu(ϕ) = λ. This part also follows from [33].

Theorem 7.2. Let C ∈ I0 be a C∗-algebra and let A be a separable simple stably projectionless
C∗-algebra with continuous scale such that Mm(A) has almost stable rank one for all m ≥ 1.
Suppose also QT (A) = T (A) and Cu(A) = LAff+(T (A)). Let eC and eA be strictly positive
elements of C and A, respectively.

(1) Suppose that there is a morphism λ : Cu∼(C)→ Cu∼(A) in Cu such that λ([eC ]) ≤ n[eA]
for some integer n ≥ 1 and λ([c]) 6= 0 for any c ∈ C+ \ {0}. Then there is an integer m ≥ n and
a sequence of homomorphisms ϕk : C →Mm(A) such that limk→∞Cu∼(ϕk) = λ.
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(2) Also, if there is a morphism λ : Cu∼(C) → Cu∼(Ã) in Cu such that λ([eC ]) ≤ n[1Ã]
and λ([c]) 6= 0 for all c ∈ (C ⊗K)+ \ {0}, then there exists an integer m ≥ n and a sequence of
homomorphisms ϕk : C →Mm(Ã) such that limk→∞Cu∼(ϕk) = λ.

Proof. Following [32] (see page 18 of [32] right above Corollary 3.2.3 of [32]), let A0 be the family
of C∗-algebras in I0 which consists of one C∗-algebra C0((0, 1]). A C∗-algebra A is in An if
A ∈ I0 and, if A⊗K ∼= B ⊗K, or, if A = B̃, or if Ã = B for some B ∈ An−1, n = 1, 2, ....

It follows from (the proof of) Proposition 5.2.2 of [32] that, C ∈ Am for some m ≥ 0. By
Lemma 7.1, the lemma holds for any C∗-algebra C ∈ A0 and any A which meets the requirement
of the lemma.

Assume that lemma holds for any C∗-algebra C in Am−1. It suffices to show that the lemma
holds for any C∗-algebra C in Am and any A as described in the lemma. Fix C ∈ Am.

Case (I) : Suppose that h : C⊗K → B⊗K is an isomorphism for some B ∈ Am−1. In situation
(2), suppose that λ : Cu∼(C)→ Cu∼(Ã) is a morphism in Cu such that λ([eC ]) ≤ n[1Ã].

By Lemma 6.4, there is an injective homomorphism ι : h(C) → ML(B) for some integer
L ≥ 1 such that Cu∼(ι) = Cu∼(idh(C)). Since B ∈ Am−1, by the inductive assumption, there

exists an integer m0 ≥ n and a sequence of homomorphisms ψk : ML(B)→MLm0(Ã) such that

lim
k→∞

Cu∼(ψk) = λ ◦ Cu∼(h−1).

Define ϕk : C →MLm0(Ã) by ϕk(c) = ψk ◦ ι ◦ h(c) for all c ∈ C. It follows that

lim
k→∞

Cu∼(ϕk) = λ.

In situation (1), λ maps Cu∼(C) to Cu∼(A), then the argument above also works (but ψk maps
ML(B) into MLm0(A)).

Case (II): C = B̃ for some B ∈ Am−1. Note that C is unital and A is stably projectionless.
Hence λ : Cu∼(C) → Cu∼(Ã). (We do not need to consider the case λ : Cu∼ → Cu∼(A).) Let
eB ∈ B be a strictly positive element. Note that Cu∼(B) is order embedded into Cu∼(B̃) (see
Proposition 3.1.6 of [32]). Since B ∈ Am−1 and λ([eB]) ≤ λ([eC ]) ≤ n[1Ã], by the inductive

assumption, there is an integer m0 ≥ n and a sequence of homomorphisms ψk : B → Mm0(Ã)
such that

lim
k→∞

Cu∼(ψk) = λ|Cu∼(B). (e 7.3)

If λ([eB]) is not compact, we apply part (1) of Theorem 6.6 to obtain the desired maps ϕk. If
λ([eB]) is compact, since λ is strictly positive, by (2) of Theorem 6.6, there is also a sequence of
homomorphisms ϕk : C = B̃ →Mnm0(Ã) such that

lim
k→∞

Cu∼(ϕk) = λ. (e 7.4)

Case (3): C̃ = B for some B ∈ Am−1. Let λ : Cu∼(C) → Cu∼(Ã) be such that λ([eC ]) ≤
n[1Ã]. By Lemma 6.1, there is an extension λ∼ : Cu∼(C̃)→ Cu∼(Ã) in Cu such that λ∼|Cu∼(C) =
λ and λ(1C̃) = (n+1)[1Ã]. Consider the following splitting short exact sequence (see Proposition
3.1.6 of [32]):

0→ Cu∼(C)→ Cu∼(C̃)
Cu∼(πCC )
→ Cu∼(C)→ 0, (e 7.5)

where πCC : C̃ → C is the quotient map (and its extension). Let a ∈ (C̃⊗K)+ \{0}. If πCC (a) = 0,
then λ∼([a]) = λ([a]) 6= 0. If πCC (a) 6= 0, then, by the definition, λ∼([a]) 6= 0. Thus λ∼([a]) 6= 0

33



for any a ∈ (C̃ ⊗ K)+ \ {0}. Since B ∈ Am−1, by the assumption, there exists a sequence of
homomorphisms hk : B = C̃ → ML(Ã) for some L ≥ n such that limk→∞Cu∼(hk) = λ∼.
Choose ϕk = hk|C . Then limk→∞Cu∼(ϕk) = λ.

If λ : Cu∼(C) → Cu∼(A) with λ([eC ]) ≤ n[eA], then, since Cu∼(A) → Cu∼(Ã) is an order
embedding, by Theorem 5.3 of [34], one may view λ : Cu∼(C)→ Cu∼(Ã). It follows from Lemma
6.1, there is an extension λ∼ : Cu∼(C̃) → Cu∼(Ã) such that λ∼|Cu∼(C) = λ and λ∼([1C̃ ]) =

(n+ 1)[1Ã]. As proved above, λ∼ is strictly positive, i.e., λ∼([c]) 6= 0 for any c ∈ (C̃ ⊗K)+ \ {0}.
Since B ∈ Am−1, there exists a sequence of homomorphisms hk : B = C̃ → ML(Ã) such that
limk→∞Cu∼(hk) = λ∼. Define ϕk = hk|C . Then limk→∞Cu∼(ϕk) = λ.

This completes the induction. Theorem follows.

Corollary 7.3. Let C ∈ I0 be a C∗-algebra with a strictly positive element eC and let A be a
finite separable simple stably projectionless C∗-algebra which is Z-stable with continuous scale
such that QT (A) = T (A). Suppose that there is a morphism λ : Cu∼(C)→ Cu∼(A) in Cu such
that λ([eC ]) ≤ [a] for some a ∈ A+ and λ([c]) 6= 0 for all c ∈ C+ \ {0}. Then there exists a
sequence of homomorphisms ϕk : C → aAa such that limk→∞Cu∼(ϕk) = λ.

Moreover, there exists a sequence of injective homomorphisms ϕk : C → aAa such that
limw

k→∞Cu∼(ϕk) = λ.

Proof. Recall that A satisfies the condition that B satisfies in 4.2. Let eA ∈ A be a strictly

positive element. Then [̂eA] is continuous on T (A). It follows from Theorem 7.2 that there exists
an integer m ≥ 2 and a sequence of homomorphisms ψk : C →Mm(A) such that

lim
k→∞

Cu∼(ψk) = λ. (e 7.6)

Since A is stably projectionless and λ is strictly positive, λ([eC ]) is not compact. Applying (2)
of Lemma 5.3, we obtain a sequence of homomorphisms ϕ′k : C → A such that

lim
k→∞

Cu∼(ϕ′k) = λ. (e 7.7)

To see the last part of the statement and to make homomorphisms injective, for each k ≥ 1,
choose 0 < εk < 1/2k+1 and define Lk : C → Ak = Her(fεk(a)) by

Lk(c) = fεk(a)ϕk(c)fεk(a) for all c ∈ C. (e 7.8)

Since C is semiprojective, by choosing small εk, one obtains a homomorphism ϕ′′k : C → Ak
such that (see also Theorem 5.2)

lim
k→∞

‖ϕ′′k(c)− ϕk(c)‖ = 0 for all c ∈ C and (e 7.9)

lim
k→∞

Cu∼(ϕ′′k) = λ. (e 7.10)

Choose a nonzero function in gk ∈ C0((0, 1])+ with support in (0, εk/3) and nowhere zero in
(0, εk/3). Put Bk = Her(gk(a)). Since A is stably projectionless, we may assume that Bk is
nonzero. Note also Bk ⊥ Ak. Put

σk = sup{dτ (gk) : τ ∈ T (A)} > 0. (e 7.11)

Since A has continuous scale, we have that

lim
k→∞

σk = 0. (e 7.12)
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Note that Bk is a hereditary C∗-subalgebra of A and therefore it is also Z-stable (Cor. 3.1
of [41]). Choose a nonzero hereditary C∗-subalgebra Dk ⊂ Bk which has continuous scale
(see Remark 5.3 of [16]). By Theorem 6.11 of [34], Cu∼(Dk) = K0(Dk) t LAff∼+(T (Dk)). By
Corollary A.8 of [17] and Theorem 4.1 of [21], there exists τ0 ∈ T (Dk) such that ρDk(x)(τ0) = 0
for all x ∈ K0(Dk), where ρDk : K0(Dk) → Aff(T (Dk)) is the usual pairing. Recall W is the
unique separable KK-contractible amenable simple Z-stable C∗-algebra with a unique tracial
state τW . Define γ : Cu∼(Dk) → Cu∼(W) by γ|K0(Dk) = 0 and γ(f)(τW ) = rf(τ0) for all

f ∈ LAff∼+(T̃ (Dk)) for a choice of 0 < r < 1. Recall Cu∼(Dk) = Cu∼(A). Note that γ ◦λ([c]) 6= 0
for all c ∈ C+ \ {0}. We choose r so that γ ◦ λ([eC ])(τW ) < 1. By Theorem 1.0.1 of [32],
there is an injective homomorphism (since γ ◦ λ is strictly positive) hk : C → W such that
Cu∼(hk) = γ ◦ λ. Let E be a separable KK-contractible amenable simple Z-stable C∗-algebra
with T (E) = T (Dk) and has stable rank one (see Theorem 2.8 of [17]). Let hE,D : E → Dk be a
nonzero homomorphism given by Theorem A.26 of [17] so that hE,D induces the identification
of T (E) = T (Dk). Let η : Cu∼(W) → Cu∼(E) be defined by η(f)(τ) = f(τW ) for all f ∈
LAff∼+(T̃ (W)). Applying Theorem 1.0.1 of [32] again, there is a monomorphism hW,E :W → E
such that Cu∼(hW,E) = η.

Define hk,C,D = hE,D ◦ hW,E ◦ hk : C → Dk. Then hk,C,D is an injective homomorphism.
Define ϕk : C → Her(a) by ϕk(c) = ϕ′k(c) + hk,C,D(c) for all c ∈ C. Recall that Dk ⊥ Bk. The
map ϕk is injective. It remains to show that limw

k→∞Cu∼(ϕk) = λ.
Since hk,C,D factors throughW, Cu∼(hk,C,D)|K0(C) = 0. Note here we view K0(C) as a subset

of Cu∼(C) (see subsection 6.1 and Theorem 6.1 of [34]). Then, by (e 7.10), for any finite subset
G ⊂ Cu∼(C), there exists N ≥ 1 such that, for any k ≥ N (see also 5.1),

Cu∼(ϕk)(x) = λ(x) for all x ∈ G ∩K0(C). (e 7.13)

Let f, g ∈ G, f � g be such that neither f nor g are compact. Recall, by Theorem 5.3 of
[34], that Cu∼(A) is order embedded into Cu∼(Ã). Let λ∼ : Cu∼(C̃) → Cu∼(Ã) be the unique
extension of λ given by Lemma 6.1. As in the proof of case (3) in the proof of Theorem 7.2, λ∼

is strictly positive.
Let f̄ and ḡ be as in the proof of 5.2 with ‖f̄‖, ‖ḡ‖ ≤ 1. We also retain other notations in

the proof 5.2 related to f and g.
Since f and g are not compact elements, by (ii) of Theorem 6.1 of [34], neither are f̄ and ḡ.

Since λ∼ is strictly positive, λ∼(f̄) and λ∼(ḡ) are not compact. Let df , dg ∈Mr(Ã)+ (for some
r ≥ 1) such that [df ] = λ∼(f̄), and [dg] = λ∼(ḡ). Note, as λ∼ is the unique extension of λ,

λ∼(f̄) = λ(f) +mf [1Ã] +mg[1Ã] and λ∼(ḡ) = λ(g) +mg[1Ã] +mf [1Ã] (e 7.14)

(see (??)). Then (recall that [dg] cannot be represented by a projection), there is 0 < δ < 1/2
such that

πCC (fδ(dg)) = πCC (dg), dτ (fδ/2(dg)) > τ(fδ(dg)) for all τ ∈ T (A) and (e 7.15)

[f̄ ]� [f2δ(dg)] ≤ [dg]. (e 7.16)

Thus, by (e 7.10), there exists an integer N1 ≥ 1 such that, for k ≥ N1,

[ϕ′∼k (f̄)] ≤ [f2δ(dg)]. (e 7.17)

Therefore (see also (e 7.15))

dτ (ϕ′∼k (f̄)) < τ(fδ(dg)) < τ(fδ/2(dg)) ≤ dτ (fδ/2(dg)) ≤ dτ (ḡ) for all τ ∈ T (A) and (e 7.18)

dτ (ϕ′∼k (f̄)) ≤ τ(fδ(dg)) ≤ τ(fδ/2(dg)) ≤ dτ (fδ/2(dg)) ≤ dτ (ḡ) for all τ ∈ T (Ã). (e 7.19)
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Note that the lower semicontinuous function ̂[fδ/2(dg)]−f̂δ(dg) is strictly positive on the compact
set T (A). It follows that

η = inf{dτ (fδ/2(dg))− τ(fδ(dg)) : τ ∈ T (A)} > 0. (e 7.20)

Note that we may assume that f̄ ∈ Mr+mg(C̃) (see the lines below (e 5.11) and lines below
(e 5.8) in the proof of 5.2). We may also assume, for all k ≥ N1,

(r +mg)σk < η/4. (e 7.21)

For any 1/2 > ε0 > 0, write

fε0(f̄) = S + cf,ε0 , (e 7.22)

where S ∈Mr+mg(C)+ and cf,ε0 ∈Mr+mg(C)s.a. and ‖S‖ ≤ 1 and ‖cf,ε0‖ ≤ 2. Recall (identify-
ing S with the scalar matrix),

ϕ′∼k (fε0(f̄)) = S + ϕ′k(cf,ε0) and ϕ∼k (fε0(f̄)) = S + ϕ′∼k (cf,ε0) + hk,C,D(cf,ε0). (e 7.23)

We estimate that, by (e 7.11), for all τ ∈ T (A).

|τ(hk,C,D((cf,ε0)))| ≤ 2(r +mg)σk < η/2. (e 7.24)

Combining this with (e 7.23), (e 7.18), and (e 7.20), we obtain, for any 1/2 > ε0 > 0, if k ≥ N1,

dτ (ϕ∼k (fε0(f̄))) < dτ (dg) for all τ ∈ T (A) and (e 7.25)

dτ (ϕ∼k (fε0(f̄))) ≤ dτ (dg) for all τ ∈ T (Ã). (e 7.26)

It follows from Theorem 4.12, if k ≥ N1 (in Cu(Ã)), [ϕ∼k (fε0(f̄))] ≤ [dg]. Since N1 does not
depend on ε0, this implies that (in Cu(Ã)) Cu(ϕ∼k )(f̄) ≤ [dg]. In other words (see also (e 7.14)
and the lines below (e 5.8)), if k ≥ N1,

Cu∼(ϕk)(f) + (mf +mg + 2)[1Ã] = [ϕk(a
f )] +mg[1Ã] ≤ λ(g) + (mg +mf + 2)[1Ã] (e 7.27)

(recall that A has stable rank at most 2). Thus, if k ≥ N1,

Cu∼(ϕk)(f) ≤ λ(g). (e 7.28)

The same argument shows that, if k ≥ N1,

λ(f) ≤ Cu∼(ϕk(g)). (e 7.29)

Hence, combining with the last two displays and (e 7.13), one obtains

limw
n→∞Cu∼(ϕk) = λ.

Remark 7.4. Let C be a separable C∗-algebra such that T (C) 6= ∅ and QT (C) = T (C). Let B
be a separable simple C∗-algebra with continuous scale such that QT (B) = T (B) and Cu(B) =
LAff+(T (B)). Let λ : Cu∼(C)→ Cu∼(B) be a morphism in Cu such that λ([eC ]) ≤ [eB], where
0 ≤ eC ≤ 1 and 0 ≤ eB ≤ 1 are strictly positive elements of C and B, respectively. Let T0(C)
and T0(B) be the sets of all traces on C and B with norm no more than 1, respectively.

Let a ∈ C+ with ‖a‖ ≤ 1. For each n consider xn =
∑2n

k=1(1/2n)p(tk,n,1], where tk,n = k/2n

and p(tk,n,1] is the open spectral projection of a associated with the (tk,n, 1] in C∗∗. Note that
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dτ ((a − tk,n)+) = τ(p(tk,n,1]) for all τ ∈ T0(C) and τ(xn) =
∑2n

k=1(1/2n)dτ ((a − tk,n)+) for all
τ ∈ T0(C). Moreover,

sup{|τ(xn)− τ(a)| : τ ∈ T0(C)} ≤ 1/2n. (e 7.30)

For each s ∈ T0(B), define, for each a ∈Mr(C)+ (for integer r ≥ 1),

λT (s)(a) =

∫ ∞
0

λ([(a− t)+])̂(s)dt. (e 7.31)

By Proposition 4.2 of [18], λT (s) defines a lower semi-continuous quasitrace on C⊗K. Note that
B has continuous scale. So eB ∈ Ped(B). Since λ([eC ]) ≤ [eB], if a ∈Mr(C)+, λ([(a− t)+])̂(s) ≤
r‖a‖ for all t ∈ [0, ‖a‖] and s ∈ T (B). Since QT (C) = T (C), λT (s) is in T0(C). Proposition 4.2
of [18] also implies that the map s 7→ λT (s) is the affine continuous map from T0(B) to T0(C)
induced by λ. Note

λT (s)(a) = lim
n→∞

(

2n∑
k=1

(1/2n)λ([(a− tk,n)+])̂(s)). (e 7.32)

Moreover, for a ∈ C+ with ‖a‖ ≤ 1,

lim
n→∞

sup{|λT (s)(a)− (
2n∑
k=1

(1/2n)λ([(a− tk,n)+])̂(s))| : s ∈ T (B)} = 0. (e 7.33)

Let ϕ : C → A be a homomorphism. Then, for any a ∈ C+ with ‖a‖ ≤ 1,

lim
n→∞

sup{|τ(ϕ(c))−
2n∑
k=1

(1/2n)τ(ϕ(f1/2n+3(a− tk,n)+))| : τ ∈ T (B)} = 0. (e 7.34)

Now suppose that B is stably projectionless and λ is strictly positive. If ϕk : C → B is
a sequence of injective homomorphisms such that limw

n→∞Cu∼(ϕk) = λ, then, for each fixed
a ∈ C+ with ‖a‖ ≤ 1 and n > 1, there is N ≥ 1 such that, when j ≥ N,

λ([(a− tk,n)+]) ≤ [ϕj(f1/2n+2((a− tk+1,n)+)] (e 7.35)

≤ [ϕj(f1/2n+3((a− tk+1,n)+)] ≤ λ([a− tk+1,n)+), k = 1, 2, ..., 2n. (e 7.36)

It follows that, for all τ ∈ T (B),

λ([(a− tk,n)+])̂(τ) ≤ τ(ϕj(f1/2n+3((a− tk+1,n)+) ≤ λ([a− tk+1,n)+)̂(τ). (e 7.37)

By (e 7.34), (e 7.33), and (e 7.37),

lim
k→∞

sup{|τ(ϕk)(a)− λT (τ)(a)| : τ ∈ T0(B)} = 0. (e 7.38)

Recall that if A is a finite exact separable simple Z-stable C∗-algebra then A satisfies the
conditions in the following statement.

Theorem 7.5. Let C = limn→∞Cn with a strictly positive element eC , where each Cn ∈ I0 and
each map ιn : Cn → Cn+1 is injective, and let A be a separable simple C∗-algebra with continuous
scale and with a strictly positive element eA such that Mm(A) has almost stable rank one for all
m ≥ 1 and QT (A) = T (A), and Cu(A) = LAff+(T (A)). Suppose that λ : Cu∼(C) → Cu∼(A)
is a morphism in Cu such that λ([eC ]) ≤ [eA] and λ([c]) 6= 0 for any c ∈ C+ \ {0}. Then there
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exists a sequence of contractive completely positive linear maps Ln : C → A and a sequence of
injective homomorphisms hn : Cn → A such that

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ C,

and, for each fixed m, lim
n→∞

‖Ln(ιm,∞(c))− hn(ιm,n(c))‖ = 0 for all c ∈ Cm,

and lim
n→∞

sup
τ∈T (A)

|τ(Ln(a))− λT (τ)(a)| = 0 for all a ∈ C.

Proof. We first assume that A is stably projectionless. For each k, consider αk = λ◦Cu∼(ιk,∞).
By Corollary 7.3, there exists a sequence of injective homomorphisms ϕk,n : Ck → A such that
limw

n→∞Cu∼(ϕk,n) = αk. Then (see (e 7.38))

lim
n→∞

sup{|τ ◦ ϕk,n(c)− αkT (τ)(c)| : τ ∈ T0(A)} = 0 for all c ∈ Ck. (e 7.39)

One obtains a sequence of injective homomorphisms hn : Cn → A and, since C is amenable, a
sequence of contractive completely positive linear maps Ln : C → A such that (by a version of
Arveson’s extension theorem, see, for example, Theorem 2.3.13 of [26]), for any fixed m,

lim
n→∞

‖Ln(ιm,∞(c))− hn(ιm,n(c))‖ = 0 for all c ∈ Cm,

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ C and

lim
n→∞

sup
τ∈T (B)

‖τ(Ln(a))− λT (τ)(a))‖ = 0 for all a ∈ C.

If A is not stably projectionless, by Proposition 2.3, A has stable rank one. Then, by Theorem
1.0.1 of [32], there is a homomorphism H : C → A such that Cu∼(H) = λ. Choose Ln = H and
hn = H ◦ ιn,∞. Then this case also follows.

Corollary 7.6. Let C = limn→∞(Cn, ιn) be as in Theorem 7.5 which is simple and has con-
tinuous scale and A be a finite exact separable simple stably projectionless Z-stable C∗-algebra
with continuous scale. Suppose that there is an isomorphism

Γ : (K0(C), T (C), rC) ∼= (K0(A), T (A), rA). (e 7.40)

Then there exists a sequence of contractive completely positive linear maps Ln : C → A and a
sequence of injective homomorphisms hn : Cn → A such that

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ C, (e 7.41)

lim
n→∞

sup
τ∈T (B)

‖τ(Ln(a))− λT (τ)(a)‖ = 0 for all a ∈ C (e 7.42)

and, for each fixed m, lim
n→∞

‖Ln(ιm,∞(c))− hn(ιm,n(c))‖ = 0 for all c ∈ Cm, (e 7.43)

lim
n→∞

sup
τ∈T (B)

‖τ(hn(ιm,n(c)))− λT (τ)(ιm,∞(c))‖ = 0 for all c ∈ Cm, (e 7.44)

where λT : T (A)→ T (C) is the affine homeomorphism given by Γ.

Proof. By Proposition 6.2.3 of [32], Cu∼(C) = K0(C) t LAff∼+(T (C)). Also, by Theorem 6.1.1
of [34] (see also subsection 6.3 of [34]), Cu∼(A) = K0(A) t LAff∼+(T (A)). Let eC and eA be
strictly positive elements of C and A, respectively. By (e 7.40), there is an isomorphism λ :
Cu∼(C)→ Cu∼(A) (in Cu) such that λ([eC ]) = [eA]. Thus, the corollary follows from Theorem
7.5 immediately.
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Corollary 7.6 plays an important role in achieving the following theorem which was first
obtained with the additional condition that A has stable rank one in an uncirculated preliminary
draft. The only place where we need the condition that A has stable rank one was to have
a homomorphism h : C → A, where C = limn→∞(Cn, ιn), Cn ∈ I0 and ιn : Cn → Cn+1

are injective, C has continuous scale, and (K0(C), T (C), rC) = (K0(A), T (A), rA) such that
[h] induces the identification map on (K0(C), T (C), rC). Note the identification map on the
invariant set gives a strictly positive morphism λ : Cu∼(C) → Cu∼(A) with λ([eC ]) = [eA],
where eC and eA are strictly positive elements of C and A, respectively. So the existence of
such h follows from Theorem 1.0.1 of [32]. In fact, one only needs an approximate version of
Robert’s result. Without assuming A has stable rank one, one may not apply the result of L.
Robert. However, one can apply Corollary 7.6 to obtain a sequence of homomorphisms hk that
approximates λ which improves the original version of the following theorem.

Theorem 7.7 (Theorem 7.13 of [21]). Let A be separable amenable simple stably projectionless
C∗-algebra with continuous scale such that T (A) 6= {0} and satisfying the UCT. Then A ⊗ Q
has generalized tracial rank one.
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