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Abstract
We give an alternative proof of the nonuniqueness of weak solutions to the sur-
face quasigeostrophic equation (SQG) first shown in [3]. Our approach proceeds
directly at the level of the scalar field. Furthermore, we prove that every smooth
scalar field with compact support that conserves the integral can be realized as
a weak limit of solutions to SQG.
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1. Introduction

In this work, we are concerned with the two-dimensional surface quasi-geostrophic (SQG)
equation, which is the following transport equation for a scalar field 0 : R x T?> — R

D0 +V-(Ou)y=0, u=V>-A"'9, (1)

where A = (—=A)V/2, and V*+ = (=,, O)).

This equation is a basic example of an active scalar equation, so called because the drift
velocity u depends at every time (nonlocally) on the scalar field € that is being transported. The
SQG equation arises as a model in geophysical fluid dynamics, where it has applications to both
meteorological and oceanic flows [17, 28]. In this context, the field 6 represents temperature
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or surface buoyancy in a certain regime of stratified fluid flow. The equation has been studied
extensively in the mathematical literature due to its close analogy with the 3D incompressible
Euler equations and the problem of blowup for initially classical solutions, which remains open
as it does for the Euler equations. A survey of developments is given in the introduction to [3].
Fundamental to the study of the SQG equation are the following basic conservation laws:

(a) For all sufficiently smooth solutions, the Hamiltonian % fTQ |A*1/ 29(x, t)\zdx remains
constant.

(b) For all sufficiently smooth solutions, the L” norms [|6(f)| 2, remain constant
1 < p < o0, as do the integrals sz F(6(x,t))dx for any smooth function F.

(c) For all weak solutions to SQG, the integral fTQ 0(x, r)dx remains constant.

(To prove (a), multiply (1) by A~'@ and integrate by parts. To prove (b), use V- u =0
to check that F(0) satisfies 9,F(0) + V - (F(6)u) = 0, then integrate. To prove (c), simply
integrate in space.)

Note that, in contrast to (c), the nonlinear laws (a) and (b) require that the solution is
‘sufficiently smooth’. If one expects that turbulent SQG solutions have a dual energy cascade
as in the Batchelor—Kraichnan predictions of 2D turbulence [3, 7, 8], then one has motivation
to consider weak solutions that are not smooth. A basic open question for the SQG equations
is then: what function spaces represent the minimal amount of smoothness required for the
conservation laws to hold? This question is exactly the concern of the (generalized) Onsager
conjectures for the SQG equation. A closely related problem is to find the minimal regularity
that guarantees uniqueness for the initial value problem.

Using Holder spaces as a natural scale to measure spatial regularity, the generalized Onsager
conjectures for SQG can be stated as follows. (The space-time regularity below is on a finite
time interval).

(a) If0 € (Y, then the conservation of the Hamiltonian holds. However, for any0 < a < 1/2
there exist weak solutions of class A~'/20 € L*C? that fail to conserve the Hamiltonian.

(b) Let F € C*(R). Then if § € L>*C¢ for some o > 1/3, the law szF(G(x, 1))dx = const is
satisfied. On the other hand, for any o < 1/3, there exist solutions § € L°C¢ that violate
this law.

Some remarks about these conjectures are in order:

(a) These conjectures generalize the original Onsager conjecture [27], which concerned turbu-
lent dissipation in the incompressible Euler equations and stated that the Holder exponent
1/3 should mark the threshold regularity for conservation of energy for solutions to the
incompressible Euler equations. See [16] for discussion of the significance of Onsager’s
conjecture in turbulence theory.
(b) The conjectured threshold exponents are derived from the fact that the conservation law
for sufficiently regular solutions has been proven in both cases (a) and (b). Namely, [23]
proves conservation of the Hamiltonian for solutions with § € L3(I x T?), while [1] proves
the conservation law (b) for aw > 1/3. The proofs are variants of the kinematic argument
of [9], which proved energy conservation for the Euler equations above Onsager’s con-
jectured threshold. One can also formulate an Onsager conjecture for any function space
that embeds into L2 '/
Following the seminal work [14], advances in the method of convex integration have made
possible the pursuit of Onsager’s conjecture both for the Euler equations and more general
fluid equations. In particular, Onsager’s conjecture for the 3D Euler equations has been
proven in [21] (see also [2, 20]), while the first progress towards the Onsager conjecture

but not into the L* type spaces considered in [1, 23].
(c

~
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(a) for SQG has been made in [3]. See [4, 13] for surveys and [24] for a discussion of
generalized Onsager conjectures.

(d) To make sense of the conjecture in part (a), it must be noted that the SQG equation is
well-defined for § having negative regularity. Namely, for any smooth vector field ¢(x) on
T2, the quadratic form sz VA1 - p(x)dx, initially defined for smooth 6, has a unique
bounded extension to § € H~'/2. This fact, which relies on the anti-self-adjointness of
the operator VA", allows the SQG nonlinearity to be well-defined in D’ for @ of class
0 € L2H, " (see [3, definition 1.1]).

The boundedness of the nonlinearity in a negative Sobolev space is key to constructing
weak solutions to the SQG equations by compactness methods [29]. These solutions obtained
in [25, 29] are known to exist for all time and to have L” norms bounded uniformly in ¢ by the
initial data, but it remains unknown whether they are uniquely determined by their initial data.
Rather, known proofs of uniqueness require close to Lipschitz regularity (see also [10] for a
uniqueness result on SQG patch solutions).

The [29] construction of weak solutions is closely tied to the phenomenon of weak com-
pactness for SQG solutions. Namely weak limits of sequences of solutions to SQG in the
space L™ weak-* must also be solutions to the SQG equations. The proof (see e.g. [23]) relies
on the boundedness of the nonlinearity in a negative Sobolev space. The significance of weak
compactness in the present context is that weak compactness appears to present an obstruc-
tion to attacking Onsager’s conjecture and to proving nonuniqueness using convex integration
methods when it is present [15].

Another point of view on the difficulty in applying convex integration to SQG, which is
noted in [23], is that the most basic ansatz appears to fail. Namely, if one considers a correction
of the form © = 3", e™**,(z, x), where each wave of index k has a conjugate wave of index
—k, the leading order change in the low frequency part of the nonlinear term fu vanishes due
to the oddness of the multiplier

Z (67/( efi)\k»x) VJ_A—I (ak ei/\kux) ~ Z|9k‘2kl|k‘7l
k

k
1
= S IP (R + o - K =0,
k

As aresult, when this ansatz is used, there is apparently no low frequency term in the expansion
of the nonlinearity that can be used in convex integration to cancel the error in solving the
equation.

The main goals of the present paper are to provide an alternative approach to the nonunique-
ness for SQG first shown in [3], thus offering a different point of view from which to pursue
the Onsager conjecture for SQG, and to establish an ‘h-principle’ result that demonstrates the
stark failure of weak compactness for SQG weak solutions. Our main results are the following.

Theorem 1 (Existence of weak solutions). Forany0 < a <3/10and 0 < g < 1/4
there exists nontrivial weak solutions 6 to SQG with compact support in time such that the
potential function A~"/?0 is in the Holder' class C°C® N C,BCB(]R x T?).

Theorem 2 (h-principle). Fix any o < 3/10, 8 < 1/4, and let f be a smooth scalar field
with compact support in time that satisfies the conservation law fTQ f(x,t)dx = 0 as a function

I'Note that, since the domain is compact, we automatically obtain solutions in spaces with lower integrability into
which Holder spaces embed.
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of time. Then there exists a sequence of solutions to SQG, {0, },en, such that each scalar field
0, has compact support in time and a corresponding potential function A1, of Holder
class A~'%0, € C,BCS N CY'C(R x T?), and such that A2, — A_l/zfin the L°(R x T?)
weak-x topology.

The ‘h-principle’ result stated in theorem 2 is a new result to this paper, while theorem 1
was first obtained in the work [3]. (The main result of [3] is stated in terms of A !0 rather than
A~'/20, but in terms of spatial regularity the results are equivalent).

The main contributions of our work are as follows:

(a)

(b)

(©)

(d)

One of the main ideas of [3] to apply convex integration to the SQG equation is to recast the
SQG equation in the following momentum form for the unknown v = A~ 'u = V-A™'6:

ov+u-Vo— (Vo) -u=—-Vp, divv =0, u = Av.

The authors are then able to perform convex integration at the level of the vector field v
rather than the scalar field 6. The scalar field 6 can then be recovered from v by setting
0 =—-V+t. o

In this work, we take a different approach, working directly at the level of the scalar
field 6. To execute this approach, we require the error term in the construction to have
the structure of a second order divergence, as opposed to the first order divergence form
used in [23]. We also employ the ‘constant trick” from [11, 23, 30] that the divergence of
a function of ¢ is zero.

Given that the Onsager conjecture for SQG remains open, it is useful to have more than
one approach to constructing SQG solutions. Having a second approach gives a separate
angle from which to consider the problem and opens the door to considering more general
active scalar equations. This approach might also be useful for the still open Onsager
conjecture for 2D Euler. Furthermore, it is desirable from a physical point of view to have
an approach that works directly at the level of 6, since the variable 6 has a clear physical
meaning. We also note there is yet a different approach to convex integration for SQG
that has been obtained independently in [5]. This work proceeds at the level of A6 and
considers the steady state SQG equation.

While typically theorems on the failure of compactness can be obtained as essentially
a byproduct of a successful convex integration scheme, the argument of [3] is not quite
structured towards proving an h-principle result. Our proof of theorem 2 involves taking
a different organizational strategy in the estimates compared to [3]. The proof of the h-
principle also involves an additional approximation step compared to similar results in
[22, 23], as the convex integration scheme implemented here is required to have compact
frequency support.

A key idea of [3] is to express the nonlinearity u - Vv — (V)T - u as the sum of the diver-
gence of a two-tensor and the gradient of a scalar function to have good control over
high-high to low interactions. Here we show that the desired divergence form can be
obtained for the nonlinearity OV+EA'9 of SQG, and we extend the derivation so that
it applies to general odd multipliers.

We employ a ‘bilinear microlocal lemma’ analogous to [23, lemma 4.1]. This lemma
allows us to obtain a better estimate on the low frequency part of the error compared to the
corresponding technique in [3], which relies on the use of sharp time cutoffs to approx-
imate nonlinear phase functions by their initial conditions. Having such an improved
estimate is needed for schemes that aim to improve the Holder regularity. The estimate
we obtain is compatible with an ideal case scenario for SQG, so that the only terms now
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limiting the regularity below the conjectured threshold are the high-frequency interference
terms.

(e) Finally, by utilizing to the greatest extent possible the framework of estimates developed
in [18] and the additional tools of [23], our proof identifies precisely which points require
technical novelty in SQG compared to previous work on Euler and non-odd active scalars.

The statement of theorem 2 on the h-principle helps clarify an important point about the
method of convex integration, which is that the method appears so far to apply only in cases
where an appropriate h-principle implying failure of compactness can be proven [15]. Namely,
theorem 2 shows that even though weak compactness does hold for SQG in L*°, which prevents
the schemes of [23, 30] for active scalar equations from applying to SQG, there is still failure
of compactness in the space A~/20 € L™, thus permitting the scheme of [3] and the present
work to succeed. The statement of theorem 2 is modeled off h-principles proven in [22, 23],
which also relate weak limits of solutions to conservation laws. In general, ‘h-principles’ in
PDE are modeled off the result of Nash [26] that C° limits of isometric immersions of closed
n-manifolds into R"*2 can realize any smooth, short immersion. For further examples of h-
principles in fluids, we refer to [2, 6, 12].

2. SQG-Reynolds flows

To state the main lemma we will introduce a notion of an SQG-Reynolds flow. The key new
features are that we work at the level of the scalar field 8, and the error tensor is required to have
a double-divergence form. We will consistently employ the summation notation for repeated
indices.

Definition 2.1. A scalar-valued function  : R x T? — R and a symmetric, traceless tensor
field R : R x T? — R?*? satisfy the SQG-Reynolds equations if

0,0 +u'V,0 =V,;V,R"
divu=Vu' =0
u =T,
where the operator T is given as in (1) by the Fourier multiplier m!(¢) := ie¢, /|£| for & € R2.

Here € is the Levi-Civita symbol in two dimensions. By convention this symbol is defined as
follows

el =22 =0, e? =1, el = 1. )

Any solution to the SQG-Reynold’s equation, (6, u, R), is called an SQG-Reynolds flow. The
symmetric and traceless tensor field R is called the stress tensor.
At times we will write (6, R) to refer to the SQG-Reynolds flow, implying that u' = T'[6].

2.1. Frequency and energy levels

We will also use a notion of frequency-energy levels similar to those used with the Euler
equations in [18] but with the difference that we assume 6 to be frequency localized simi-
lar to [3]. A key point is that the relevant fields are measured relative to the size of the stress
tensor R/,

Definition 2.2. Let (0, u, R) be a solution of the SQG-Reynolds equation, = > 1, and D, >
Dr > 0 be non-negative numbers. Define the advective derivative associated to T'0 to be
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D, =0, + T'0V,. We say that (6, u, R) has frequency-energy levels below (=, D,,, Dg) to order
Lin C°if § and R are of class C! CE(R x T?) and the following statements hold

supp 0 C {£:]¢| < E}

Va0l cor | Vael| o < Eel/? forall |d| =0,...,L
ViR o < E¥Dg forall [ =0,...,L

|VaD,8|| o, || VaDiu| o < E(Zel/?)el/? forall || =0,...,L—1
|VaDR|| 0 < El¥(Zel/?Dp forall [d =0,...,L—1

The quantity (Heu/ )~! is the natural time scale, the term e}/ 2=zl ZDL/ 2, and V refers only

to derivatives in the spatial variables. We also define a second quantity eg := =Dy that, like ¢,,
we think of as having units of ‘energy density’.

Note that these estimates differ from previous work on the Euler equations and non-odd
active scalars [23], where there is no need to distinguish between an error parameter (B, Pg)
and an energy level (e,, eg) and also no need to require a €% bound on the active scalar or

velocity field. The relation e)/? := Z'/2DP/2 is dictated by the SQG scheme.

3. Main lemma

Lemma 3.1 (Main lemma). For L > 2 there exists a constant C such that the Sfollow-
ing holds: given an SQG-Reynolds flow (0,u,R) with frequency and energy levels below
(E, By, Br) and a non-empty closed interval, J, with supp, R € J C R. Let

N> (ﬂ).
Dg

Then there exists an SQG-Reynolds flow (0, ", I*?) of the form 6 = 0 + O, u = u+ T[O] with
frequency and energy levels bounded by

E * —~ Dll/4
(2, Dy, Pr) = (CNE, Dg, GPg), where G = | — 3)
1/4N3/4

*
to order L in C°. Furthermore the new stress R and the correction © are supported in time in
a neighborhood of J

supp, R U supp, © C N(J) = {t—i—h t€J,|h| < 3(Eel/?) } &)

Additionally one may arrange that A='>© has the form A™'?© = V;W' that satisfies the
following statements

IVA20| 0 < CND)ADY?,  for |d] < 1
\|W||co< NE)'By?

104126l < CB* (V22)?)
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where e,l/z is defined in definition 2.2.

We note that the low regularity of the solutions is due to the combination of the estimates in
the main lemma and the way they are iterated in the proof. See section 5.3 for further discussion.

4. Proof of main lemma

4.1. Shape of the scalar corrections

Our correction © is a sum of scalar valued waves O; that oscillate at a large frequency A, similar
to the corrections defined in [19, section 4.2] or [23, section 5.1].

0:=) O0nn), Ox0:=P (X0;) = ™ (0 + 66)). 5)
1

The frequency parameter \ € 27N is on the order of ByN =. More precisely,
A € [BANZE,2B)\NZ] N (27N),

where By > 1 a very large constant associated to A that is chosen in section 4.8. The term
&, =¢&,(x, 1) is a nonlinear phase function, 0;:= 0;(x, 1) is the amplitude, and 660, := §6,(x, 1)
is a small correction to ensure that ©; is compactly supported in frequency space. The second
equality for ©; and the explicit formula for 66, comes from an application of the microlocal
lemma 4.1 while the other components of the correction are specified below.

4.1.1. The index set. The index I for the wave ©; is a tuple I = (k, f) € Z X F where
F:={%(1,2),+(2, 1)}. Furthermore we define the set F:=F/(+,—) = {(1,2),(2,1)}. The
index k specifies the interval of time support for the wave ©; = O, and f represents an
initial direction of oscillation. For each index I = (k, f) € Z x F there is a conjugate index
I = (k, f) € Z x F such that in the summation (5) each wave ©; has a conjugate wave O := O,
with an opposite sign phase function & := — & and matching amplitude 6; := 0; so that the
overall summation (5) is real-valued. We also define the notation

0 ifkmod2=0
[k] =
1 ifkmod2=1.

4.1.2. Phase functions. For a given SQG-Reynold’s flow # and each index I = (k, f), the phase
functions ¢, are solutions to the transport equation

B +TOIV) & =0, &), x) =& (),

where the initial data is é 1(x) = é(k,f)(x) :=J*f - x for J:= a 90° rotation. The initial time is
t(I) .=kt where 7 is the time step from section 4.1.3. Furthermore, for a small fixed constant
c1 > 0 the time step 7 in section 4.1.3 will be sufficiently small to ensure the phase function
gradients stay close to their initial data, and stay bounded away from 0

‘VEI - Vél‘ <c, V4 =1>0. (©6)

The constant ¢; is determined later by calculation in (31). It is taken to be sufficiently small
to ensure that the phase gradients remain close to their initial conditions and stay in a neigh-
borhood where the angular frequency localizing operator described in section 4.1.4 is 1. In
particular ¢; < 1/4.
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4.1.3. Time cutoffs. Define a family of time cutoffs similar to what is done in [23, section 5.2].
For a given index I = (k,f) define the time step 7 := (Ee,ﬂ/ 2)‘1b where b is a small fraction

1/2
defined by b := (W
ficiently small enough to satisfy the conditions of (6). Note that 7 is smaller than the natural
time scale given in Definition 2.2. Additionally, we define time cutoff functions as elements of
a rescaled partition of unity in time

() =¢ (t _TkT> ,  Wwhere Zqﬁz(t —u)=1.

UEZ

1/2
> bo and by < 1 is a uniform constant chosen to make 7 suf-

By our choice of ¢, each scalar correction ©; will be supported in a time interval [kT —
%7’, kT + %T]. The size of the time interval is chosen to optimize the size of the resulting errors
between the transport stress and high frequency interference stress.

4.1.4. Angularfrequency localizing operator. The operator P} localizes to frequencies of order
A in a neighborhood around )\Vé ;. This is identical to the frequency localizing operator used in
[23, section 5.1]. More precisely, for a function f € C°(T?) and an index I we define frequency
localizing operators in the following way:

P f= /R o= mxA(hdh,

where A (&) == 4(A 7€) and we take Y € CL‘?O(BWgI‘/Z(VéI)) to be a smooth bump function

such that ! (€) = 1if |€ — VE;| < |VE;|/4. Moreover it follows from this definition that the
corrections ©; and © have frequency support contained in the annulus of order \. That is

supp ©; Usupp © C {€ € R*: \/2 < [¢] < 2A}.

4.15. Lifting function. A lifting function is used in the calculation of the low-frequency stress
error in section 4.6 below. Its purpose is to scale the wave corrections so that they are larger
than the low-frequency stress error that is approximately of size Dg. Let 7 be the time step
from definition 2.2 and let K be a large constant to be determined later in the calculation (32).
We choose e(7) : R — R to be a function such that e(r) > KDy forall t € {s+ hls € J, |h| <

€+ (Ee,ﬂ/ 2)’1}, where ¢, is the flow mollification parameter defined below in (8), such that the

bounds
a\" /2
— 13

hold, and such that e has time support supp, e(t) C N(J):={tr+h:t € J,|h| < 3(563/2)‘1}.
A simple way to construct e(?) is to define No(J) = {t+h:t € J,|h| < Z(Eell/z)"}, take
the characteristic function of Ny(J), mollify in time with a non-negative convolution kernel

U supported in {|7| < (1/3)(Ee3/2)"}, and multiply by (KDg)'/? to construct e'/2(r):

< EelyDy?, 0<r<2
CO

(1) = (KDR)I/ZH(Eei/z * Iy (D).

)71

We remark that the last time support condition holds because €, < (Ee,ﬂ/ 2)*1, which is verified

in section 4.8 below.
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4.1.6. Amplitudes. Given an index I = (k, f), the amplitude 6,(x, r) has the form
Or(x, 1) = A2 (x, (e (D). (7

The factors e(f) and ¢, (¢) are the previously defined lifting function and time-cutoff. The func-
tions y; : T> x R — R are called the coefficients, and are specified in section 4.6. In particular
~; depends on the choice of initial directions [ from section 4.1.1 and we construct it to be
close in absolute value to 1 for the duration of the time interval ¢,(¢) is supported on.

4.2. Shape of the velocity corrections

By applying the microlocal lemma 4.1 with the convolution operator T'P%, we can calculate
the drift velocity correction U; := U;(x, 1) : T? x R — R? from ©;:

U} =T'0, = TIPIA [eug’@,] = M (Hlml(V&) + (5u§) .
We define
Ul = (uﬁ + 5u§) , uh = 0m' (V&)

with an explicit error term §u} given by the microlocal lemma 4.1. Here we have used that m' is
homogeneous of degree zero to obtain m/(A\V¢;) = m!(V¢,), and have used that the frequency
cutoff in the symbol of P, is equal to 1 at the point A\V¢,, due to the condition | V& — V| < ¢
in (6).

4.3. The microlocal lemma

We borrow the following lemma from [23, section 4], which shows that a convolution oper-
ator applied to a highly oscillatory function is multiplication operator to leading order. In all
of our applications the kernel K'(h) will be a Schwartz function essentially supported online
scales of order || ~ A~". The Fourier-transform of a function K’ : R> — C is normalized to be
K'(€) = [go e S K (h)dh.

Lemma 4.1 (Microlocal lemma).  Suppose that T'[O](x) = [,,O(x — WK'(h)dh is a
convolution operator acting on functions © : T> — C with a kernel K':R*> — C in the
Schwartz class. Let ¢ : T> — C and 0 : T?> — C be smooth functions and \ € Z be an integer.
Then for any input of the form © = e W0(x) we have the formula

T'O](x) = e (K (AVEW) + 6 [TO]) (x))

where the error in the amplitude term has the explicit form

1
S[T'O1(x) = / drdi / e MVEDh oIZrxh) gy — iK' (h)dh
0 rJRr2

1
Z(r,x,h) = r\ / hhPN V€(x — sh)(1 — s)ds
0
The proof of this lemma is given in [23, section 4].

4.4. Mollification of the stress tensor

For the stress tensor, R, we define its spatial mollification R., by R/ := x. *x., *R’/, with
a Schwartz kernel at length scale €, so that x., (h) = €,2xi(¢; 'h) where x; :R> = R is a
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Schwartz kernel with integral 1 with a vanishing moment condition that is f]R2 hix.,(hydh = 0
for all multi-indices 1 < |a] < L. We nextdefine the mollified stress tensor R, by a mollification
of R, along the coarse scale flow in time:

R = xR = / R (®,(t, x))1e, (5)ds.
R

Where 1, (s) = ¢, '1(¢, 's) is a smooth, positive mollifying kernel with compact support in the
interval |s| < ¢; < (Zex’>) " and [,n,(s)ds = 1, while ®,(z,x) is the flow map of &; + u - V,
which takes values in R x T? and is defined as the unique solution to the ODE

. d . A
Py(t,x) = (1 + 5,41, x)),  Po(t,x) = (2, %), 35 st ) = (D (1, ).
We choose the mollification parameters to be

3 3 —1/2
€, =coN 2LZ l, € =coN 22 3/ZDR /. (8)

By this choice of parameters we may obtain bounds that are similar to the bounds given in
[18]. We note however that these choices of parameters are different from those in [18] and
are tailored to the SQG error terms. Finally, the constant ¢y will only depend on the Schwartz
kernels 77, ;. We state C° norm estimates for R, in section 4.7.1 below.

4.5. The error terms

Let (6, u, R) be an SQG-Reynolds flow as defined in section 2.1. We will construct the new
scalar field #:=6 + © and u = T[f] by adding a high frequency correction ©. The new

Reynolds stress solves
V ViR = VViR! + VY, (R = RY) + (0,0 + T'9V,0 + T'OV 9)
+ T@V,@.

If we recall that the corrections are of the form © = Z, O, then we can decompose the new
error into the following terms

Vjlej[ = V]Vl (R,jrl + Rﬁ + Rl(il + Ré[)

where V,V R = > T[6,V,0,+T'6,]V,0,
JIELXF J#I

V,ViRE = 8,0 + T'0V,0 + T'OV 0

V, ViRl = V;V, (R — RY)

V, ViRl = V;ViRI' +V, > T'[6,10;.

I€ZXF

We refer to the term Rg as the low frequency stress error, Rt as the transport stress error,
Ry as the high frequency interference stress error, and Ry as the mollification stress error.
These terms are symmetric (2, 0)-tensors. Let R be the second order anti-divergence operator
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defined in section 4.5.1, let B), be the bilinear anti-divergence operator defined in (18), and let
M) be the constant matrix defined in (24). We can define the stress errors using these tools as

R":=RI+ R} + Rl + Rl 9)

Rii:= > R'IOVO,+T16,]V0] (10)
JIELXF J#I

Ry =R"[0,0 +T'9V,0 + T'OV,0] (11)

R{,=R" — R’ (12)

Rl= 3 Bl6,61-Y ¢ (e(t)M[f,ﬁ] - Rgl) . (13)
I=(k,f)EZXF keZ

The operator R above satisfies V jV[le [U] = U whenever U has mean zero. Note that the
argument of R in lines (10) and (11) has mean zero due to the frequency support of 0,0
and the fact that the other terms can be written in divergence form. In line (13), we use that
V,ViBJ[160:,6;7] =V, [T'[©,10; + T'[©;716,] and that the spatial divergence of a function of
t alone is 0. An interesting geometric point is that, in contrast to previous uses of this trick, the
function of ¢ that we have subtracted in (13) oscillates in time.

In the following sections we define the operators used above as well as other tools used in
estimating the stress tensors. To prove the main lemma we will prove estimates on each of the

stress errors. What we will show is that for the weighted norm IfI [-] defined in lemma 4.3.

HIR] < (BANZ) 2P (Zel/)b™!,  HIRs] < B;'N Py,

Gbp
1000°

H[Ru] < bbg, H[Rv] <

Note that the choice of b in section 4.1.3 optimizes between Ry and Ry, which are the largest
errors.

4.5.1. Second order anti-divergence equation. We use a second order anti-divergence oper-
ator to produce a symmetric and traceless (2, 0) tensor for the transport stress error and the
high-high interference error. For all smooth, mean-zero f : C? — C, we define the second
order anti-divergence operator as the operator

7%1212731 —-7%2, (14)

where R; and R, are the second order anti-divergence operators R{l =VI/VIAZ,
RI:=§!'A"". We note that R[f] is a symmetric, traceless tensor that satisfies
\Y% jVIRf’ [f] = f. The need for an order —2 operator, rather than the usual order —1 operator,
arises because our error term has a second order divergence form.

4.5.2. A bilinear anti-divergence form. We use a bilinear first order anti-divergence operator
to produce a symmetric, traceless (2, 0) tensor for the low frequency stress error. The work of
this section is motivated by [3, section 5.4.2]. Deriving and estimating this bilinear form is a
key ingredient for working on SQG compared to non-odd active scalar equations.

Consider the problem of solving V;R/* = Q' for the term

0'(x):=T'10,10, + T'[0,10;.
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Although it is not obvious that an anti-divergence for Q' would have a good form, there is
at least hope of finding an anti-divergence for Q' as Q' satisfies the necessary and sufficient
condition of having integral O due to the anti-self-adjointness of 7', which is equivalent to the
multiplier m' being odd. Since the anti-self-adjointness is most easily seen in frequency space,
there is motivation to look at the problem in frequency space” to define R'..

Recall now that the corrections from section 4.1 are constructed with compact frequency
support in the annulus {¢:27 '\ < €] < 2A\}. We start by replacing ©;, ©, with Schwartz
approximations that we will also call ©;, ©; by an abuse of notation. By using a mollifica-
tion in frequency space we may assume that the Schwartz approximations maintain frequency
support in {&: 271\ < || < 2)}, and that they converge pointwise in physical space while
also remaining uniformly bounded there. For these approximations we construct a bilinear
anti-divergence as follows. Define a smooth bump function X~ that is 1 on the annulus
{€:27TX < |¢] < 2)} so that ©; = X~,O; and O; = ~,O;. Recall from definition 2.1 that
m is the multiplier for T and take a Fourier transform of Ql(x).

o) = / (€ — mOLE —1Oy() + OuE — MmO (2 L

= / m' (& — M Xa©1(€ — MO (1) + O1(€ — MM (1) X O(7) —

<2 )2

Define mx () :=m(-)XxA(+)
= / [mly (€ — n) + ml, ()] ©1(€ — MO, ()

72 (2 )
By the oddness of the multiplier m’_,
= /]R [ = m) = ml(=m)] O1(6 — O, (2 =

lf}/ / iVim\ (u)do ()0, () - (2 )2

=g, / K{(¢.mO1(0)0,()——5 (2 )2, (15)

where we have set

¢=&—m, us =o€ —mn) —1-o)mn,

and we have used Taylor’s remainder theorem in the last equality. In the last line we defined

Kicom) = /o iV (1) (O R (o (16)

Line (15) defines in frequency space a solution R’ to V;R" = (' that is not symmetric, whereas
our ultimate goal is in fact to define a solution to V; V,Rﬂ V,Q' that is symmetrlc Therefore

we proceed by taking the symmetric part of the above solution (noting that V jVIRasym = 0 for
the anti-symmetric part), and taking an inverse Fourier transform.

2 See also [22] for a different anti-divergence operator derived using Taylor expansion in frequency space.
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Define the symmetric part of this kernel as

K|+ K]
U A
Kl gi= 0 (17
Note that K f ym = =K IAJ wym 1s symmetric. Now consider

0h©O =it | RlLou(CmBI00s 5

and take the inverse Fourier transform to obtain

d¢
(2 )2 (2m)?

d¢
— . 1(C+71)x Jl
=il KY (G mBrOO ()~ (2 )2 anr

0 =V, /R e / K ym € mO1O)Os 1)

Observe that K/

Mym is compactly supported in frequency and smooth due to the factors of

X~ making k¥ aSchwartz function. Thus we can define the corresponding physical space

Jl
kernel Ky sym

A.sym
(hy, hy) as the inverse Fourier transform of K/ A gym(C ,1) so that

Kﬂlgym(C, n) = /R2 R2e‘i(<”’)‘(h1’hZ)K{{sym(hl,hz)dh1 dh;.
X
Then

! — . i(C+m)-x —i(Cm)-(hy,h) gl
QZ(X) - vj € / R € . K)\,sym
R2xR2 R2xR?

d¢
X (hy, hp)dhy dhy @1(0@1(77)(2 2 (2n)?
1 X—ny C
=V; - Ki\lsym(hl,hz)/ e, (O(Z )2

e —h) dhy dh
></]1112 @(77)(2)2 1 dnp

=Vif, Kl b = h)Oy (e = ha)dh dh;
R2x
= VjBf\Y[el, ©,1(x),

Here we define the bilinear anti-divergence operator or bilinear form as
Bﬁl[Fl,Fz](X) 5=/ Kilbym(hl,hz)Fl(x — h)Fa(x — hy)dh dho, (18)
R2 xR

for scalar fields Fy, F» € C®(T?). This bi-convolution operator satisfies
T'0/1V,0, + T'[6,1V/0; = V,V,B}[6/,0,1(x) (19)

for all Schwartz approximations to ©;,©; with Fourier support in {|{| ~ A}. Since
|| Kxsym||11(2) is finite, we may pass to the limit in (18) from Schwartz approximations using
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the dominated convergence theorem to conclude that (19) holds (both in D’ and classically) for
the periodic functions ©;, ©,. We note that by scaling considerations we have the following
inequality for h = (h;, hy) € R? x R?

N A K ot 1) | 2y S A (20)
and we also observe for use in the calculations of section 4.6.2 that, by (16),
K sym(AVE&, —AVE) = —i2N) (Vim' + Vim/)(VEp) (2D

is homogeneous of degree —1 in A and in V¢;. In the above we have used that Vm is degree
—1 homogeneous, and that x~\(AV¢;) = 1 while Vx~a(AVE) = 0 due to the condition (6),
which keeps the phase gradient within a small distance of its initial conditions.

4.6. Low frequency part of the error

The goal of this section is to explain how the wave corrections described in section 4.1 are
used to cancel the Reynolds stress error in the low frequency stress error. The tools described
in this section are similar to ones used in [23]. In this section we will define the coefficient
functions .

4.6.1. The bilinear microlocallemma. The lemma below is inspired from an analogous version
used in [23] and stated in lemma 4.1. This tool tells us that the bilinear convolution operator
acts like a multiplication operator to leading order when it is applied to our highly oscillatory
scalar field corrections O.

Lemma4.2 (Bilinear microlocal lemma).  For conjugate scalar field corrections
Oy, ©; as defined in section 4.1 and a bilinear form B, as defined in (18) we have the following
identity

BI04, 671(x, 1) = 62(x, KT . [\VE, —AVE] + 0B (x, 1),

A,sym

where 6B is a small error term that has the explicit form
5B{£(x )= / eAVEI ) g iAVE ()
RZxR?

x K

A,sym

n / GAVE@ T ,—iNVE (0 hy
R2xR2

(71, h210;(x)Y (x, hy)dhy dhy

4
X K)\,sym

n / AV =NV 0o
R2xR2

[h1, hal01(x)Y (x, hy)dhy dhy

jl
X K)\,sym

(1, h2]Y (x, hy) - Y(x, ho)dhy dhy

1
Y(x,h):= / di [eiz("’x’h)ﬁl(x — rh)] dr
0 r

1
Z(r,x,h):=r\ / I V& (x — sh)(1 — s)ds.
0
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Proof. The proof is based on the Taylor expansion as in the microlocal lemma 4.1. The
starting point for the computation is the approximation

B{16,,6;] = / NG NG g, (o — )y (x — hy)
R2 xR2

Jjl
X K)\,sym
_ / [eNE0-hD-660g, (x — py)]
R2xR2

x [e NGO g, (x — hy)] K [y, ho)dhy diy

[, ha]dhy dhy

~ 01(x)* / | e VYR KL U, haldhy dh,
R xR

where we recognize that the last integral is exactly K fysym[wg,(x), —AV¢&(0)]. O
4.6.2. Explicitly calculating the symmetric multiplier. We explicitly calculate the ki{sym term.
Starting from m/(p) = ie“p,/|p| and (21), we have
K] ymAVEL =AVE) = —27'\71i (Vim! + V'mT) (VE)
VGV + VY
— (—2\)! (6 aSl 1 a ) 22
(=2X) VaT (22)
A O 2ViEVeg (Vi) - (Vzﬁl)z} 3
Ky ym(A\VE, —AVE) = 20! VE|
/\,Sym( 51 51) ( ) |:(VI£I)2 _ (v2£l)2 2VI£IV2£I ‘ 61‘

In particular, the result is traceless and homogeneous of degree —1 in A and the phase gradients.

4.6.3. Solving the quadratic equation using linear phase functions. Our goal now is to define
coefficients -y, such that the low frequency error term (13) is close to zero. The overarching
theme of the following two sections is similar to other geometric lemmas that have appeared
in convex integration [14], while the specific details are unique to the current SQG scheme.
We will treat the term R, as a lower order term, and will treat the phase gradients V&; as
perturbations of their initial conditions Vé 1, which are constants. Therefore, employing the
approximation
B)\[@I, @7] ~ 6,21A(ﬂ

Asym

[A\VE, —AVE] ~ 2K [AVE;, —AVE)]

A,sym
we are motivated by (13) to consider the following linear system
D 070 DKL [AVEL, —AVE ] = gi(De(M). (23)
Ie{k}xF

In this case, the v;(x, ) = 4; will be constant coefficients and we assume the linear initial
conditions V¢, defined in section 4.1.2. We define a set of constant matrices M as

a3 [-8 0
My =2""5 3/2{0 g

8 0
0 -8

] if k=0 mod 2,

My =2"1573/2 [ ] if k=1 mod 2.
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For any index I = (k, f) € Z x [F as defined in section 4.1.1 we can explicitly calculate the left
hand tensor of (23) in terms of

4 -3
21573/ if [k] =0
il o : -3 4
Ksym(v£(k,1k(1,2))’ =V k) = :4 3
—1z-3/2 : _
2715 if [k] =1
3 -4
[—4 3
21573/ ; 4] if [k] =0
K (Ve ey —Varan) = - (24)
—1g-3/2 4 -3 : _
275 if [k] = 1.
-3 -4

We observe that in either the case [k] = 0 or [k] = 1 the matrix pair is linearly independent
and hence crucially spans the two dimensional space of symmetric, traceless 2 x 2 matrices.
We also note that

- i
K A,sym

AVEL-AVE| = 2K, [VéL-Vé] .
By applying this identity to (23) and recalling §? = \vy?e(f)¢i(t) from section 4.1.6 then for
any k € Z solving (23) becomes equivalent to solving the following equation of matrices

M[k] = &%[k],ﬂ(l,z))i{gm (Vg(k,Jk(l,Z))’ _v§(k,1k(1,2)))

~ il > >
+ W’%mﬂ(z,l))Kﬁym (v£(k,ﬂ’(2,l))’ _vf(k,ﬂc(z,l))) . (25)

The equation of matrices above is solvable by using constant coefficients &(Zlk] R =
22 _ 1 7 ’
Tk =

4.6.4. Solving the cancellation as a perturbation of a linear system. As typical with convex
integration schemes we will perform the error cancellation on a mollified version of the stress
tensor R, as defined in section 4.4. Please refer to [18, section 18] for detailed discussion of
the mollified stress tensor. Consider the term V ;V jRél from section 4.5

V,VRY =V, VRI+v, Y TO6;. (26)
I=(k,f)ELXF

Let e(?) be the lifting function defined in section 4.1.5. Also let M| be the constant matrix
defined in (24) and let B) be the bilinear form defined in (18). Then (26) is equivalent to

2=V, | > Ble.o1-Y ¢0 (e(r)M[f;ﬁ] - Rgf)

I=(k,f)EZXTF keZ

If we drop the double divergence from the above expression then we recover the definition of
Rs from (13). We can then apply the bilinear microlocal lemma 4.2 to Rs to produce
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RY = 3 0j(.0KY,[A\VE, —AVE/]
I=(k,f)€ZxF
¥4

) R y
— Ze(t)qﬁ(t) (M{,fJ - e(t)) + Z‘SBf(x’ 0. (27)
k 1

We will show that on every time interval, indexed by k, the first two summands add to zero
pointwise in (x, 7). Without loss of generality consider any single time interval indexed by k.
We will prove

. . g
> 0 DK [AVEL —AVE]D — e()i (1) (M’[ Ri) =0. (28)

[kl —
Ie{k}xF e(?)

So recall 07 = My?e(t)¢i (1) from section 4.1.6 and that IA(ﬁﬁm has homogeneity order —1 from
(22). By factoring out appropriately we can see that the left-hand side of (28) vanishes if we
can solve
i " . . RJI
Z vaf\’sym[V&, —V&] =M}, — el where e/ = Z;). (29)
Ie{k}xF

We view (29) as a perturbation of our solved linear system (23). Let §2x2 be the space sym-
metric, traceless (2, 0) tensors. For parameters (p;, p,) define the linear map L, p,) : R X R —

§2><2
Ly, pp(X1,X2) = (Mkffsym[m, -pil+ xszﬁsym[l?z, —Pz]) :
If we set
=V, p=Vi, L=kxJ2,  L=[kxJQ1)

then by the calculation (25) we know that £ gz e )(&%1,&%2) = Live, v (LD =My,
1’ 2 1’ 2

Moreover for the parameters Vé 1> and Vé > we know from the linear independence of the

matrices in (24) that £, ¢, ) maps a basis in R? to a basis in Sy.,. Therefore the map
. . 1., 2

[’(Vézl vép isan invertible linear map and by (25)

EEIVEI &) (M) = (1, 1). (30)

Now £(’pi ) 18 amap that depends smoothly on the parameters (p;, p,). Thus we may choose
a constant ¢; > 0 and sufficiently small in the condition (6) such that

1

1
<
4| Mg ||

(V& Ven)

|V§I - Vél| <6 = Hﬁ(vl&l’v&z) - L (3D

Furthermore when we define our lifting function e(¢) from section 4.1.5 we may choose a
sufficiently large constant K such that

-1

—1 —1
e > KRo = lellox <87 1£0, ol

and  [[Myg — €[z < 2[|Mig || o<
(32)
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We combine these two conditions with (30) to get

H(l, 1) — ﬁzlv%v&z) (M — ¢) N
< Hﬁflvézl o) () = £ o =)
+ Hﬁzlvéll i) (Myg —¢) — L',Elv&l 6) (Mg — ) N
< Hﬁ(és}lqu}z) DpHsllLoc + Hﬁ(é&y%)_ﬁ(és}lqvé’z) DPHMMJ — €|z

<1)2.

Let (7,21 , 7,22) = ‘C(V&l ,v5,2)(M[k] — ¢). By our previous calculations we can ensure that 1/2 <

7,21 7,22 < 2 on the time support of ¢, (). Therefore there exists 1/2 < 7y, v, < 2 that solve (28)
pointwise in (x, #). By these calculations we can define the coefficients

Y =(VéLe) e (27,2) (33)

as the unique, positive functions solving
2 il > Rl
> 0. DK W [AVEL —AVE] — e (1) | My — ) =0

Ie{k}xF ¢
from (27). We give C°-norm estimates for v, in section 4.7.1. It follows that (27) reduces to

R =" oB]. (34)

I1€ZxF

4.7 Estimates

4.71. Basic estimates for the construction. We state all of the estimates necessary for control-
ling the corrections.The following proposition is the main new estimate of this section of our

paper.

Proposition 4.1 (Phase gradient estimates). For the phase gradients V&, defined in
section 4.1.2 there exists a positive number, by < 1 such that the conditions (6) on V&, hold for
|t — «(D)| < 7, and such that for all t € R with |t — t(I)| < T, we have the following estimates

[VaDI(VED o S aNWHI=D+/EEl(Zel/2) - for all @) > 0, r=0,1
|VaDX(VED || o S aNUIT2-D+/bgld(Zel /22 for all @] > 0, r = 2.

Moreover the r = 1 bound holds also when using the differential operator Vz D,V z, applied
to V&, where |dy| + |dy| = |d|, and the r = 2 bound holds also when using the differential
operator Vg DN 3, D,V applied to V&, where |d\| + |d>| + |d3| = |d].

Proof. See [18, sections 17.1-17.3]. We note that the choice of by depends only on the
geometric constant ¢; in the first inequality of (6), which in turn implies the second inequality
of (6). O
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Remark 4.1. Due to u being frequency localized by assumption one can identify
u with u, from [18] in this proof. Doing this forgoes the need for any mollifica-
tion factors like what appears in [18], which allows the above estimates to improve to
IVaD{(VED | co SaE(Zel/?y, forall |a] >0, r=0,1,2.

Proposition 4.2 (Mollification estimates). We have the following bounds for the R,
from section 4.4.

|VaDiR. || o SaNFa+-Dr 2l Zel 2y, for all |d) >0, r=0,1
IVaD?R || o <q NZWH1-D1=ld (=l 2y =Dy for all |d] > 0
IR—R.c < ((Ee;ﬂ)e, + egzL) Pr.

Proof. We cite the proofs of [18, proposition 18.5] and [18, proposition 18.7]. Here we
identify the coarse scale flow u, from [18] with u, :=u = T8 because u is restricted to low
frequencies by assumption. Our different choice of mollication factors €,, ¢, in (8) means that
the estimates here are the same estimates from [18] but with N replaced by N 3. The bound
on |[R — R||co comes from [18, section 18.3], which employs the decomposition R — R, =
(R — ne,*oR) + 0, ¥0(R — R ). Here x4 denotes mollification along the flow as defined in
section 4.4 and R, is the spatial mollification of R in section 4.4. |

Proposition 4.3 (Coefficients of the stress equation estimates). For components
of the amplitude < from (29) and ~; from (33) the following bounds hold uniformly for
leZxF

3 (17 P .

IVaDlel| o + || VaDil|co SaNTAH-D e Zld(Zel/2y - forall |@) > 0, r=0,1
3 (17 _

IVaD2e|co + [|VaD2 ]| o Sa NE D22l e, 1 forall |d] > 0.

Proof. For the estimates of €; we cite the proof of [ 18, proposition 20.1] but use our estimates
R. from proposition 4.2. It is important to add that our choices of ¢! from (8) and N from
lemma 3.1 are different from [18] but all of the arguments remain the same. For the bounds on
~; we cite [18, proposition 20.2]. We remark that in the first bound, slightly sharper estimates
hold if the terms are controlled separately but we have combined them together here. ([

Proposition 4.4 (Principal amplitude estimates). For the amplitude 0; from (7) and
the induced velocity vector field uy = TO; from section 4.2 the following bounds hold uniformly
forl e Z x F

IVaDi0rllco + I VaDyurl| co

SGNPNAL WDl 2 forall |d@| > 0, = 0,1
193D co + | Vel co

S ANV2BPNA =D 2D (el e for all |d] > 0.

Proof. First we recall from section 4.2 that u} = 6;m'(V&;). The bounds for u; follow simi-
larly to the bounds on 6, so we restrict attention to estimating ;. The following calculations
are outlined in [18, propositions 21.1-21.4]. They follow the basic scheme that the bounds of
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0y are roughly a rescaling of the estimates for ;. For example we give a calculation of D?6;.

D} = D; {A“zw, 0 ("f) e‘”(r)]
= A2y, 002 [ e 0] + N2D2 [, 0] e (0
+ 202D [ (6,01 0, |1 ()

= A+ Ay + Ann

We begin by estimating the first term using our bounds from sections 4.1.3, 4.1.5 and

proposmon 4.3. We will also need the observation that = _e}/ : < 7! thatis due to our definition

of b~! > 1 in section 4.1.3.
[Vahillco £ X2 Vaullcor Dy
<d)\1/2NZ(\5\+17L)+5\5\7_72})11?/2_
We can also bound the second term using the estimates from proposition 4.3
IVahnllco Sa M| VaDi | 0Py
< )\1/2N2L(\a\+1 L)+~\a\(~ 1/2)6—1})11?/2.

For the third term we use a combination of proposition 4.3 and the definitions from
sections 4.1.3 and 4.1.5.

IV aAm| o Sa 27 ' BRI VaD vl co
<. )\I/ZN%(WHlfL)JrE\d\ (Ee}/z)T*ID}Q/Z

Finally, we compare these bounds by proving that 7' < By and 772 < Bi/ 2(Zel! e, !

with implied constants that only depend on ¢ from the deﬁmtlon €, given in section 4.4. We

3/4 -1
t

start by proving 77! < B3/4 .

1/4 3/4 3/4
< 33/4 LIPS by Dl/“N Zel/2 531/4]\,3/253/2})11?/2 —
u

—

pl/4

3/4=3/211 /4 1/4 773 /4 3/4n73/223/21/2
B =P PYANYY < BY NP =3 2y = _in
R

< N4, (35)

The last inequality holds due to the assumption N > % > 1 in the main lemma 3.1. Next we
32g 121,
t

=

verify 772 < B,

1/2 ,3/2
72 < B2 MH < B3/2~ 1/2N3/2~3/2Dl/2
~ “A u t Dl/2

Py’NY?=3p!/2 < 23p AN = 1 < 1.
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The last inequality holds for a sufficiently small constant, ¢, taken in the definition of ¢, of line

(8). Now that we have shown 7! < BY*¢; ! and 72 < BY*(Zes/*)e;! we may apply this to

compare our previously found bounds of V A}, VA1, and V;Ay. Doing so and taking By, > 1

so that Bi/ 2> Bi/ * gives the claimed bound on | VaD20;]| co. O

The following Proposition is the main new estimate of this section of this work.

Proposition 4.5 (Bilinear microlocal correction estimates). Let L > 2 and assume
the following bounds for the coarse-scale velocity

|V aul| o g NUA-D+/EZALL2 - for all |d@) > 0. (36)

For (53{1 defined in section 4.2 and D, = O, + u'V; the following holds uniformly in
leZ xF

IVaD{ 6B || o <aBy'NT'NTH2 L4 Zldppr—r  forall @ >0, 0< p< 1.  (37)

*
‘We note that the bound Bp = % obtained in the C° bound above is consistent with an SQG
scheme aimed at the optimal regularity?.

Proof. We recall the definition of 6B; from lemma 4.2

8B (x,1) = / eAVE eI AVGW I gl Ty, 1 10;(x)Y (x, hy)dhy dhy
R2xR2

,sym

[h1, hal01(x)Y (x, hy)dhy dhy

+ ei)\Vgl(x)hl e—i)\Vfl(x)hz K{[g .
R2xR2 "y

b [ T PSRyl )Y G ) d
R2 xR2

A,sym

=A;+ A +An

1
Y(x,h):= / d [eiz(r*x’h)e,(x — rh)] dr
0 dr
1
Z(r,x,h):=r\ / IV V€ (x — sh)(1 — s)ds.
0

We show the bound for just || VzD/Aj| o, with 0 < p < 1, as the corresponding bounds on Ay
and Ay are similar. To aid in the computation, we first decompose Y(x, ) as

Y(x,h) = Yi(x,h) — Yo(x, h)

1 1
Yi(x,h):= / gl Ztreh) {D\ / hehPN Vo€ (x — sh)(1 — s)ds | 6;(x — rh)dr
0 0

1
Ya(x, h) ::/ e? 7 0,(x — rh)h® dr.
0

3 In contrast, the approach to the analogous bound in [3, section 5.4] relies on the closeness of &, to its linear initial
data, and falls short of the ideal bound.
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We return our attention to bounding the integral VzD/A; in VzDY 5B{l. Consider

(A1, h2101(x)Y1(x, hy)dhy dhy (38)

A= / GAVE Ry o—iAVE (x)hy Ki‘cs .
R2xR2 Y

(A1, h2101(X)Y2(x, hy)dhy dhy. (39)

. IANVE(x)-hy A —iAVEN(x)-hy il
X

For the sake of brevity we will just discuss how to show the claimed bounds on V;D/(38).
By similar methods one can prove the same bounds on VzD!(39) and by linearity we obtain
the bounds on V;D/A;. Hence we consider just the term VzD? (38). Using the product rule for
VaD! we may write

1
VaD{(38) = > / dr / Vg Dft eV
70 R xRR:

a1 +-+dg=
Pt pe=p

x Vg D} e V& Kfsym[hl, hs]
- Va, D 2N DIZ(L, x, hy)Va D) 0,(x — rhy)
X VJGD{)(’Q[(X)CUH dhz (40)

We begin with estimates for the first factor in (40). We expand this term using the (combina-
torial version of the) Faa di Bruno formula as follows

iIAV -h B
Va e Va0 <; 3 |h1“”"\wHHV‘ ‘V&Hco'
mell(|a;|) Ber

In the line above TI(|d)|) is the set of all partitions of the set of positive integers {1, ..., |d;|}.
For a given partition 7w € 1I(|@, |), we call one subset, B € , a block and we let | B| denote the
size of the subset and || denote the number of blocks in 7. We apply proposition 4.1 and get

Vg, e Va0 | < Z |y |17 Al HN(‘B‘“_L”/LE‘B‘.

mell(|d;|) Bem

We now recall an elementary counting inequality, which states that for any x;, M € RT,
1 <i<m, we have Y1 (x; — M)y < (X1 x) —M)+. A proof can be found in [18,
lemma 17.1]. Applying this inequality with M = L — 1, and using that > ,__|B| = |a,| gives

|v51 eAVE()-hy ‘ Sﬁl(l + |h‘\51\)\\51\)]\](\51\+1*L)+/LE\51\. 41)

Next we treat the advective derivative of the first factor in (40) using a combination of the
Leibniz rule, the Fad di Bruno formula, and our estimates from proposition 4.1
C0>

Ve DT <o 5 STyl (HHVBV&’
Ber

El +52:(717FGH(‘51 D
)

551 Z Z |hl‘\'n\+l>\\w\+l

ElJrEQ:t_l‘lﬂGH(‘E] )

< (ImIA| V5,0V
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<1 (N<\B\+1—L>+/LE\B\)

Bem

% (N(\szlfL)Jr/LE\bz\(561/2))
L))

In order to simplify this expression we can combine the exponents of the N factors. We apply
the counting inequality with M = L — 1 and use that ) _,__|B| = |d;| to get
|V, Dy Va0 | < (W)\ + |h“‘71‘+1>\‘51‘+1)

x NUa+1=1) /Lzla] (Eel/z) )
Combining estimates (41) and (42) gives

(42)
V2, DY) eNVErIn| < (1 4 |h‘\51\+ﬂ1/\\ﬁl\+m)
x NUARID) g (l/2) ™, (43)
and the same bound holds for the second factor in (40)

V3, DY e Va0 | < (1 + |h|l@l+e2 )\\52\+ﬂ2)

x N(BH10) (gl (Zl/2) ™, (44)
Next we prove the bounds on fourth factor of (40), VzD?*Z(r, x, hy), by direct calculation. For

the bound on the spatial derivative, we use proposition 4.1 and = = B;lN ~! X to obtain

\VaZ(r, x, hy)| S AR ||VaV2& || < BN NP N2 D/l
where the constant is independent of r. For the advective derivative bound, we need to
approximate the value of #'(x) in D, by the value of u' at a nearby point. For example

(0 + ' 0)Vi) Vo Vi&i(x — shy)

M=L-2

= DV Vi&i(x — shi) + (u'(x) — ' (x = sh1)) ViV Vip&i(x — shy).
We can control the second term with Taylor’s theorem and the counting inequality with

(1 (x) — ' (x — sh1)) ViV, V& (x — shy)

1
—sh§ / V' (x — oshy) doV;V V& (x — shy)
0
|Vg4(45)| 554 Z ‘h]‘ |:<Ee3/2) EEIN(b1+1L>+/L:|
(b1 |+ b2 | =ds|

X E‘EZ‘+2N(‘EZ‘+3_L)+/L
V2, (45)] S |2 5H2N0B-D L (2112

(45)
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We use N(@+3-D/Lz < NUasl+2-D4 /L) and E @I+ = BHIN-T\ZEI%! (o obtain
5 2
IV, D Z (r,x, ) | Sa Ay P2 (Ee;ﬂ) )
' [N(@HH)* + 1{p4:1}\h1IN(“74‘+3’L)+/LE}
Say BYINT! (| PA? o+ [Pz

x N0 g (Zl2) ™, (46)
Next we compute a bound on the third factor, Vz, D}* e+ as follows

vdzeiZ(r,x,h1)|§d3 Z )\‘ﬂ"hl|2‘W‘N(‘53‘+27L)+/LE‘53‘+‘7T‘
WGH(W}D

<a (1 + A2‘53‘|h\2“73‘) NUasH2-L) /L]

|Va, Dy e?0m| <z - ‘vgl ? L DZ (1, x, )] ]
by +by=as
S Y. D (H\VBZ@,x,hI)D
51+52:53nen(\1?1\) Ben

x| V5,DZ x| (47)

If we apply this calculation, proposition 4.1, the assumed bounds (36), and the counting
inequality with M = L — 2 to (47) then we get

|Va3Dz eiZ(r,x,hl)’ <a (|h\2)\2 n \h|2‘53‘+2>\2‘53‘+2)
« NUa1+2-1) /L=a] (Ee}/z) ,
and then
|V53Df3 eiZ(r,x,h1)| < (1 n ‘h|2\d3\+2)\2\63\+2)

x N2, g (2012) ", (48)

For the fifth factor in (40) we again approximate u(x) in D; by the value u’(x — rh) at a nearby
point. We use propositions 4.1, 4.4, (36), and the counting inequality with M = L — 2 to get

|V (0, + u' (x) V)70 (x — rhy)|
<|[Vas D01l o + [Vas [((0' () = ' (x = rhn) Vi) 6r (x — rhn)] |
Say SN D (1 0f2) AP, (49)

The last factor in (40), Vz D/°6,, can be controlled by a direct application of proposition 4.4.
We can combine this bound with our previously found estimates (43), (44), (48), (46) and (49).
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Then applying the counting inequality with M = L — 2 with the Kernel scaling estimate from
(20) yields

OIS / ar (A dlK i ol

ap+-- +a6 a
p1+--+pe=1

P1

?)
1)
)

. (1 + ‘h|\51\+p1)\\51\+ﬂ1) NUa@l+1-0) /L=ja| Ze!

[I]

P3

1+ ‘h|\52\+p2>\\52\+ﬂ2) N(\52\+1—L)+/LEM2\(

P4

|h\2)\2 + ‘h|2+ﬂ4)\2+f?4) N(\d4\+2—L)+/LE\54\ (E 1N*1

. (1 + ‘h|2@‘+2>‘2%‘+2) NUa@sl+2-1) /Lol Ee /2
(1 + ‘h|>\) NZL(\asH'ﬂs-‘rl L)Jr ‘QSD\I/ZDI/Z b

1+ ‘h|)\) NzL(\aﬁ\+ﬂs+l L), = ‘a(")\l/le/z e
140l o < BN EANE (A2 p o

where in the last line we used (Ee}/ 2) < 77!, This bound completes our work for estimating
one summand of V;D/A1. The other summand (39) may be handled using the same approach,
but in this case the factor B;lN ~1 arises from the estimates for h*V 6;(x — rh). By linearity
and our estimates of (38) and (39), we get the claimed bound (37) for V;D{A;. The remaining
integrals Ay; and Ay may be done by an identical calculation. Hence by linearity we have our
claimed bound for V;9B;. O

Proposition 4.6 (Microlocal correction estimates). The following bounds hold uni-
formly forl € Z. x F

1VaD; 661 co + [ VaD1éus || co

< NPBIINTINEE2 D Zlpl2 = g il @] > 0, r=0,1
IVaD7 501 | co + || VaD; duy| o

<G N2BIINTI N (2D =l pl2 (=21 for i |d] > 0

Proof. For the same reasons as those given in proposition 4.4 the calculations for du; are
comparable to those for 6;. Hence it will be enough to discuss the estimates for 66,;. These
calculations are done via direct calculation (see [23, lemma 7.5], which uses the same microlo-
cal lemma and an analogous scalar correction). Hence all of our estimates follow from our
previous estimates on V&, from proposition 4.1 and 6; from proposition 4.4. (]

Proposition 4.7 (Correction estimates). Ler U, = TO,. The following bounds hold
uniformly forl € Z. x F
IVaD; Oyl co + [|VaD; Ui| co
Sial )\I/ZH‘?‘D}{/ZT” forall |d >0, r=0,1

3146



Nonlinearity 34 (2021) 3122 P Isett and A Ma

IVaD; 1|0 + [ VaD; Ui o
S BYPAVHAD A=)t for all |d] =0

Proof. Consider ©; = /(6 + §6;) :=¢*¥16,. Observe by propositions 4.4 and 4.6 that 6,
satisfies the same estimates as 6; (but with larger constants) since the bounds for 46, are lower
order. The proposition then follows from the formulas

D,@[ = ei)\&D,éb D%@[ = eiM’thél

by appealing to the bounds from propositions 4.1, 4.4 and 4.6. The bounds for U, follow
similarly. (]

4.72. Weighted norm. For the purpose of a shorter presentation we introduce the following
weighted norm that was used in lemmas 4.1 and 4.2 of [19].

Lemma 4.3 (Weighted norm). Let D, = 0, + T'0V, be the advective derivative with
respect to 0, l*)t =0, + TV, be the advective derivative with respect to =6 + O,
/2
A = B\N= as deﬁned in section 4.1, and define eu . ()\DR)I/z. For each advective deriva-
tive D, € {Dt,D,} define the weighted norm He {H, H} by
GDIF
H[F] = max max u
0<r<1 0gal+r<L )\‘a‘(AO )
Furthermore H [F satisfies the triangle inequality H [F+G] < H [F] —|— H [G] and the prod uct
rule H[FG] < H[F] . H[G]. The weighted norms are also comparable H[F] < H[F] < H[F].

Proof. The proof is identical to the proof of [19, lemma 4.2] but with 7/[©] = U’ identified
~ 1/2
with V!, T/[9] = ' identified with both o/ and v/, and &, identified with ¢/, O

4.7.3. The second order anti-divergence operator bound. The lemma below is needed for
applying the order -2, second order anti-divergence operator from section 4.5.1 to frequency
localized scalar functions. This estimate is from [19, lemma 4.3].

Lemma 4.4. Suppose Q : R*> = R is Schwartz and satisfies the following bounds

ma)s Ai(‘b‘i‘a‘)uhang] HLI(]R2) < A_l
o<lal<Ibl<L

1/2
for some real number A™' > 0. Let H be the weighted norm, Z,, be the energy quantity, and
D, be the advective derivative as defined in lemma 4.3. Then for any smooth U on T? we have

B o 1/2
HIQ* U] < A~ (|U|co o8 1|D,U||co) |

Proof. The proofis identical to [19, lemma 4.3]. We present a table where terms used in the
proof of the [19, lemma 4.3] are listed in the top row and must be replaced by the corresponding
term in the bottom row for doing the analogous proof here.

l H[]| D] e | ey | N> (en/e,)? ]

HI[ Dy [ ew | € | N> (en/eu)?
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1/2
The last column of the table is the condition N > “/; that appears in [19, lemma 4.3] and must
€y

o2 2

1
replaced by the conditions N > “ for the proof here. The condition N > “4/; follows from
2 U

the assumption N > D, /Dg made in the main lemma 3.1 and by taking B), 1 in the definition
A= B)\NE. O

Corollary 4.1. Given the second order anti-divergence operator R/ :pO(TZ) — C(T?)
defined in (14), a frequency projection operator P to frequencies {£ CR?: \/10 < [€] <
10\}, and any smooth U on R? we have

» _ o 12
H[R'P\[U1 < A2 <||U||Co+(>\eu ) 1||DtU|Co>.

Proof. The result follows immediately from lemma 4.4 by taking A~' = CA™2. We can
define A" in this way due to the frequency support of R/ ]

4.74. Estimating the stress errors. Recall from (9) that the new stress R will be decomposed
into four terms. We begin with estimating the term Rr.

4.75. Transport stress estimate.

Proposition 4.8 (Transport stress error). The symmetric trace-free tensor R4’ defined
in (11) satisfies the estimate

H[Rr] S (BANE) 2Dy (Zel/ b,
Proof. Recall from the discussion in section 4.5 that
V,ViR} = D,0 + T'[O]V,6. (50)

Since the right-hand side of this identity has mean-zero on T? there is a well defined stress
term

Rr=R"[0,0 +T'0V,0 + T'OV,]

as stated in definition (11). The frequency support of 6 and u is supp 6uU supp it € B=(0)
whereas © has frequency support in an annulus of size A as explained in section 4.1.4. There-
fore the argument of R above has frequency support in {¢ € R?: \/3 < |¢] < 3)\} and we
may replace R by RPx, for the appropriate frequency-localization operator P~). Corollary
4.1 then gives

H[R1] < \72 <|(50)||C0 + (A§u1/2)1|D,(50)||Co> )

The term ||(50)|| 0 equals ||D,0 + T'[©]V,0|| 0. By proposition 4.7 and definition 2.2
1500 S ADR)277" + (ADR)2(Ee,/?) S (ADR) /277 (51)
Additionally, we can estimate the term ||D,(50)|| co as

|1D:(50)||co = ||D?© + D,U'V,0 + U'D,V 0| o (52)
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We can control this quantity using proposition 4.7, definition 2.2, and a bound for D,V,6 that
follows from the SQG-Reynold’s equation #. From the SQG-Reynold’s equation we have

D\V,0 = VYV VR — (Vi )(Vb)
and by definition 2.2
1DVl co < 2D + (Zey/?)? < (Zey/ D)7
Using this bound with proposition 4.7 and definition 2.2 we can see that
152)]|c0 < BYODR)2Eel /P! + (ADR) 271 (Zel/?)
+ N D+ (ADR) A (Ze /).
By our definitions of ¢, 7 stated in (8) and section 4.1.3 respectively it follows that
(Zel/?? < (Bl < BY (Bl e,

= 1/2

o 1)2
where 77! < ¢! follows from (35). Next we show that Bi/z(ueu e, ! < 3;3/4)\@, / L

1/2
B Gl < B,

— BYAEHNLE DY < B YA BWINE) YA )b !

1/2p3/20372\ /2
_ b, "B/"N
<:>1§B)\3/4(RD)1\/2>

1/4
— b/ < N34,
py* "~

The last inequality holds due to the assumption N > D,/Pg in the main lemma 3.1. In
summary, we have shown that

1/2
1652)|eo S Pr)' /2B, (Az“ / )
By combining our estimates for (51) and (52) we conclude that

HIR] S A720Bp) 1!+ B A2 0bp) 2! < 42D (el

O

4.7.6. Hifrequencyinterference stress estimate.

Proposition 4.9. The symmetric trace-free tensor Rﬁ defined in (10) satisfies the estimate

H[Ru] < bbg.

As is usual in convex integration arguments, the estimate of the high-frequency interference
terms relies on extracting a cancellation that is based on the waves behaving to leading order
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like steady-state solutions. The key computation (line 60 below) differs from [3] since we do
not employ the momentum form of the equation.

Proof. Recall that R, := R/ |3 121UiV10; + U;V,0;| as stated in equation 10. The argu-

ment of R above has frequency support in {£ C R?: \/6 < |¢| < 6A} due to the localiza-
tions in frequency and angle of the scalar corrections and velocity corrections defined in
section 4.1.4. In particular, R may be replaced by RPx) so that corollary 4.1 applies.

Since Rﬁ is given by a finite sum then by linearity it will be enough to show the claimed
bound for a single summand. Let a single summand be Rﬁ(,’ 5 =RNUV,©, + U)V,0,]. By
corollary 4.1 this quantity is bonded by

jl -2 o 124
H[Rij pn] S A I1GD][co + New ) IDi(54) ]| co (53)

VjV[Rﬁ(”) = U}VIG)J + U§V1@1. (54)

We begin with estimating [|(54)[|co. Recall from the definitions given in sections 4.2 and 4.1
respectively Ul = e (ul + ul) where ul = 0;m'(AV¢)), and ©; = €% (0; + 66;). It follows
that

UV, + UiV,0; = XeMa+) [Vi6,ul6, + Vi 6] >
+ XD [7,6,u50, + Vi€ 50;) oo
+ AN [7,8,651L(6, + 56,)+ Vi&iou (O + 56))] (57)
+ e Ty + 6up)'V (05 + 607) + (uy + Suy)' V(0 + 56))] .
(58)

By propositions 4.4 and 4.6 we see that ||(56)| o, [|(57)||c0 S AEDg and ||(58)]| 0 S A=Dk.
We will see that these terms are lower order in \ relative to the leading order term in A\, which is
[1(55)]| co- We consider the term (55) and we calculate the amplitude of this wave, V,&;ut0; +

V.&uh0;, by taking m'(€) = is'¢,/|€] for € € IR? from definition 2.1.

Vi&uiy + V&bt = i60,0,¢ (V& | V&N VI + Vi | VE|TIVIE)
(59)

By the anti-symmetry property of €/ we see that €“(V £, V&, + V£, V,.£;) = 0 and so we
can add a scalar multiple of this identity into the previous line to obtain

(59) = i61:e (Vu&gVies (V& = [VEI™) + V& VGV = [V6]) . (60)

In (60) we have introduced é I é 7> which are the linear initial conditions to &, §, respectively as
defined in section 4.1.2. We have used here that |V&;|~! = |[VE;|~' = 571/2.In order to control

(60) we will use ’|V§1\‘1 — V&L ||VE | = |VE|T!| < b. This fact comes from a direct
calculation of ¢; that also holds for &;. To start we show that ||D,(|V&| ™D 0 < (Ee'?).

>

D(|VE|™) = —|V&|PVED V. = IDAVE] Do S (Zel/?).  (61)
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Where the inequality uses proposition 4.1 and the condition |V¢,| > 1 from (6). Then
Vel = 1VéI™ < [ 1DV ds S @l = b, 62
0

We can apply this bound along with the estimates from propositions 4.1 and 4.4 to (60) to
conclude that ||(60)||co < AbDg, [|(55)]|c0 < A\2bDg, and finally

A58 o S bPk. (63)

We also estimate the term || D,(54)|| co by direct calculation. For the sake of brevity we will only
present calculations for estimating the advective derivative of the first term (55), and the other
terms are similar and lower order. We observe that the advective derivative of (55) is equivalent
to

Di(55) = AN [(D,V,€) by + (Vi) ] (64)
+ NPT [, (D) 05 + Vi€ (Dodh) 0] (65)
NGRS [v[&uﬁ (D)) + V&, (Dtel)] : (66)

We directly estimate each term in C°-norm using propositions 4.1 and 4.4 to obtain
ID:(59)|co < A*Pr ((563/2) + T_l) < NPl

o1y 1
All that remains is to verify that A\~2 ()\ebl/ 2) A’Dg7 ! < bDg. This is equivalent to checking

71571 < Xey/? via the calculation

1/253/2
el < po12 =3/2pl/2 (DR B? N3/2>
~ u u Du/z

SBWE DY =151
As aresult we have
A2 (AZ;/Z) D550 < BB
By similar direct calculations of the other terms D,(56), D,(57), D,(58) it can be shown that
A2 (Aéj/z) " ID5#) 0 < 5D (67)
and by combining (63) and (67) with (53) we conclude the claimed bound on H[Ry]. O

4.77 Low frequency stress estimate.

Proposition 4.10. There exists a symmetric tensor, Rg as defined in (13) that satisfies the
estimate

H[Rs] < B,'N 'Px.
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Proof. Recall from section 4.5 that the low frequency stress error is defined as

R:= > Bl[0,67]— 1) (eMy) — RI) = > 0B/,
I=(k,f)€ZxF I€ZXF
where the last equality holds due to the calculations of section 4.6 and is stated in (34) and
where 6B} is defined in lemma 4.2. Therefore it is enough to compute H [Z Ic ZX@B{I} directly.

Due to the partition of unity in time {$?(f) }scz that appears in the definition of ; and in the
definition of 6B/, Rs is a locally finite sum in time. Hence for 0 < |@| < Land r = 0, 1

HVaD,’ > 6B]

< sup. VD 6B | o <q By N~ NzaH 1D glalp, -
I€ZXF IeZx

c0

In the last inequality we used proposition 4.5. We remark that the coarse scale velocity assump-
tions of (36) are satisfied by the flow u = T[] with the assumed bounds by the frequency and

energy levels in definition 2.2. Next we show the inequality 7! < B */*)¢,!/? holds due to
the following calculation

1/23/27 372\ /2
B 1/2 b, "B/"N _
7 < B, xe, ? e 53/2}33/2<R$> < B,*(B\NE)**D}*

P12
/ 3/4
= 7z SN
R
The last inequality holds due to our assumption on N > D, /Dy from the main lemma 3.1. By

using the inequality N3z (d+1-D+ =19l < Nl for 0 < |d@| < L and the inequality 7! < e, !/2,
we have that

< By 'N '

H[Rs] = [ Z B]

IeZxF

4.7.8. Mollification stress estimate.

Proposition 4.11. There exists a symmetric tensor, Rl{f[ as defined in (12) and there exists
a constant By > 1 sufficiently large so that the following estimate is satisfied

GPy b/

H R =——
(Rl < T000° PN’

where G is the constant defined in the main lemma 3.1.

Proof We follow the calculations outlined in [18, section 18.3]. Recall from lemma 4.3 that

H [Rm] < CoH[R\m] for some positive constant Cy and from (12) and section 4.4, Ry :=R — R..
We begin with the Oth derivative bound from proposition 4.2:

CollRuleo = CollR = Relleo < CPr ((Zel/)e, + eb=")
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for some positive constant C independent of B). By our choice of mollification parameters
in (8)
3 _

€ = coN_ﬁEfl, € = coN_3/zE’3/2DRl/2
and by taking the constant ¢o > 0 sufficiently small we obtain the bound Co||Rm| 0 <
D1/2D1/2 1/2D1/2 6Dy D,l/4
00N “ooon3 2 S Tooo if and only if P
holds because of the condition N > D, /Dg in the main lemma 3.1 so we are able to conclude
that

We observe that < N3/*. This second condition

Gbr
1000°

Col[Rulleo < (68)

Our next step is to show estimates for Cy||VzRm|| o in the case 1 < |d] < L. In this case we
use proposition 4.2 and the frequency and energy levels assumed in the main lemma 3.1 to get

Col| VaRmllco < Co ([ VaR|| o + [|[VaRe|| o) < CEDp

.. .. . —|d| |al
for some positive constant C that 1s 1ndependent of B. It remains to check CZ¥Py < 2 1(%}0)R .

This is equivalent to checking C= M < m By the definition of A > B\NZ in section 4.1, the
assumption |d| > 1, and by taking a constant By, > 1 sufficiently large we have that

dl

‘
—

C C1 1 G
G < < <

B\N ~ BN "~ 1000N ~ 1000

=

Where in the last inequality we have used the condition on N > 1 from the main lemma 3.1
and the fact that (D, /D) /4 < 1. We have now shown

[VaRm|lco _ GPr
<

C e ,
0\l 1000

for 0 < |al <L (69)

Lastly, we want to show an estimate for Cy||VzD,Rum|| 0 for 0 < |d] < L — 1. By proposition
4.2 and definition 2.2

Co||VaDiRu|co < || VaDiR|| o + || VaDiR || co < CEDR(Zel/?)

for 0<|d|<L—1 and some positive constant C independent of B). The N > D,/bg
assumption 1mphes eu/ / : . Using this bound, the previous bound, and A\ > B)\N= shows
. =lipy (=,1/2 =
IV aD:Ru|| co <cS br(Ee) ") CDR::E%.
A By N

v (he?) A (xe?)

We observe that if B), is a sufficiently large constant then - B < 10100 and % < GDg because
of the condition N > D, /Dy from the main lemma 3.1. Therefore we have the estimate

oI VaDRullo _ GBy

<lal<L-1.
o S 00 Pro<la<L-t (70)
Al (Aey

By our three estimates (68)—(70) we can conclude the claimed bound
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Gby
1000

[RM] CoH[R\] <

4.8. Verifying the conclusions of the main lemma

In this section we verify the conclusions of the main lemma 3.1. We begin by Checking that
the new SQG-Reynolds flow (9 ", R) has frequency and energy levels below (H, Du, DR) First

consider the new Reynold’s Stress R By lemma4.3 H [R] CH [R] for some positive constant
C that is independent of B). By propositions 4.9, 4.8, 4.10, and 4.11

HIR] < C(H[Ry] + H[Ry] + H[Rs]) + H[Ry]

Gbg
1000

< C (bbr+ BANZ) D

(Zel/Hb! + B;lN—‘DR) +

Recalling the definitions from section 4.1.3 and main lemma 3.1

pl/2 12 D1/4
b=—t ) by, G=—r—
Py BN ) Py N/

and by taking B) > 1 sufficiently large the last sum will be small enough to ensure that

* ok GDR
HIR] < .
[R] 0

By the definition of IfI [-] this shows 1*2 satisfies the bounds of definition 2.2 for the new
frequency-energy levels (2, D,,, Pg). Additionally we check that 6, i satisfy the desired bounds.

We present only the calculations for 6 as the u calculations are completely identical. For
0<|d<Landr=0,1

VaDi0||co < [[VaDi0l|co + [|[VaD;O|| o
E\a\+1/zD1/2(~e1/2)r + )\\am/le/Z -
We note that the first term above is less than the second term due to the fact that =/ < )\
and Z'/2P!/2 < )\‘/ZDI/2 — (b L,/DR)I/Z < (BAN)'/? which follows from our assumption

onN > / Dy in the main lemma 3.1 and by taking By > 1. By these inequalities we have
that for0 < |[d| < Land r =0, 1

A i 12 _ e o '
IVaD}f]co S NH12py27r <SGl (=ei/ ) ’

where again the last inequality holds for a sufficiently large choice of constant C. We have

now shown the claimed frequency and energy levels (6, Zt, I*?) < (E,Db,,Dg). Next we will
show the claimed bounds of A~'/?© and W’ where A~'/?© = V,;W'. Recall from section 4.1.4
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that the scalar correction © has a frequency supp in the frequency band of scale A. The com-
pact frequency supports with standard Littlewood—Paley theory and proposition 4.7 gives the
following estimate for |d| < 1

[Vah 200 £ AT 12(0]| o £ AR,
By taking C > B, sufficiently large we get the claimed estimate from the main lemma 3.1.
|VaA~"20| 0 < CND) D>,

Next let R' :=(—A)~!'V' be a first order anti-divergence operator and let Py be an operator
that localizes to frequency {|¢| ~ A} such that © = P,O. Define W' := R'P\A~'/26. Then

Wil = [R'PAA 200 S AAT20]| 0 S XD

By using the definition of A > B)\NZ= from section 4.1 and by taking C>B » sufficiently large
this shows the claimed estimate from the main lemma 3.1

[Wi|lco < CNE) "Dy
Next we consider [|§,A~"/?0| co. We begin with the term 9,A~'/?0
OGN =A"2DO -~ ATV (u'V0) . (71)

Consider the first term (71). We observe that D;© is also supported in frequency at scales A
due to the how u = T8 and 6 is supported at scales = < A as stated in definition 2.2. By the
frequency support and proposition 4.7

IA712D,0l|c0 S AT2Di0l o S ATVANPDY T = P

For the second term in (71) we again use the fact that the function #/V,0 is supported in
frequency at scales \ to obtain

1A (u'V,0) [l co S A2 [lufl ol Vi8]l o < el XDy
In total we have shown

10472000 S B (77! +Ael).

We now compare the time scales and we verify that 77! < B;l/ 4>\e,ﬂ/ * with the calculation
below:
B D1/4B3/4N3/4
' < B, l/4>\ebl/2 =b'S BiMN = by D?/Af
1/4
3/4 by 1/4
<BY'N = N < NVA,

Where the last inequality holds because Dr/D, < 1 and N > 1. By this calculation we can
obtain the claimed estimate by taking a constant C > B, sufficiently large to get

1071200 < DY Xey/? < CDY*(NZey/?)
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All that remains to check is the time support of condition (4). This containment follows from
the time support of the lifting function e(f) defined in section 4.1.5 and by verifying that
€ < (Zes/*)~", which in turn follows from the definition of ¢, = coN=/2Z¥/?DP}? in (8) and

the condition N > b, /Dg from the main lemma 3.1.

5. Main lemma implies the main theorem

In this section we prove Theorems 1 and 2 using the main lemma 3.1. Before applying the main
lemma 3.1 we fix the parameter L = 2. Given 0 < o < 3/10,0 < 8 < 1/4, we will produce
by iteration of the main lemma a sequence of solutions (), R)) to the SQG-Reynold’s system
such that Ry — 0 uniformly in C'(R x T?), the time support of 0O is contained in the interval
Ju» and the sequence of functions {A~'"/26, }ren converges in C/'CY N COC(R x T2). We
remark that the non-triviality of our constructed solutions will be a consequence of the h-
principle proven in section 6.

5.1. The base case k =0

Fix a, f be such that 0 < o < 3/10,0 < 8 < 1 /4. For stage k = 0 we assume that (60, R())
are any given smooth, compactly supported SQG-Reynolds flow on R x T? (possibly 0). We
assume also that the support of the spatial Fourier transform supp 6 is bounded in frequency
space, uniformly in time.

Let J(p) be a nonempty time interval containing the support of (6(g), R(0)). We choose a triple
of parameters (E(o), D0, DR(O)) that are admissible according to definition 2.2 of the frequency
and energy levels. Namely, take Dg() to be any number Dr() > ||R)|| 0, and set D, to equal
ZDPrg), where Z = Z, g > 1 is chosen to satisfy conditions (74) and (76) below. Finally, take
E(o) sufficiently large so that the remaining conditions in definition 2.2 are satisfied.

5.2. Choosing the parameters

We iterate the main lemma 3.1 to produce SQG-Reynolds solutions (6 ), R)) that are bounded
above by the corresponding frequency and energy levels (E(k), D)., DR(k)) . We also impose the
ansatz

5}
Dot 1) = %") for all k > 0. (72)

The parameter Z = Z, 3 is chosen sufficiently large to guarantee the conditions (74) and (76).
To achieve this ansatz we must choose the frequency growth parameter N to be

N = 75/3. (73)
Note that by the ansatz, after the kth application of the main lemma 3.1 Z = % _ Dy

R(k) R(k)
and it follows that after the k 4 1th application of the main lemma 3.1

Zl /4 DR(k)
Dre+1) = GyPray = WDR(k) =z

Hence by our choice of N we can maintain the ansatz for all k£ > 0.

3156



Nonlinearity 34 (2021) 3122 P Isett and A Ma

5.3. Regularity of the solution

In this section we will show the convergence of {A~"/?04}ien in C/CO N COCH(R x T2)

for the given a, 3. As a consequence, we have strong convergence of 0 in L2H "2 which

implies weak convergence of the nonlinearity V;[0, T'[0]] — Vi[0T'[0]1in D' (R x T2). Since

\Y jV[R{Il() — 0, the limiting scalar field 6 is therefore a weak solution to the SQG equation.
We first calculate the C(T?) regularity. Define the partial sum

K
AP =D AP0,
k=0

where O, is the scalar correction from the kth application of the main lemma 3.1. From this
definition it follows that

A2l ce <

K
A0l co
=0

k

and it will enough to show a bound on [|A~/201)||ce that decays exponentially in k. We
may interpolate between the estimates for |d@| = 0, 1 derivatives given at the end of the k + 1th
application of the main lemma 3.1 to obtain the following bound for a € (0, 1)

IA™200s 1 lles < CNEw) Pyipy-
Define the upperbound quantity
= \apl/2
Enget1) = (NZ0) " Prgp

so that [|[A™"?0 41| ce < Z‘EQ(HI). We will show that this upperbound E 1) decays expo-
nentially in k for an appropriate parameter ce. We apply the ansatz (72), our choice of N = Z°/3
from (73), and the frequency and energy levels from the main lemma 3.1

- «
Eorry = 2%/ (CNE(k—l)) Z_l/zDzle{/in

10a—3

=CZ % (NZaon) "Priyy

10a—3

za’“Z 6 Ea(k)~

10a—3
. P 10a-3 ~ 6a__ 6
Now we observe that Eqp+1) < Eqq if and only if C*Z7 6 = (C T00—3 Z) < 1. For a

given 0 < o < 3/10 we choose the parameter Z > 1 sufficiently large so that

(am%z) <1 (74)

It follows that, with Z as above, the upperbound quantity E,+1) decays exponentially in k.
Hence for the function A~'/26 := limg . A_I/ZG(K) and the given o < 3/10,

o0

max|[A™20)l ey < 3 max||AT! 0|y < oo,
k=0
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Next we establish the C/ CY regularity. By interpolating the estimates at the end of k + 1th
application of the main theorem 3.1 again we obtain the bound

N B
HA_W@(HD‘ < CDIIQ{’% ((NE(k))e;(/kZ))

¢l

and we define the upperbound quantity

B
2 (e 12
Egpt1) = DR(k) (N ‘—‘(k)eu(/k)) .
In order to show that this quantity decays as exponentially in k we will need the identity
ety = CZ' eyl . (75)

This identity can be directly computed using the main lemma 3.1, our choice of N = Z°/3 from

(73), ansatz (72), and the identity D,y = %Z";Q that comes from combining the ansatz (72)
with the main lemma 3.1

1/2
12 =1/261/2 (A= l/2Du(1<—1) _ A2a /2172 1/2 _ N1/251/3 1/2
ety = k) Du(k) = (CNu(kfl)) 717 = C / N / VA / Culi—1) = C / Z/ k1)

We apply (75) and calculate Eg+1) as

D}esz_n 5/3 Fiar— ~1213 12 \?
Ea(k+1)zw(z (CNZg-1)C"Z eu(kfl))

~33 P 8
_ pFp-inl/2 = 1/2
=C2Z" Py (N_‘(k—l)eu(kfl)

~38 481
= CTZTEQ(]().

We observe that the upperbound quantity Es+1y decays exponentially in k if and only if

48-1

~33 48—

! 5—1 ~ _38 2
crz = (¢viz) T <1
For a given 0 < 3 < 1/4 we can choose a parameter Z > 1 sufficiently large so that

48-1

~ 36 e
(c7z) * <1, (76)
From this inequality, it follows that E g1y decays as exponentially in k and

o0

ISCUIS > IR
ey k=0

<0
c’cl ’

for the given 8 < 1/4.
Since CC? and C9C? are Banach spaces, we have shown that A~'/20 € €/ n c0ce.

Remark. The regularity cannot be improved without a nontrivial modification of this con-
struction. Heuristically, the reason is that the corrections O, are orthogonal to each other
by the disjointness of their Fourier supports, and by a similar computation to the above, the

o d
|A"©(®)||,2 norms of the corrections, which are of size ~ E(’,(J)r2 D,le/ (2,(), diverge geometrically
1,x 1}
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as the iteration continues whenever v > —1 + 2. This fact precludes higher regularity in L?.
Furthermore, [22] presents a technique that, when adapted to the present setting, can show that
A2+ 6(¢) fails to be in LL(B) for every time slice ¢ and spatial ball B contained in its support.
In this sense, the construction implies a complete failure of higher regularity everywhere in the
support of the solution.

5.4. Compact support in time of the solution

In this section we will discuss how the limiting SQG solution, 6 := limy_, 6, has compact
-1
support in time. By (4) it is enough to show that the series >_,- (E(k)ei(/kz)) converges. By

the choice of N = Z°/3 from (73) and the identity (75), we have

—1 —1
=, L1/ _ 3252 (= 1/2
(‘—‘(k)eu(k)) =Cz (“(k—l)eu(k—l))

N —1
We note that C~*2Z2 < 1,and so Y, (E“‘)eig)) =0
6. An h-principle

We present the proof to theorem 2 here. The work in this section relies on our organization of
the estimates in lemma 3.1, and involves a new step related to the compact frequency support
of the iteration.

Let f'be a given smooth scalar field with compact support that satisfies fTQ f(x,Hdx = 0 for
all r,and let 0 < o < 3/10,0 < 8 < 1/4 be given. We want to construct a sequence of weak
solutions 6, to the SQG equation of class A~'/%, € C°C* N C/C? with such that A~'/%6, —
A2 fin LY, weak-*.

The first step is to approximate f by scalar fields f,, n € N, that have compact frequency
support. Let 1,(h) = 2*'(2"h) be a standard mollifying kernel in the spatial variables with
compact frequency support supp 7, C {|¢| < 2"}. Set f,, =1, * f. With this choice, we have
that

supl[Vadlfllco < IVadl fllco. for [a] >0, r< 1, and Tim|A™2(f, — f)]co = 0.
(77)

The time support of f, is also contained in the time support of f.

Now observe that the scalar fields f, can be realized as SQG-Reynolds flows. Namely, con-
sider 8,f, + T'f, V.f, and observe that this function has mean-0 over T? due to the nonlinear
term T'f, V,f, = ViLf,T'f,] being the divergence of a smooth vector field and the assumption
that f'JIZ f(x,t)dx = 0 in theorem 2. Therefore we may apply the second-order anti-divergence
operator R defined in (14). Specifically, we define symmetric and traceless tensors R,, such
that

Ry=R[0ifn+ T f,Vifs], whichimplies 0,f, + T'f,V.f, = V;ViRL.

The pair (f,,R,) is thus a smooth SQG-Reynolds flow with frequency support supp f, C
{]€| < 2"}. Observe also that by (77), we have a uniform bound on the errors R,;:

< <
sup||Rn||co < Pr < 0o for some Dg > 0.
n
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Starting with (f,,, R,), we now construct a weak solution 6, to SQG close to f, in the appro-
priate weak topology. The SQG solution 6, is constructed by iterating the main lemma 3.1
using an initial choice of frequency and energy levels (Z,), Pru(0)» Pun)) chosen as follows.

<
Take Dg 0y = Pr > 0 and D, ,0) = ZDru) where Z = Z, 3 > 11is as in section 5. Take =,
sufficiently large such that the SQG-Reynolds flow (8,0), Ry.0)) = (f,,, R,) satisfies definition
2.2, and such that

lim En(O) = Q. (78)
n—00

In particular, the frequency support condition will be satisfied for =, > 2".

Repeated application of the main lemma using the parameter choices of section 5 yields a
sequence of SQG-Reynolds flows (0, Rux)) such that 0, converges as k — oo to an SQG
solution 6, with A~'/%, € C'C% N COC. We claim that the solutions 6, satisfy A~'/26, —
A2 fin LY, weak-*.

Let € > 0 and a test function ¢ € L'(R x T?) be given. We will show that there exists a
large index M, depending on ¢ and ¢, such that foralln > M

AV20, — fHedxdr
RxT?

< 3e.

First, observe by (77) and Holder that for all n > M sufficiently large we have

AY2(f, — fedxdr
RxT?2

<e. (79)

Next, take a smooth approximation of compact support ¢ € C>(R x T?) with

€
T %10
20Dy’

e — @llirxr2) < (80)

where C is the constant from the main lemma 3.1. It now suffices to estimate the integral

A0, — fopdxde
RxT?2

A0, — fapdxde
RxT?2

< (81)

+ A0, — F)(p — @)dxdr|. (82)

RxT?2

Let ©,,) be the corrections defined so that 6, — f, = > ;- O, and the integral (81) is

(81):/ > A0, @ dxdr|.
R

2
x T >0
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From the main lemma 3.1, A_l/2®n(k) =V,W! . Wl co < (Nan(k)) lDzle{j(k)’ and

@81) < <Y I WawlleoI V1

k=0

/ Vi Wn(k)cp dxdt| <

k=0
<IVRll Y C(NZuw) ™ P

k>0

1/2 ~°1/2
2CDR o |y cpy

Vel <e

~Hl\

Hn( ) —n(0)
Here we used that Z >> 1 and E;(,I{H)D,le/j(wrl) <Z3: ”_(,i)DR/n(k) to sum the geometric series,
and the last inequality holds by (78) for all n > M sufficiently large. To bound (82), we now
observe
(82) < [|A™'26 — flleoll = Bllur-

Next we show a bound on |[[A"Y2@8, — f)|c. To start [[A"V26, — f)llco <
Z@OHA’I/ZGH(@HCO recall from the main lemma 3.1 that ||[A™"20,plc < CDII{f(k)

and we use the ansatz from (72) to get Pg,x) = Dg,’j“’) . From this equation, it follows that

_ a2 o /2 1/2
HA 1/2(9n - fn)HcO < ZCDR{n(O)Z k2 < 2CDR,n(O) - ZCD
k=0
and therefore

(82) < 20Dy [l¢ — @l < e

The last inequality is due to our choice of ¢ in (80). By combining the estimates of (79), (81)
and (82), we have now shown that there exists an M such that for all n > M

AV20, — fHedxdr| < 3e,
RxT?

and we can conclude the claim that A~'/20, — A~'/2f in the L™ weak-* topology.

Acknowledgments

The first author has been supported by a Sloan fellowship, and acknowledges the support of
the NSF under NSF-DMS 1700312. The second author acknowledges NSF support under the
UT Austin RTG Grant in analysis, NSF-DMS 1840314.

References

[1] Akramov I and Wiedemann E 2019 Renormalization of active scalar equations Nonlinear Anal. 179
254-69

[2] Buckmaster T, de Lellis C, Székelyhidi L Jr and Vicol V 2019 Onsager’s conjecture for admissible
weak solutions Commun. Pure Appl. Math. 72 229-74

[3] Buckmaster T, Shkoller S and Vicol V 2019 Nonuniqueness of weak solutions to the SQG equation
Commun. Pure Appl. Math. 72 1809-74

3161


https://doi.org/10.1016/j.na.2018.08.018
https://doi.org/10.1016/j.na.2018.08.018
https://doi.org/10.1016/j.na.2018.08.018
https://doi.org/10.1016/j.na.2018.08.018
https://doi.org/10.1002/cpa.21781
https://doi.org/10.1002/cpa.21781
https://doi.org/10.1002/cpa.21781
https://doi.org/10.1002/cpa.21781
https://doi.org/10.1002/cpa.21851
https://doi.org/10.1002/cpa.21851
https://doi.org/10.1002/cpa.21851
https://doi.org/10.1002/cpa.21851

Nonlinearity 34 (2021) 3122 P Isett and A Ma

[4] Buckmaster T and Vicol V 2019 Convex integration and phenomenologies in turbulence EMS Surv.
Math. Sci. 6 173-263
[5] Cheng X, Kwon H and Li D 2020 Non-uniqueness of steady state weak solutions to the surface
quasi-geostrophic equations (arXiv:2007.09591)
[6] Choffrut A 2013 H-principles for the incompressible Euler equations Arch. Ration. Mech. Anal. 210
133-63
[7] Constantin P 1998 Scaling exponents for active scalars J. Stat. Phys. 90 571-95
[8] Constantin P 2002 Energy spectrum of quasigeostrophic turbulence Phys. Rev. Lett. 89 184501
[9] Constantin P, Weinan E and Titi E S 1994 Onsager’s conjecture on the energy conservation for
solutions of Euler’s equation Commun. Math. Phys. 165 207-9
[10] Cérdoba A, Cérdoba D and Gancedo F 2018 Uniqueness for SQG patch solutions Trans. Am. Math.
Soc. B51-31
[11] Cordoba D, Faraco D and Gancedo F 2011 Lack of uniqueness for weak solutions of the
incompressible porous media equation Arch. Ration. Mech. Anal. 200 725-46
[12] Daneri S and Székelyhidi L Jr 2017 Non-uniqueness and h-principle for Holder-continuous weak
solutions of the Euler equations Arch. Ration. Mech. Anal. 224 471-514
[13] De Lellis C 2018 The Onsager theorem Celebrating the 50th Anniversary of the Journal of Differen-
tial Geometry (Surveys in Differential Geometry, vol 22) (Somerville, MA: International Press)
pp 71-101
[14] De Lellis C and Székelyhidi L 2013 Dissipative continuous Euler flows Invent. Math. 193 377-407
[15] De Lellis C and Székelyhidi L Jr 2012 The h-principle and the equations of fluid dynamics Bull.
Am. Math. Soc. 49 347-75
[16] De Lellis C and Székelyhidi L Jr 2014 Dissipative Euler flows and Onsager’s conjecture J. Eur.
Math. Soc. 16 1467-505
[17] Held I M, Pierrehumbert R T, Garner S T and Swanson K L 1995 Surface quasi-geostrophic
dynamics J. Fluid Mech. 282 1-20
[18] Isett P 2017 Holder Continuous Euler Flows in Three Dimensions with Compact Support in Time
(Annals of Mathematics Studies, vol 196) (Princeton, NJ: Princeton University Press)
[19] Isett P 2017 Nonuniqueness and existence of continuous, globally dissipative Euler flows
(arXiv:1710.11186)
[20] Isett P 2017 On the endpoint regularity in Onsager’s conjecture (arXiv:1706.01549)
[21] Isett P 2018 A proof of Onsager’s conjecture Ann. Math. 188 871-963
[22] Isett P and Oh S-J 2016 On nonperiodic Euler flows with Holder regularity Arch. Ration. Mech.
Anal. 221 725-804
[23] Isett P and Vicol V 2015 Hélder continuous solutions of active scalar equations Ann. PDE 2 77
[24] Klainerman S 2017 On Nash’s unique contribution to analysis in just three of his papers Bull. Am.
Math. Soc 54 283-305
[25] Marchand F 2008 Existence and regularity of weak solutions to the quasi-geostrophic equations in
the spaces L or H~'/> Commun. Math. Phys. 277 45-67
[26] Nash J 1954 C! isometric embeddings Ann. Math. 60 383-96
[27] Onsager L 1949 Statistical hydrodynamics Nuovo Cimento 6 279-87
[28] Pedlosky J 1982 Geophysical Fluid Dynamics (Berlin: Springer)
[29] Resnick S G 1995 Dynamical problems in non-linear advective partial differential equations Thesis
(Ph D) ProQuest LLC and The University of Chicago, Ann Arbor, MI
[30] Shvydkoy R 2011 Convex integration for a class of active scalar equations J. Am. Math. Soc. 24
1159-74

3162


https://doi.org/10.4171/emss/34
https://doi.org/10.4171/emss/34
https://doi.org/10.4171/emss/34
https://doi.org/10.4171/emss/34
https://arxiv.org/abs/2007.09591
https://doi.org/10.1007/s00205-013-0639-3
https://doi.org/10.1007/s00205-013-0639-3
https://doi.org/10.1007/s00205-013-0639-3
https://doi.org/10.1007/s00205-013-0639-3
https://doi.org/10.1023/a:1023264617618
https://doi.org/10.1023/a:1023264617618
https://doi.org/10.1023/a:1023264617618
https://doi.org/10.1023/a:1023264617618
https://doi.org/10.1103/physrevlett.89.184501
https://doi.org/10.1103/physrevlett.89.184501
https://doi.org/10.1007/bf02099744
https://doi.org/10.1007/bf02099744
https://doi.org/10.1007/bf02099744
https://doi.org/10.1007/bf02099744
https://doi.org/10.1090/btran/20
https://doi.org/10.1090/btran/20
https://doi.org/10.1090/btran/20
https://doi.org/10.1090/btran/20
https://doi.org/10.1007/s00205-010-0365-z
https://doi.org/10.1007/s00205-010-0365-z
https://doi.org/10.1007/s00205-010-0365-z
https://doi.org/10.1007/s00205-010-0365-z
https://doi.org/10.1007/s00205-017-1081-8
https://doi.org/10.1007/s00205-017-1081-8
https://doi.org/10.1007/s00205-017-1081-8
https://doi.org/10.1007/s00205-017-1081-8
https://doi.org/10.1007/s00222-012-0429-9
https://doi.org/10.1007/s00222-012-0429-9
https://doi.org/10.1007/s00222-012-0429-9
https://doi.org/10.1007/s00222-012-0429-9
https://doi.org/10.1090/s0273-0979-2012-01376-9
https://doi.org/10.1090/s0273-0979-2012-01376-9
https://doi.org/10.1090/s0273-0979-2012-01376-9
https://doi.org/10.1090/s0273-0979-2012-01376-9
https://doi.org/10.4171/jems/466
https://doi.org/10.4171/jems/466
https://doi.org/10.4171/jems/466
https://doi.org/10.4171/jems/466
https://doi.org/10.1017/s0022112095000012
https://doi.org/10.1017/s0022112095000012
https://doi.org/10.1017/s0022112095000012
https://doi.org/10.1017/s0022112095000012
https://arxiv.org/abs/1710.11186
https://arxiv.org/abs/1706.01549
https://doi.org/10.4007/annals.2018.188.3.4
https://doi.org/10.4007/annals.2018.188.3.4
https://doi.org/10.4007/annals.2018.188.3.4
https://doi.org/10.4007/annals.2018.188.3.4
https://doi.org/10.1007/s00205-016-0973-3
https://doi.org/10.1007/s00205-016-0973-3
https://doi.org/10.1007/s00205-016-0973-3
https://doi.org/10.1007/s00205-016-0973-3
https://doi.org/10.1007/s40818-015-0002-0
https://doi.org/10.1007/s40818-015-0002-0
https://doi.org/10.1090/bull/1560
https://doi.org/10.1090/bull/1560
https://doi.org/10.1090/bull/1560
https://doi.org/10.1090/bull/1560
https://doi.org/10.1007/s00220-007-0356-6
https://doi.org/10.1007/s00220-007-0356-6
https://doi.org/10.1007/s00220-007-0356-6
https://doi.org/10.1007/s00220-007-0356-6
https://doi.org/10.2307/1969840
https://doi.org/10.2307/1969840
https://doi.org/10.2307/1969840
https://doi.org/10.2307/1969840
https://doi.org/10.1007/bf02780991
https://doi.org/10.1007/bf02780991
https://doi.org/10.1007/bf02780991
https://doi.org/10.1007/bf02780991
https://doi.org/10.1090/s0894-0347-2011-00705-4
https://doi.org/10.1090/s0894-0347-2011-00705-4
https://doi.org/10.1090/s0894-0347-2011-00705-4
https://doi.org/10.1090/s0894-0347-2011-00705-4

	A direct approach to nonuniqueness and failure of compactness for the SQG equation
	1.  Introduction
	2.  SQG-Reynolds flows
	2.1.  Frequency and energy levels

	3.  Main lemma
	4.  Proof of main lemma
	4.1.  Shape of the scalar corrections
	4.1.1.  The index set.
	4.1.2.  Phase functions.
	4.1.3.  Time cutoffs.
	4.1.4.  Angular frequency localizing operator.
	4.1.5.  Lifting function.
	4.1.6.  Amplitudes.

	4.2.  Shape of the velocity corrections
	4.3.  The microlocal lemma
	4.4.  Mollification of the stress tensor
	4.5.  The error terms
	4.5.1.  Second order anti-divergence equation.
	4.5.2.  A bilinear anti-divergence form.

	4.6.  Low frequency part of the error
	4.6.1.  The bilinear microlocal lemma.
	4.6.2.  Explicitly calculating the symmetric multiplier.
	4.6.3.  Solving the quadratic equation using linear phase functions.
	4.6.4.  Solving the cancellation as a perturbation of a linear system.

	4.7.  Estimates
	4.7.1.  Basic estimates for the construction.
	4.7.2.  Weighted norm.
	4.7.3.  The second order anti-divergence operator bound.
	4.7.4.  Estimating the stress errors.
	4.7.5.  Transport stress estimate.
	4.7.6.  Hi frequency interference stress estimate.
	4.7.7.  Low frequency stress estimate.
	4.7.8.  Mollification stress estimate.

	4.8.  Verifying the conclusions of the main lemma

	5.  Main lemma implies the main theorem
	5.1.  The base case 
	5.2.  Choosing the parameters
	5.3.  Regularity of the solution
	5.4.  Compact support in time of the solution

	6.  An h-principle
	Acknowledgments
	References


