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ABSTRACT: Predictions of crystal structures from first-principles

electronic structure calculations and molecular simulations have —< <

been performed for an energetic molecule, 4-amino-2,3,6- ‘Y_‘<( Tailor-made
trinitrophenol. This physics-based approach consists of a series / Force Field
of steps. First, a tailor-made two-body potential energy surface r——sr

(PES) was constructed with recently developed software, autoPES,

using symmetry-adapted perturbation theory based on a density- SAPT(DFT) Finits Temperature
functional theory description of monomers [SAPT(DFT)]. The Calculations Crystal Structure Predictions
fitting procedure ensures asymptotic correctness of the PES by

employing a rigorous asymptotic multipole expansion, which seamlessly integrates with SAPT(DFT) interaction energies. Next,
crystal structure prediction (CSP) was performed by generating possible crystal structures with rigid molecules, minimizing these
structures using the SAPT(DFT) force field, and running isothermal—isobaric molecular dynamics (MD) simulations with flexible
molecules based on the tailor-made SAPT(DFT) intermolecular force field and a generic/SAPT(DFT) intramolecular one. This
workflow led to the experimentally observed structure being identified as one of the forms with the lowest lattice energy,
demonstrating the success of a first-principles, bottom-up approach to CSP. Importantly, we argue that the accuracy of the
intermolecular potential, here the SAPT(DFT)-based potential, is determinative of the crystal structure, while generic/SAPT (DFT)
force fields can be used to represent the intramolecular potential. This force field approach simplifies the CSP workflow, without
significantly compromising the accuracy of the prediction.

I. INTRODUCTION the practical implementation of CSP methods faces significant
challenges in both the structure search and the calculation of
accurate energies. Over the years, CSP has matured,”” and its
progress has been followed in a series of blind test
competitions organized by the Cambridge Crystallographic
Data Centre (CCDC).IO*15 Strategies for structure searches
include random searches,'®'” genetic algorithms,lg_20 simu-
lated annealing,21 or Monte Carlo methods.”” For energy
calculations, significant advances have been made in the
development of reliable force fields,**** and at the same time,
the applications of electronic structure calculations with
periodic boundary conditions to molecular crystals are also
becoming increasingly important.”>~>* While the latter can
provide very accurate energetics, they are also computationally
much more expensive and have been mainly used for the final
ranking of polymorphs after performing the structure search
with a force field. However, a separate energy ranking step can

Organic molecular crystals are materials of critical importance
in numerous industries including pharmaceuticals, electronics,
vector-borne disease management, and defense. In any of these
areas, the performance of a given crystalline formulation
depends on its crystal structure. If a given compound can
crystallize into multiple forms—commonly referred to as
polymorphism—then mapping out the landscape of possible
polymorphs becomes the first step toward selecting a
polymorph with desired properties. In particular, since
transitions from metastable to stable polymorphs can cause
drugs to fail,'™* affect the performance of organic semi-
conductors,” or alter the energetic properties of explosives,®
predicting these structures and ranking them thermodynami-
cally becomes all the more critical.

Polymorph landscapes can be generated using computa-
tional techniques tailored for crystal structure prediction
(CSP). CSP is an essential step in the discovery of metastable
polymorphs that may be sufficiently stable for a desired Received: September 27, 2021 G
application. In CSP, the energy landscape of crystalline phases Revised:  January §, 2022 AT
is explored to find a set of thermodynamically plausible Published: January 24, 2022
polymorphs. Starting with information only about the molecule
itself, CSP generates trial crystal structures and evaluates their
lattice energies. While the idea is, in principle, straightforward,
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be avoided if the force field is of sufficient quality. Generic,
empirical force fields are generally insufficiently accurate, and
one has to resort to tailor-made force fields fitted to ab initio
calculations. The first CSPs based on first-principles potential
energy surfaces (PESs) have been performed by Podeszwa et
al. in refs 30—32, using a workflow including crystal packing,
lattice energy minimizations, and molecular dynamics (MD)
simulations. A similar approach, except without the MD step,
was used by Misquitta et al.”> Both approaches fitted PESs to
symmetry-adapted perturbation theory®* based on density
functional theory (SAPT(DFT)) calculations for dimers.>>~*
Some of us and coauthors have previously established a CSP
workflow'>** combining a random search together with MD
and enhanced sampling™*° to predict low free-energy crystal
structures at experimentally relevant conditions.'”***"~*” This
workflow is now being employed and adapted by other
groups.50 It has been shown, in particular, that accurate
landscapes'”** can be predicted within this protocol using
molecule-specific force fields generated using SAPT(DFT).
In this Article, we employ a version of our CSP workflow
using a tailor-made SAPT(DFT) force field to determine the
structure of an energetic material, 4-amino-2,3,6-trinitrophenol
(1, see Figure 1). The key component of our workflow is an

NH,

o,N NO,

H

Figure 1. 4-Amino-2,3,6-trinitrophenol (1) molecule. Displacements
of the two easily rotatable nitro groups (indicated by arrows) are
included in the set of short-range dimer configurations used to fit the
intermolecular potential.

accurate intermolecular force field, with the total interaction
energy determined based on the sum of pairwise interactions
between molecules. Compound 1 poses a challenge for our
dimer-based approach to generating the molecule-specific force
field as it lacks internal symmetry, exhibits a large dipole
moment, and is fairly polarizable. The outline of this paper
follows our CSP workflow. First, an intermolecular PES for
dimer configurations of 1 has been developed from first-
principles quantum mechanical calculations, that is, by fitting
the PES to ab initio interaction energies computed using
SAPT(DFT). This step requires generation of suitable
monomer geometries and subsequent calculation of ab initio
interaction energies for sampled dimers (section ILA). The
automated selection of dimers and fitting of the PES is
controlled by the autoPES software package””" (section ILB).
Second, possible crystal structures are generated by randomly
sampling monomer orientations and locations within random
unit cells of a given space group. The crystals generated in this
way are first optimized with rigid molecules using an empirical
force field, followed by rigid molecule optimization using the
SAPT(DFT) potential. Notice that this step is different from
the workflow used by some of the present authors in the sixth
CCDC blind test, where a simplified version of the
SAPT(DFT) PES was used in the second stage lattice energy
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minimizations. The 0 K optimizations are followed by flexible-
molecule MD simulations under ambient conditions to refine
the structures using the SAPT(DFT) intermolecular force field
plus generic/SAPT(DFT) intramolecular terms (section II.C).
To evaluate the accuracy of our results, the generated
potentials are analyzed with respect to SAPT(DFT) calcu-
lations (section II.A), and monomer and dimer geometries
corresponding to the minima on the PES are compared to the
experimental crystal structure (section IILB and II1.C). Finally,
we show that with a tailor-made intermolecular force field, the
experimentally observed form is found to be one of the lowest
energy crystal structures (section IILD).

Il. METHODS

ILA. First-Principles Calculations. The first step in the CSP
workflow is to generate an appropriate monomer geometry. The
monomer geometry can be taken from an experimental structure if
available or can be determined by optimizing the molecule with an
electronic-structure method to obtain the so-called equilibrium (r,)
geometry. Although experimental structure is known for 1,°* we found
the r, geometry from scratch by performin§ DFT optimization u§iq%
the ORCA electronic structure payckage,ﬁ’5 the PBEO functional,>>*
and the aug-cc-pVTZ basis set.”” This geometry was used as the
reference for PES development and the subsequent structure
generation steps.

The dimer PES has been fitted to two types of ab initio
calculations: SAPT(DFT) at close range and to an expansion in
inverse powers of intermonomer separation R, built from ab initio
computed monomer multipole moments and polarizabilities, at lc_)ng—
range. SAPT(DFT) was used in the density-fitting version®”**>’
coded in the SAPT2016 software package.”” Monomer DFT
calculations were performed using the ORCA electronic structure
package.”>** The PBE functional’® was used with the gradient-
regulated asymptotic correction (GRAC).°"*> This functional, as well
as PBEO, were shown to be among the best in SAPT applications; see
a recent discussion in ref 63. PBE was chosen since SAPT calculations
with nonhybrid functionals are significantly faster than with hybrid
ones. The ionization potential of the monomer, required for GRAC,
was computed using separate PBE calculations. The aug-cc-pVDZ
basis set’’ together with the corresponding correlation-energy fitted
auxiliary bases from ref 64, were used in all cases. In the SAPT
calculations, the basis was in the monomer-centered “plus” basis set
(MC*BS) form with midbond functions, see ref 65. Midbond function
exponents and placement are as described in ref 66, with the midbond
auxiliary basis set from ref 59. See Table S1 for values of some
properties of 1.

The component of the interaction energy arising from the
Coulomb interaction of charge distributions of the monomers is
called the electrostatic energy and is given by the SAPT correction
EW). The antisymmetrization of the total wave functions required by
the fermionic nature of electrons leads to permutations (exchanges)
of electrons between monomers and when applied to zeroth-order
wave functions results in the first-order exchange energy, EW, . The
electric field, due to the permanent charge distribution of monomer A
(B), induces multipole moments on monomer B (A), and these
multipole moments interact with the permanent multipoles of
monomer A (B), resulting in the induction energy, E). The long-
range correlation between electrons from different monomers results
in the dispersion interaction, ESQP The antisymmetrization of the
induction and dispersion wave functions leads to the exchange-
induction and exchange-dispersion energies, denoted as Eggh,ind and
Eggh,disp, respectively. The components El(nzc} and Eg%s{, were computed
from coupled Kohn—Sham (CKS) frequency-dependent density
susceptibilities (FDDS) (in the former case, only at zero frequency).
The fast method of ref 67 was used to obtain FDDSs. When this
approach is used, Egc)h,disp can be computed only in the uncoupled
form. It was then scaled to approximate the CKS value as described in
ref 42. The term E®), ;.4 was computed from coupled amplitudes.

https://doi.org/10.1021/acs.cgd.1c01117
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For significantly polar monomers, the 5E§fm correction®®®”

should be included in addition to the standard SAPT(DFT)
corrections. The term 5Eﬁfmp accounts mostly for induction and
exchange-induction effects beyond second order. The inclusion of
EEiI:Sresp increases the accuracy of the SAPT(DFT) interaction
energies for most systems but also increases the associated
computational cost by about 60%. A criterion is automatically
checked by autoPES to determine if EESEIESP should be included for a
given dimer based on the magnitude of the electric dipole moment of
its monomers and the induction component of its interaction energy,
see ref 24. This criterion was met, so the 5E$€resp correction was
included in the total interaction energy for each of the close-range
grid points.

The total second-order interaction energy, E@, is the sum of the
corrections discussed above

+EQ)

2
at E o exch-disp

B = B + E8 0+ HE)

‘exch-in

(1)
We will denote the sum of E? and 5EE§ resp aS E® 4+ 6.

In the asymptotic region, the interaction energy is computed using
the multipole expansion of the interaction potential operator rather
than the much more computationally expensive SAPT(DFT) method.
In the original autoPES approach, the origins of this expansion are
placed at the centers of mass (COM) of monomers, that is, the
standard asymptotic expansion described in refs 34 and 70 is used.
Here, we have used instead an extension of the distributed asymptotic
expansion approach of ref 71. The distributed expansion is a sum of
expansions located on each of the atoms. This approach converges at
shorter monomer separations than the COM-COM asymptotic
approach, and so is appropriate for monomers of the size investigated
here. The coeflicients of this expansion are computed from ab initio
distributed monomers’ charge densities and FDDSs. These monomer
properties are computed using the same basis set and level of theory
as is used for the close-range calculations. Therefore, the resulting
interaction energies connect seamlessly to those of the close-range
calculations. While in ref 71 only the dispersion energies were
computed, requiring distributed dynamic polarizabilities, we compute
here also the electrostatic and induction energies, requiring also static
distributed polarizabilities and multipole moments. Static distributed
polarizabilities were computed by us using the same constrained
density-fitting of FDDSs as is used for the dynamic polarizabilities,
described in ref 71. The distributed multipole moments were
computed from distributed monomer charge densities. Whereas the
density-fitting constraint of ref 71 cannot be used for fitting charge
densities, it is possible to devise constraints appropriate in this case.
However, we have performed unconstrained fitting of charge
densities. This approach is much simpler than other methods of
distributing densities (see, for example, ref 72) but is completely
adequate in our case for the following reasons. Our fitting represents
the total monomer density p(r) as the sum of atomic densities p,(r).
As already stated, the latter densities are used to compute a set of
multipole moments on each atom, which are subsequently used to
compute electrostatic energies at asymptotic separations only; see
section ILB. Such electrostatic energies agree very well in that region
with those obtained from ab initio multipole moments located at the
COM of each monomer. We then fit this set of electrostatic energies
using only Coulomb interactions of optimized partial charges (this
step is identical as in ref 24). Only the latter expansion is used at
close-range separations.

I.B. PES Generation. The autoPES software”**" that we used fits
dimer PESs assuming rigid-geometry monomers. Although a new
version of this software, flex-autoPES, can include intramonomer
degrees of freedom,”” the rigid-geometry approximation was used
here to reduce the complexity of the fit. If the two soft nitro group
rotations were included explicitly as intramonomer degrees of
freedom, the resulting PES would be 10-dimensional, with two
additional degrees of freedom per monomer. Such a fit would include
many more free parameters, and therefore would require a larger set
of training data, leading to a much more expensive set of calculations
than in the case of the present 6-dimensional PES. However, since the
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effects of varying selected internal degrees of freedom can be included
using autoPES in an average way, we have done so in this case, as is
discussed below.

The generation of potential energy surfaces is almost entirely
automated in autoPES. The procedure can be roughly divided into
five parts: asymptotic calculations, generation of a grid of close-range
dimer configurations, calculation of interaction energies at each such
grid point, fitting an analytic functional form to the data, and finally
evaluation of the quality of the fit and iterative improvement. Each
step is described in detail in ref 24. We give a brief outline below.

The purpose of the asymptotic calculations is to describe the
interaction energy in as large a region of the dimer configuration space
as possible using only monomer properties. This reduces the number
of close-range dimer configurations required for the fit, and by
extension, the overall computational cost of PES generation. This
approach works when the monomers are sufficiently separated that
charge overlap effects can be neglected. The region where this
condition is met is determined by autoPES using geometrical criteria.
A grid of about 10 000 long-range dimer configurations is selected and
then the corresponding interaction energies are computed using the
distributed multipole expansion.

The region where charge overlap effects cannot be neglected, which
extends to about 1.5 times the radial van der Waals minimum
separation and is referred to as the close-range grid region, must be
adequately sampled by SAPT(DFT) calculations. The close-range
grid is generated using a guided Monte Carlo procedure, which
samples the entire relevant region of configuration space while placing
a higher density of grid points near the most physically important
regions. A guiding potential is used to determine the approximate
interaction energy and locations of global and local minima. More
grid points are placed in more energetically negative regions, and, in
addition, a small percentage of points are placed specifically near each
local minimum. In the initial iteration of grid generation, the OPLS-
AA force field of Jorgensen and co-workers’* is used as the guiding
potential, while in later iterations the generated PES of the previous
iteration is used. The interaction energy at each close-range grid point
is computed as described in section ILA.

As discussed above, monomer 1 includes soft intramonomer
degrees of freedom, that is, nitro-group rotation angles, which can
change relatively significantly from their gas-phase values in the
presence of other monomers in a crystal. Since in the MD stage of our
CSPs the monomers are allowed to deform, we fitted rigid-monomer,
six-dimensional form of PESs to grid points including some monomer
deformations. For any interacting rigid monomers, each grid point is
described by a set of six coordinates: the distance between the
monomers’ COMs R and five Euler angles describing the relative
angular orientation of the monomers. However, the functional fit form
used depends only on the atom—atom distances rab, where atom a
(b) belongs to monomer A (B). The PESs therefore can account for
internal deformations of the monomers to a limited degree, even if the
training data contains only a single, fixed geometry for each monomer.
In the present work, we went beyond this approximation and the
usual rigid-monomer training set was extended by including
monomers with explicitly varied coordinates that specify intra-
monomer deformations. In this way, dimer configurations including
such deformations are better sampled. Four additional coordinates at
each intermonomer grid point were used per dimer to represent
rotation of the two nitro groups indicated in Figure 1. (The rotation
of the third nitro group was not included because it is well
constrained by a hydrogen bond to the neighboring hydroxyl group.)
The ranges of the nitro group rotations were determined by the
protocol of the flexible-monomer version of autoPES.”* In this
protocol, the range of sampling of an intramolecular degree of
freedom is defined by an algorithm restricting the maximum extension
or shortening of monomer’s interatomic distances relative to the
equilibrium ones, see eq 4 in ref 73. This resulted in about +17°
maximum rotations of the nitro groups. Within this range, the rotation
angles were chosen at random, as described in ref 73. Thus, the
equilibrium configuration was not in any way preferred. Note that this
implicit inclusion of intramonomer degrees of freedom does not

https://doi.org/10.1021/acs.cgd.1c01117
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change the functional form of the fit: the same functional form as in
the rigid-monomer case is simply optimized using a data set, which
includes the intramonomer deformations, and the parameters of the
fit assume values that are averages of those that would have been
obtained for sets of training data, each with different rigid monomers.
The resulting flexibilized rigid-monomer fit for the intermolecular
PES was used with a generic/SAPT(DFT) intramonomer potential in
MD simulations (described in more detail in section I1.C).

After the asymptotic and close-range interaction energies are
computed, the data is fit with an analytic function V of the form

V=20 D alry)

a€A beEB

@)

where a and b range over the sets of atoms in monomers A and B,
respectively. The atom—atom function u,, is of the form

AY 44,

(Vab)lz Tab

ab__ pab.
ub( b)_ 1+Z ab( i a =By

Zf(aab T
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( ab)"

where f, are the Tang—Toennies damping functions’”

f(nr b)_l —6r2(5r)
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We will refer to the sum of the first two terms in eq 3 as V,y,, the third
term as V), and the final term as

The parameters g, and g, of the V term are fitted to the values of
EY) computed using the distributed asymptotic multipole expansion.
In this fit, the charges were constramed based on the atomic charges
computed using the CHELPG method.”® Since no damping is used in
this term, V is expected to differ from E{Y) at short separations. The
C% coeflicients in Vgsymp (constrained to be positive and in a
combination rule form, see below) are fit to the sum of the asymptotlc
multipole expansions of EZ} and E fs)p The damping parameters 52°
are fit to E? + 6 computed at close range. Note that this means that
the damping is used to recover not only the charge-overlap effects, but
also the second-order exchange effects. Fitting the sum of E2) and
Egzh imd IS necessary to trim the excessive values of E,(ng at short
separations resulting from unphysical tunneling of electrons between
monomers due to the violation of Pauli’s exclusion principle in
Rayleigh—Schrodinger perturbation theory. This approach is not
needed for the dispersion component, but we use it for consistency.
The use of 6EE§,€SP in the fitting of the damping factors is a bit
inconsistent since we neglect the asymptotic behavior of this term, but
since it decays as 1/R’, this ne%lect is inconsequential. Finally, the free
parameters a®, g, a“b, and Af; of the V,, term are fit to E;,y — Vi —
ngym This term mainly reproduces the E{), component, but also
takes care of a part of the short-range electrostatic interactions. For
details of these ﬁttlng stages; see ref 24 section VI

The coefficients A% are constrained to be positive and are included
to ensure the correct repulsive behavior of the potential at very close

range. We constrain the C%° parameters by using the geometric mean

=,/C; C,f , where the parameters C% and C? are

defined per atom, rather than per atom-pair. Similarly, the parameters
a® and % are constrained using the arithmetic sum combination
rule. We have found that such constraints have only a small effect on
the accuracy of the resulting PES, while substantially reducing the
number of free parameters.

For all cases in which some sites of a molecule are symmetrically
equivalent, autoPES constrains all parameters associated with those
sites to have the same value to preserve symmetry. To reduce fitting
complexity, we also applied such constraints to some sites that are not
exactly equivalent but are approximately so. In particular, all nitro
groups are the same, even if they have stabilizing hydrogen bonds with
a neighboring group. This additional constraint sacrifices some of the
ability of the functional form to fit the ab initio data, but results in

combination rule C; b
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fewer free parameters and so fewer grid points are required. All atom
equivalences are shown, together with the partial charges q,, in Figure
2.

0.25 0.25
-0.33

Figure 2. Equivalent atom types and partial charges of 1. Atom
equivalences are indicated by the atom numbering.

The PES was developed in an iterative way. Following each fitting
stage, the quality of the PES is evaluated, and, if convergence criteria
are not met, additional iterations are performed. There are two criteria
used in this evaluation. The first criterion ensures that the repulsive
wall does not contain “holes”, that is, regions where the PES does not
have the physically correct repulsive behavior at close range. Due to
the cancellations between large positive and negative terms in the
functional form used, such “holes” can occur if even a small region of
the repulsive wall of the PES is insufficiently sampled. In such cases,
additional grid points are placed at the appropriate configurations, and
the potential is refit. The second criterion evaluates the general
accuracy of the PES by computing its root-mean-square error
(RMSE) on a set of grid points not used in the fit. Before each
fitting iteration, the total set of grid points is split into a fitting set,
consisting of 85% of the total number of grid points, and a test set
consisting of the remaining 15%. If the RMSE of the PES evaluated on
the test set is greater than 1.3 times the RMSE evaluated on the fitting
set, then the PES is considered to be unconverged. In such cases,
additional grid points are added using the Monte Carlo type grid
generation described above. In the final fitting stage, the test set is not
used and the PES is fit to all the available data. The subroutines
computing the fit, as well as a text file with fit parameters and other
information on the fit, are available in SI.

II.C. Crystal Structure Predictions. The pairwise PES fit
described above is used as the intermolecular potential in CSP for
the solid form of 1. The details of CSP workflow can be found in ref
44 and are outlined below. First, the UPACK program suite'® is
employed to generate more than 1000 random Z’ = 1 structures for
each of the most common 13 space groups found in organic molecular
crystals, including: C2, C2/¢, Cc, P2,2,2,, Pbca, Pbcn, P2,, P2,/c,
Pca2,, Pc, Pna2,, P1, and P1. During the generation step, rigid
molecules may be randomly placed with interatomic distances smaller
than the repulsive wall of the SAPT(DFT) potential, so the unit cells
are first optimized using a combination of the standard OPLS-AA
Lennard-Jones parametrization’* and the SAPT(DFT) fitted charges
to avoid ending up in holes in the potential (the A%/ (r,)' terms
greatly reduce the severity of holes, but do not remove them
completely). The final 0 K optimization uses the full SAPT(DFT)
rigid-monomer intermolecular potential and hole-fixing procedure
and a modified version of UPACK.”” These energies are used to rank
the possible rigid molecule structures.

Second, the top 30 structures are expanded into supercells that are

at least 20 A on each side and equilibrated at the target pressure and
temperature using MD simulations implemented in PINY_MD pack-
age, 8 where all molecules in the simulation box are considered to be
fully flexible. Note that the PINY MD cannot be applied to many types
of rigid monomers, and with flexible monomers, one needs an

https://doi.org/10.1021/acs.cgd.1c01117
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intramonomer force field. While the SAPT(DFT) PES described
above is capable of describing the intermolecular interaction energy in
the case of small internal deformations, it does not include a
functional form to evaluate the intramolecular energy component. To
allow for molecular flexibility, we used a mix of generic and
SAPT(DFT) force fields to describe the intramolecular terms of the
potential energy. While generic force fields are generally not accurate
enough to produce reliable CSPs, we argue that the intramonomer
component is adequate. For CSPs of the type performed here, the
monomers do not deform very significantly from their gas-phase
geometries and so the intramonomer force field needs only to
describe a small region of configuration space near a single reference
point. In the case of the intermolecular component of the force field,
no such simplification is possible, so the CSP benefits from a tailor-
made intermolecular PES.

The generic/SAPT(DFT) force field parameters used for intra-
molecular terms of the potential energy in the MD simulations are
assigned using the ACPYPE”® wrapper for AnteChamber.*" The
resulting force field uses bonds, bends, and dihedrals from the
generalized AMBER force field (GAFF).* For the atom—atom
interactions that are separated by three bonds, known as 1—4
interactions, OPLS-AA parameters are assigned,”* with the standard
approach of scaling both Coulomb and Lennard-Jones terms by 0.5.
Atomic charges for all atoms, and intramolecular interactions for
atoms separated by more than three bonds, use the SAPT(DFT)
parametrization (see Table S2).

The molecules in each supercell are equilibrated at 100 K using a
10 ps constant volume and temperature (NVT) MD simulation,
followed by a 10 ps flexible-cell constant pressure and temperature
(NPT) equilibration at 100 K and 1 bar for the full crystalline system.
A subsequent 20 ps flexible-cell NPT MD simulation is used to
determine the average potential energy to rank the crystalline
structures. The flexible-cell NPT averaged supercells are collapsed
into unit cells, and the final symmetry and space group assignments
are determined by the pLATON package.

For all MD runs, the cutoff distance for the intermolecular
interactions is taken to be 10 A with an integration time step of 0.2 fs.
In evaluating the long-range Coulomb potential, we use an Ewald
screening factor of @ = 0.35 A™', and the smooth particle mesh Ewald
(SPME) summation®” is used with the interpolation order of 10. The
massive Nosé—Hoover chain (NHC) thermostat®>™® is used for all
system variables and each NHC has a length of 4 with a characteristic
time scale of 7 = 20 fs. The NHC integrator uses the Suzuki—
Yoshida®*®” factorization scheme up to the 6-th order, or ny, = 7, and
a multiple time step factor n, = 4.%° In integrating the Martyna—
Tobias—Klein (MTK) equations in the flexible-cell NPT ensem-
ble,***° a characteristic time scale 7 = 0.5 ps is used for the barostat
and 7 = 0.1 ps for its NHC thermostat.

lll. RESULTS

lILA. PES Analysis. The interaction energies from the PES
are plotted versus ab initio interaction energies for all the
fitting grid points in Figure 3. The large error in the positive
energy region visible in these plots is expected due to the low
fitting weight given to these grid points. Because these points
are located on the steep repulsive wall of the PES, even a large
error corresponds only to a very small shift in the position of
the wall. The uncertainties of the fit are listed in Table 1. The
RMSE in the most important region with E;;; < 0, which is
weighted more heavily in the PES fitting, is 0.3 kcal/mol.
These are expected RMSEs for molecules of this size and
fitting functions defined by eqs 2—4. The error relative to the
depths of PESs is 2.4%. With fits of this type, one should be
careful to avoid overfitting. Table 1 shows that the ratio of the
number of grid points to the number of fit parameters, N4/
Nkp, is 8.7. This ratio is fairly low since autoPES converged in
only three iterations (the number of grid points in the first
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Figure 3. SAPT(DFT) interaction energy versus PES interaction
energy for all fitting points of the 1—1 dimer.

Table 1. RMSEs of the Potential Evaluated on Subsets of the
Close-Range Grid (All Energies in kcal/mol)“

Nga  Nop Nga/Nip  Npo RMSEE, <0 RMSEE, < 10
1144 132 8.7 66 0.30 (733) 0.51 (1015)

“Numbers of grid points in the subsets are given in parentheses. The
number of free parameters in the close-range fitting stage is denoted
by Npp, the number of detected local minima on the PES by N, and
the total number of grid points by Nyyqa.

iteration is 6 times the number of free parameters and 20% of
this number is added in each subsequent iteration), but it is
definitely in the safe region.

The number of minima found for 1, 66, is larger than for
other PESs that have been fitted so far with autoPES. The
reason is the existence of approximate symmetries. For the
benzene molecule, there exists a large number of symmetry-
equivalent minima with exactly the same energy. When the
benzene symmetry is broken by the addition of the nitro,
hydroxyl, and amino groups, all these minima have different
energies. The most energetically negative minima on the PES,
plus the minima at dimer geometries that closely match those
in the experimental crystal (discussed below), are listed in
Table 2. All the minima, together with all parameters of the fit,
are given in the SI. Table 2 shows that the low-lying minima
are very closely spaced, reflecting that they all correspond to
variations on the slipped-parallel dimer (shown in Figure S1).
SAPT(DFT) energies computed at the geometries of the
minima are also listed. All but two energy differences are
within the 0.30 kcal/mol RMSE of the fit. The worst outlier is
equal to 1 kcal/mol; the presence of such outliers are
unavoidable with our global fitting strategy.

The uncertainties of the fit should be put in context of the
uncertainties resulting from all other approximations of our
approach. (1) The first such approximation is the use of
SAPT(DFT). This method has been shown repeatedly to be
similarly accurate to the coupled clusters method with single,
double, and noniterated triple excitations, CCSD(T). As

https://doi.org/10.1021/acs.cgd.1c01117
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Table 2. Interaction Energies of the 10 Most Negative
Minima on the PES and of the Minima Number 26, 32, 33,
54, and 58, Whose Geometries Most Closely Match the
Dimers Found in the Experimental Crystal (Minimum 2 is
Also in This Category)”

minimum energy (kcal/mol) minimum energy (kcal/mol)
1 —12.57 (—12.66) 26 —8.36 (—8.18)
2 —12.05 (—12.13) 32 —7.74 (—=7.53)
3 —11.68 (—11.50) 33 —7.68 (—7.26)
4 —11.66 (—10.66) 54 —6.24 (—6.08)
3 —11.60 (—11.68) 58 —5.38 (=5.16)
6 —11.17 (-11.18)
7 —10.92 (—11.04)
8 —10.79 (—10.72)
9 —10.73 (—10.55)
10 —10.67 (—10.43)

“The SAPT(DFT) interaction energies are listed in parentheses.

shown in ref 91, the mean unsigned percentage error of
SAPT(DFT) interaction energies computed using the aug-cc-
pVTZ plus midbond basis set relative to the CCSD(T)
interaction energies at the limit of a complete basis set (CBS)
was 2.6% for a set of dimers with varying intermolecular
separations, while the error of CCSD(T) in the aug-cc-pVTZ
basis was 1.3%. Since CCSD(T)/CBS interaction energies are
within about 1% of full configuration interaction energies at the
CBS limit, SAPT(DFT) is certainly accurate enough method
for crystal structure predictions. SAPT(DFT) is significantly
more accurate than the so-called dispersion-corrected DFT
approaches (DFT+D) (see ref 91).

(2) The next source of uncertainty results from the fact that
we use the aug-cc-pVDZ plus midbond basis set in our
calculations, rather than aug-cc-pVTZ plus midbond basis set
used in ref 91. Thus, the uncertainties of our interaction
energies are several times larger than the 2.6% found in ref 91,
that is, they amount to a few percent. Note that with such
uncertainties of ab initio interaction energies, the 2.4% error of
the fit resulting from the assumed form of the fitting function
should not affect our predictions in any significant way. If a
higher accuracy of the fit is desirable, the simplest way would
be to decrease the number of approximate symmetries (the
monomer contains 21 atoms, but we have only 11 atoms with
distinct parameters), although this would also require
computing more grid points to avoid overfitting. One can
further reduce the errors of autoPES fits to about 0.01 kcal/
mol’” by including additional off-atomic sites.

(3) Another uncertainty results from the limited number of
grid points used to develop the PES. The PES of the 1 dimer is
fairly complicated, as shown by the large number of minima,
and may be undersampled with the 1144 grid points used.
Undersampling can lead to regions in the fit, which may have
uncertainties larger than the RMSEs listed in Table 1. For
example, there is a fairly large discrepancy between the fit and
the ab initio value of the interaction energy at minimum
number 4 (see Table 2). A method for resolving this problem
was proposed in ref 77. It consists of computing SAPT(DFT)
interaction energies for additional grid points generated by
near-neighbor dimers selected from a number of top-ranked
polymorphs predicted with an initial version of the force field.
If the present predictions were to be improved, this method
offers the most reliable route.
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(4) One more uncertainty of our force field results from
neglect of pairwise-nonadditive many-body interactions. We
approximate the total crystal lattice energy as a sum of two-
body interactions, whereas the true energy includes contribu-
tions from pairwise-nonadditive effects, primarily in the form
of polarization energy. Although the pairwise approximation is
usually adequate for CSPs, the quality of predictions would
certainly improve if many-body effects were included,
particularly since 1 has a large dipole moment (5.9 D) and
polarizability (152 au). In this case, the pairwise-nonadditive
polarization effects could be large. AutoPES is capable of
routinely developing polarizable PESs that recover many-body
polarization effects, but the available CSP and MD programs
cannot accommodate such PESs. In fact, there are only a
couple of applications of polarizable force fields in CSP
studies.”* ™"

(5) Additional uncertainties arise when the flexible-
monomer force field is constructed. Unfortunately, these
uncertainties are difficult to quantify because of the mixed
nature of the force field used here. However, as will be
discussed later, the effects of monomer flexibility on the
predicted structures are modest and the impact of these
uncertainties should be small.

Another way to improve our predictions would be to rerank
the predicted structures using periodic DFT calculations with
dispersion corrections (pDFT+D),'**™** although the
number of polymorphs that can be considered is limited due
to the computational expense. It is unclear how the
uncertainties of our fitted PES would compare to those from
pDFT+D calculations. As we noted above, SAPT(DFT)
calculations themselves are more accurate than available
DFT+D methods, but due to the uncertainties of the PES
fit, the same may not be true when comparing such fits with
computed pDFT+D values. In addition to avoiding any fits, the
pDFT+D approach includes pairwise-nonadditive polarization
effects, and some dispersion functions include pairwise-
nonadditive dispersion effects (although the latter are
reproduced poorly”””®).

The total interaction energy and its components are plotted
as functions of the COM-COM distance for the orientation
corresponding to the global minimum in Figure 4. In addition
to the fit and its components, we show the corresponding ab
initio SAPT(DFT) quantities. The figure also shows the
quality of our fits in the region of the van der Waals minimum.
As one can see, the quality is excellent, as the ab initio total
interaction energies lie almost ideally on the fit curve. For the
components, the agreement for smaller R is much worse, but
this is expected. The best agreement is for the dispersion plus
induction components, again as expected since the damping
factors in the PES are fitted to these ab initio values. The
discrepancies are largest for the electrostatic energy which
shows the expected failure of the asymptotic expansion at small
R. Note that no short-range fitting, and therefore, no damping
factor was used for electrostatics. The deviations of the
exponential term are a consequence of the deviations for the
electrostatics since the exponential term makes up for these
discrepancies. In the asymptotic regime, where the exponential
term is small, both the electrostatic and induction plus
dispersion components are in good agreement with SAPT
values. This can be seen in Figure S, which displays interaction
energies at the same dimer orientation as Figure 4 but at large
separations.

https://doi.org/10.1021/acs.cgd.1c01117
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Figure S. Radial dependence of the interaction energy and its
components in the asymptotic regime for the orientation correspond-
ing to the global minimum of the 1—1 dimer.

Since molecule 1 has a large polarizability because of z-
electrons in the aromatic rings, one expects the dispersion
interactions to be large. However, the dipole moment is also
large and the quadrupole moments, shown in Table 3, are large
as well. Thus, in general one expects substantial electrostatic
and induction interactions as well. This results in a large
interaction energy of —12.5 kcal/mol at the van der Waals
minimum, compared to the corresponding benzene dimer
interaction energy of only about —2.5 kcal/mol.® However,

Table 3. COM Quadrupole Moments of 1 Computed at the
Same Level of Theory As Described in Section II.A, Given
in Atomic Units”

XX

—15.8

zz

4.3

Xz

—4.9

b
11.5

yz

6.0 =2.0

“The coordinate frame is given in SI.
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one cannot deduce the ratios of the attractive components
from the knowledge of the monomer properties. Figure 4
shows that the dispersion plus induction energy (including
their exchange counterparts) is about twice larger in magnitude
than the electrostatic one. The quantity E? + & is dominated
by the dispersion component (84%), hence the induction
component, including 5EE§,€SP, is only 16%. Thus, despite the
molecule being strongly polar, the dispersion energy
dominates. This is a general trend for larger molecules since
the electrostatic interactions between different regions of
monomers can be of either sign and therefore have a tendency
to cancel.” For molecules of the size of 1, the COM multipole
expansion picture does not work well at distances near van der
Waals minima and smaller, so only SAPT calculations can
determine precise relations between interaction energy
components. At large distances shown in Figure S, the
electrostatic interaction dominates because of its slower (1/
R®) decay than the dispersion and induction components (1/
R®).

The relative smallness of the electrostatic energy for the
slipped parallel dimer configuration shown in Figure 4 may
seem to clash with the well-known fact that for the benzene
dimer, the slipped parallel configuration is stabilized relative to
the sandwich configuration by the electrostatic interactions:
negative for the former configuration and positive for the latter
(note that these relations cannot be explained using only the
leading quadrupole—quadrupole term®®). However, the
benzene-dimer electrostatic interactions are actually very
small in magnitude relative to the dispersion interactions,”
and the importance of the electrostatic energy is significantly
larger for the dimer of 1. This is because the quadrupole—
quadrupole interactions, which decay as 1/R®, are the leading-
order interactions for the benzene dimer, while for the 1 dimer
the dipole—dipole and dipole—quadrupole interactions, which
decay as 1/R® and 1/R respectively, dominate. Since the
dipole moments are in parallel planes and partly rotated with
respect to each other at the minimum geometry, this dipole
configuration corresponds to a smaller magnitude of the
electrostatic energy than one could have expected based on its
polarity.

At the distances of the van der Waals minimum and smaller,
the charge-penetration effects strongly increase the magnitude
of the electrostatic ener§y. This leads to an unexpected trend
in the ratio of E(J/E® for separations shown in the close-
range figure. In the multipole approximation, this ratio should
increase as R°™ = R®. Instead, this ratio slightly decreases with
increasing R. The reason is, of course, charge-penetration
effects. Here, these effects are unusually large, which has not
been previously reported in the literature to our knowledge.
This observation appears to be related to the slipped parallel
configuration of the dimer. The reason for this phenomenon is
as explained in the proceeding discussion. The electrostatic
interactions consist of electron—electron, nuclear—nuclear, and
electron—nuclear interactions. When the electron densities
start to overlap significantly, the last interaction remains almost
unaffected by this overlap since each nucleus of a monomer is
still outside the region of substantial charge density of the
interacting partner. Thus, only the positive electron—electron
component is affected, and it becomes reduced by the overlap
compared to what it would have been if the extent of the
density were significantly reduced. This makes the electrostatic
energy significantly more negative than the values predicted by
the asymptotic expansion. Thus, this effect cannot be

https://doi.org/10.1021/acs.cgd.1c01117
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recovered using the usual multiplicative damping functions
which range between 0 and 1 but requires the use of purely
exponentially decaying terms resulting from the bipolar
expansion of the interaction potential (see section V of ref
34). The effect is unusually large for dimers in a slipped parallel
configuration, since charge penetration is obviously exception-
ally strong.

lll.LB. Comparison of Monomer Minimum Energy
Geometry with Those in the Experimental Crystal
Structure. The experimental crystal structure has one
molecule in the asymmetric unit cell,>> but because of the
the symmetry operations in the Pbca space group that invert
the molecule, there are two monomer geometries present.
These molecules differ primarily in the orientation of the nitro
groups relative to the aromatic ring. A comparison of the r,
geometry with the two experimental geometries shows that the
conformer used in fitting the PES is suitable to describe both
forms (see Figure 6). To quantify the differences, the

Figure 6. Geometries of 1 from DFT optimization (spheres),
compared to the geometries of the two conformers from the
experimental crystal structure®® (orange and yellow). Two of the nitro
groups in the experimental geometries deviate somewhat from the
optimized gas-phase equilibrium positions.

experimental coordinates are aligned to the optimized
geometry by minimizing the root-mean-square deviation
(RMSD) of carbon atoms. After alignment, the RMSD,. is
0.019 and 0.014 A, while RMSD,y is 0.151 and 0.427 A for
the two experimental geometries, respectively. The deviations
are primarily due to slight rotations of two of the nitro groups
indicated in Figure 1 (the third nitro group is in the plane of
the ring due to the intramolecular hydrogen bond with the
neighboring hydroxyl group). The discrepancies in the rotation
angles of these two nitro groups between theory and
experiment are to be expected, as the rotational potential is
quite flat and therefore interactions in the crystal can easily
lead to rotations relative to atomic positions in the isolated
molecule.

ll.C. Comparison of Dimer Minimum Geometries
with Those of Dimers in the Experimental Crystal
Structure. We compare the local minima of the PES to the
dimer configurations found in the experimental crystal
structure. An interesting question to answer is whether close-
neighbor dimers in the crystal structures are in any way related
to the minima on PESs. It is generally known that in many
cases the crystal dimer configurations do not correspond to
global minimum geometries of the isolated dimer, although
such correspondence does exist for crystals with well-defined
synthons such as hydrogen bonds. The question is, however, if
a crystal’s dimers are matched by isolated dimers correspond-
ing to local minima. The other option is that dimer
configurations in crystals are intermediate between the local
minima of the isolated dimers.
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We have identified the nearest-neighbor dimers from the
Pbca experimental crystal’” and overlapped them with all 66
dimers at the minimum geometries on our PES. The matches
are determined by aligning the dimers based on minimizing the
RMSD for the carbon and nitrogen atoms. One of the local
minimum geometries, minimum 2, is the same as a closely
spaced dimer from the crystal. The five other observed dimers
from the crystal are related to local minima that are higher
energy, with significantly less contact between the monomers
in the molecular pair. We note that the first 22 minima are
dimer configurations that belong to the group of slipped-
parallel dimers similar to the global minimum. Therefore, it is
reasonable that the next lowest energy match (minimum 26)
to the experimental dimers would be so high in the energy
ranking.

The first closely matching minimum is number 2
(interaction energy of —12.05 kcal/mol, 0.52 kcal/mol above
the global minimum) with an RMSD¢y of only 0.17 A. The
other five minima, also reported in Table 2, are listed in
energetic order (with RMSDcy of their respective dimer in
parentheses): number 26 (1.32 A), number 32 (1.44 A),
number 33 (1.59 A), number 54 (0.78 A), and number 58
(1.18 A). A section of the crystal cell highlighting the two most
closely matched dimers is shown in Figure 7. The overlaps
between these dimers and the corresponding minima on the
PES (minimum 2 and $4) are shown in Figure 8 (the
remaining matches are shown in SI).

AN

Figure 7. Experimental crystal structure of 1. The dimer, which
closely matches minimum 2, is shown in green, and the dimer, which
closely matches minimum number 54, is shown in cyan.

Figure 8. Overlap of the dimers at geometries corresponding to
minima number 2 (left) and 54 (right) with dimers from the
experimental crystal structure. The experimental dimers are shown in
green and cyan (as in Figure 7), and the PES minima are shown
colored by element. The dimers were aligned by minimizing the
RMSD for all C and N atoms.

https://doi.org/10.1021/acs.cgd.1c01117
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Table 4. Cell Parameters, RMSD,,, and Ranks for Structures Matching the Observed Form

structure inter potential rigid? rank RMSD,, (A) density (g/cm®) a (A) b (A) c(A)
experimental*” 1.839 12.5540 10.3306 13.5974
0K OPLS rigid 53 0.301 1.796 12.9546 10.2355 13.6158
0K SAPT(DFT) rigid 4 0.272 1.754 13.2466 10.2491 13.6153
100 K SAPT(DFT) flexible S 0.350 1.684 13.4277 10.4279 13.7765

We can now answer the question asked in the beginning of
this section: yes, dimers from crystal structures are similar to
isolated dimers representing local minima. In particular, the
experimental nearest-neighbor configuration is very close to
the lowest-energy local minimum on the PES. Taking into
account that 22 lowest-energy configurations are of slipped
parallel type, the first nonparallel dimer matching experiment is
also one of the lowest-energy dimers. Thus, the knowledge of
the minima on the dimer PES of a notional compound can be
helpful in crystal design. This may not be true for nonpolar
monomers; for example, Aina et al’® did not find such
correlations in their work on trinitrobenzene (TNB).

llI.D. CSPs. Our CSP workflow ultimately generates
structures that are equilibrated at experimentally relevant
temperatures and pressures. However, we can learn more
about predictions by examining the structures that match the
reported form at each intermediate stage of the process. Such
results are presented in Table 4. The rigid molecule packing
step using the OPLS force field parameters yields a match to
the experimental structure with an RMSD of 20 neighboring
molecules (RMSD,,) of 0.301 A, but the energy is of rank 53
and it is ~12 kJ/mol above the lowest lattice energy.
Optimizing the polymorphs with the SAPT(DFT) intermo-
lecular potential, also with rigid molecules, significantly
improves the energy ranking of the experimental form. The
matching structure in this case is the fourth lowest lattice
energy (see Figure 9) and has an RMSD,, which is slightly
improved over the OPLS version, despite having an even more
elongated a-axis compared to experiment.

The density of the matching 0 K structure predicted by the
SAPT(DFT) potential is lower than that of the reported finite
temperature form. Since the rigid molecule geometry is quite
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Figure 9. CSP results for 1 evaluated for predicted crystal structures
optimized using rigid molecules and the tailor-made SAPT(DFT)
intermolecular potential. The observed experimental structure is
indicated with a red box.
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close to the observed coordinates, this density error reflects the
limits of the accuracy of our force field. As stated in section
IIL.A, the main sources of uncertainties are (1) the use of
SAPT(DFT), (2) the use of a fairly small aug-cc-pVDZ plus
midbond basis set, (3) the limited number of grid points used
in fitting, (4) neglect of pairwise-nonadditive many-body
effects, and (5) use of an empirical force field for intra-
monomer interactions. Of these, reason (1) was argued to be
accurate enough for CSPs, and reason (2) is not likely to affect
density since the geometries of the dimer minima, the main
factor dictating densities, converge in basis set much faster
than the interaction energy. Reason (3) is unlikely to be
problematic for densities since the RMSE of the fits, 0.3 kcal/
mol, is fairly small compared to previously published fits of this
type. Finally, reason (5) does not apply to the 0 K results.
Thus, we are left with reason (4). Indeed, as already discussed,
one can expect substantial pairwise-nonadditive polarization
contributions to the lattice energy (two-body polarization
effects are fully included in our force field). Very little is known
about the importance of these effects in CSPs. Very recently,
Aina et al.”® included such effects in their CSPs for TNB, a
system somewhat similar to 1, but the polarization was only
included in reranking the structures (i.e., not in the lattice
minimization phase). Unfortunately, Aina et al. did not
rigorously separate the two-body terms from pairwise-non-
additive ones. Since the reported overall polarization
contribution for TNB is large, from 11% to 18% of the total
lattice energy and several times larger than the induction
energy of the equilibrium dimer, the implied relative
magnitude of the nonadditive to additive polarization effects
is enormous. In any case, even if the pairwise-nonadditive
polarization contributions are much smaller for our system
than for TNB (against expectations), they are expected to be
attractive, so they should shift the minima to smaller
separations and therefore increase densities after optimization.
One should add, however, that the 0 K predicted unit cell
differs from the reported form primarily by elongation along
the a direction, making it difficult to discern why the pairwise-
nonadditive effects should be directional.

In order to account for thermal expansion of the crystal unit
cells, the predicted structures are equilibrated at 100 K and 1
bar through MD simulations with flexible molecules. Adding
thermal fluctuations in the molecular structures increases the
cell volume relative to the 0 K forms, so the predicted densities
are slightly reduced (see Figure S4 for the change in density for
each structure). The MD simulations also change the energy
ranking (see Figure SS), resulting in the experimental structure
as the fifth lowest energy form in the energy landscape, as
shown in Figure 10.

After the MD step, the matching structure has an RMSD,, of
0.350 A when using an angle tolerance of 25° and the overlap
of the predicted and experimental crystal structures is shown in
Figure 11. The deviations from the reported structure arise
from the slightly expanded a-axis for the unit cell and a slight
mismatch in the orientation of the easily rotatable nitro groups.

https://doi.org/10.1021/acs.cgd.1c01117
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Figure 11. Overlap of the experimentally observed structure® with
the predicted form equilibrated at 100 K and 1 bar using the tailor-
made SAPT(DFT) force field for MD simulations. The experimental
structure is shown colored by element, while the predicted structure is
shown with green carbon atoms.

After alignment of the MD-averaged single molecules to the
experimentally reported geometry, the average RMSD is
0.037 A, while the average RMSDg  is 0.382 A, compared to
0.289 A for the rigid PES molecule. The resulting molecular
structures, slightly different from the rigid-molecule CSP
geometry, are clearly a reasonable match to the experimental
structure. We find that the hybrid force field approach using
the tailor-made SAPT(DFT) intermolecular terms with a
generic/SAPT(DFT) intramolecular force field is adequate for
1. Overall, we are encouraged that the computational time
required to generate a molecule-specific intermolecular force
field, as compared to the use of a generic intermolecular force
field, is worth the effort to refine both the structural match and
energy ranking of the observed form.

IV. CONCLUSIONS

In this Article, we demonstrated the application of a bottom-up
protocol for crystal structure prediction that includes zero-
temperature CSP and finite-temperature MD with a tailor-
made molecule-specific force field, in the prediction of the
landscape of an energetic compound, 4-amino-2,3,6-trinitro-
phenol. The custom force field includes an accurate
intermolecular component built from dimers treated at the
SAPT(DFT) level of electronic structure theory with a
generic/SAPT(DFT) representation of the intramolecular
potential. The landscape reveals that the experimentally
observed form matches the predicted structure with an
RMSD,, of 0.35 A, which lies well within the acceptable
bounds prescribed by the CCDC blind structure prediction
competition.15

A critical finding of our work is that the quality of the
molecule-specific intermolecular potential appears to be
determinitive of the accuracy of predicted structures. Using a
generic/SAPT(DFT) representation of the intramolecular
potential can be employed without significantly compromising
that accuracy, even when some functional groups rotate easily
within the crystalline environment. If greater accuracy of the
final structure is required, several improvements of the present
approach are possible depending on the computational effort
permitted: increased size of the basis set for ab intio
calculations, increased number of parameters in the SAPT fit,
a more elaborate form of the fitting function, explicit inclusion
of intramonomer degrees of freedom in the SAPT PESs, an
iterative refinement of SAPT PESs by including specific dimers
extracted from lowest-energy, highest-rank polymorphs within
the fitting procedure, use of an intramonomer force field fitted
to ab intio data, and by performing periodic boundary
conditions dispersion-corrected DFT calculations for selected
structures. However, reasonable CSP results have been
obtained here for this challenging molecule without resorting
to these more expensive approaches. The relative insensitivity
of the landscape to the intramolecular potential, that is, small
differences between the rigid- and flexible-monomer simu-
lations, simplifies the CSP procedure, allowing for easy
application of tools such as autoPES®' for the creation of
molecule-specific force fields. Whether the idea of using
approximate intramolecular potentials in combination with
tailor-made intermolecular potentials applies to crystals of
larger, more flexible organic molecules merits further
exploration and will be the subject of future work.
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