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Abstract. We establish existence of finite energy weak solutions to the kinetic
Fokker-Planck equation and the linear Landau equation near Maxwellian, in

the presence of specular reflection boundary condition for general domains.

Moreover, by using a method of reflection and the Sp estimate of [5], we prove
regularity in the kinetic Sobolev spaces Sp and anisotropic Hölder spaces for

such weak solutions. Such Sp regularity leads to the uniqueness of weak solu-

tions.
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1. Introduction and Main results.

1.1. Introduction. We consider the following generalized kinetic Fokker-Planck
equation in a bounded domain Ω with the specular boundary condition:

∂tf + v · ∇xf − ∂vi(a
ij(t, x, v)∂vjf) + b(t, x, v) · ∇vf = g

f(t, x, v) = f(t, x,Rxv), (x, v) ∈ γ−.
(1.1)

Here

Rxv = v − 2(nx · v)nx
is the specular reflected velocity, and nx is the outward unit normal vector at x ∈ ∂Ω,
and

γ± = {(x, v) : x ∈ ∂Ω,±nx · v > 0}

is the outgoing/incoming set. In this paper, we will study two important cases of
the generalized Fokker-Planck equations: the celebrated Kolmogorov-Fokker-Planck
equation, which is given by Eq. (1.1) with aij = δij , and the linear Landau equation,
which we introduce below.

A fundamental model in plasma physics is the nonlinear kinetic Landau equation
with the specular reflection boundary condition given by

∂tF + v · ∇xF = Q [F, F ] in (0, T )× Ω× R3,

F (0, x, v) = F0(x, v), (x, v) ∈ Ω× R3, F (t, x, v) = F (t, x,Rxv), (x, v) ∈ γ−,
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where Q is the Landau (Fokker-Planck) collision operator with Coulomb interaction
defined as

Q [F1, F2](v) = ∇v ·
∫
R3

Φ(v − v′)[F1(v
′)∇vF2(v)− F2(v)(∇vF1)(v

′)] dv′, (1.2)

Φ(v) =

(
I3 −

v

|v|
⊗ v

|v|

)
|v|−1.

Let µ(v) := π−3/2e−|v|2 be the Maxwellian, which is a steady state of Eq. (1.2).
We rewrite the equation near the Maxwellian by replacing Q [F, F ] with Q [µ +
µ1/2f, µ+ µ1/2f ]:

∂tf + v · ∇xf + Lf − Γ[f, f ] = 0 in (0, T )× Ω× R3,

f(0, x, v) = f0(x, v), (x, v) ∈ Ω× R3, f(t, x, v) = f(t, x,Rxv), (x, v) ∈ γ−,
(1.3)

where

L = −A− K, Af = µ−1/2Q [µ, µ1/2f ], Kf = µ−1/2Q [µ1/2f, µ],

Γ[g, f ] = µ−1/2Q [µ1/2g, µ1/2f ].
(1.4)

We consider the linear version of Eq. (1.3) given by

∂tf + v · ∇xf + Lf − Γ[g, f ] = 0 in (0, T )× Ω× R3,

f(0, x, v) = f0(x, v), (x, v) ∈ Ω× R3, f(t, x, v) = f(t, x,Rxv), (x, v) ∈ γ−.

(1.5)
Such an equation is useful for proving the global in time well-posedness of (1.3) for
sufficiently small initial data (see, for example, [4], [10], [15]). Furthermore, we can
rewrite (1.5) in the divergence form

∂tf + v · ∇xf = ∇v · (σG∇vf) + ag · ∇vf +Kgf in (0, T )× Ω× R3,

f(0, x, v) = f0(x, v), (x, v) ∈ Ω× R3, f(t, x, v) = f(t, x,Rxv), (x, v) ∈ γ−,
(1.6)

where

σ = Φ ∗ µ, σG = σ +Φ ∗ (µ1/2g), aig = −Φij ∗ (vjµ1/2g + µ1/2∂vjg), (1.7)

Kg = K+ Jg, (1.8)

Jgf = ∂vi(σ
ijvj)f − σijvivjf (1.9)

− ∂vi

(
Φij ∗ (µ1/2∂vjg)

)
f +

(
Φij ∗ (viµ1/2∂vjg)

)
f.

See the details in [4], [9], [15]. To establish the existence of the finite energy strong
solution to the problem (1.6) (see Definition 1.9), we work with the equation

∂f + v · ∇xf = ∇v · (σG∇vf) + ν∆vf

+ ag · ∇vf − λf + h in (0, T )× Ω× R3,

f(0, x, v) = f0(x, v), (x, v) ∈ Ω× R3,

f−(t, x, v) = f+(t, x,Rxv), (x, v) ∈ γ−,

(1.10)

where ν > 0, λ ≥ 0. We call this equation simplified viscous linear Landau equation.
While such boundary problems play an important role in many applications,

there have been very limited study due to possible singularity forming from the
grazing set (see [8]). The paper [11] initiated the study of the regularity of the
boundary-value problems for generalized kinetic Fokker-Planck equations. For the
related works, we refer the reader to [1], [12], [13], [14]. The boundary-value problem
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for the Landau equation is considered in the articles [2], [4], [10]. Our paper serves
as a foundation of the linear theory for the nonlinear Landau equation used in the
works [4], [10]. The article is organized as follows. Section 1.2 contains the necessary
notation. In Section 1.3, we present the main results of this paper. We explain the
key ideas of the proof in Section 2. The proof of the main results is divided into 3
sections: Sections 3, 4, and 5.

1.2. Notation. To state precisely our results, we now introduce necessary notation
as follows. In this subsection, G ⊂ R7 is an open set, α ∈ (0, 1], p ∈ (1,∞],
θ ∈ [0,∞), and T ∈ (0,∞).

• Geometric notation:

z = (t, x, v), t ∈ R, x, v ∈ R3, Br(x0) = {ξ ∈ R3 : |ξ − x0| < r},
Ω ⊂ R3 is a bounded domain, Ωr(x) = Ω ∩Br(x), R3

± = {x ∈ R3 : ±x3 > 0},
H± = {(x, v) ∈ R3

± × R3}, HT
± = {z ∈ (0, T )×H±}, (1.11)

R7
T = {z ∈ (0, T )× R6}, ΣT = (0, T )× Ω× R3,

γ± = {(x, v) : x ∈ ∂Ω,±nx · v > 0}, γ0 = {(x, v) : nx · v = 0}, ΣT
± = (0, T )× γ±.

• Matrices. By I3, we denote the 3× 3 identity matrix and we set Sym(δ), δ ∈
(0, 1) to be the collection of 3× 3 symmetric matrices a such that

δ|ξ|2 ≤ aijξiξj ≤ δ−1|ξ|2, ∀ξ ∈ R3.

•
Y f = ∂tf + v · ∇xf.

• Function spaces.
– C(G) - the set of all bounded continuous functions on G.
– C1

0 (G) - the set of all continuously differentiable functions in G that vanish
for large z.

– C∞
0 (D), D ⊂ R7 is the set of all infinitely differentiable functions with

support contained in D.

– Anisotropic Hölder space. For an open set D ⊂ R6, by C
α/3,α
x,v (D), we

denote the set of bounded functions f = f(x, v) such that

[f ]
C

α/3,α
x,v (D)

:= sup
(xi,vi)∈D:(x1,v1 )̸=(x2,v2)

|f(x1, v1)− f(x2, v2)|
(|x1 − x2|1/3 + |v1 − v2|)α

<∞.

Furthermore,

∥f∥
C

α/3,α
x,v (D)

:= ∥f∥L∞(D) + [f ]
C

α/3,α
x,v (D)

. (1.12)

– Weighted Lebesgue space. For a locally integrable function w(x, v) such
that w > 0 a.e., by Lp(G,w) we denote the set of all Lebesgue measurable
functions u such that

∥u∥Lp(G,w) := ∥w1/pu∥Lp(G) <∞.

In particular, for

⟨v⟩ := (1 + |v|2)1/2,
we set

Lp,θ(G) = Lp(G, ⟨v⟩θ).
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– Sobolev spaces. Let H1
p(G) := {f ∈ Lp(G) : ∇vf ∈ Lp(G)} be the Banach

space equipped with the norm

∥f∥H1
p(G) := ∥|f |+ |∇vf |∥Lp(G).

Furthermore, H−1
p (G) is the set of all functions f on G such that there

exists fi ∈ Lp(G), i = 0, 1, 2, 3, such that

f = f0 + ∂vifi.

The H−1
p (G)-norm is given by

∥f∥H−1
p (G) = inf

3∑
i=0

∥fi∥Lp(G),

where the infimum is taken over all such fi, i = 0, 1, 2, 3.
– Kinetic (ultraparabolic) Sobolev spaces.

By Sp,θ(G) = {f ∈ Lp,θ(G) : Y f,∇vf,D
2
vf ∈ Lp,θ(G)} we mean the

Banach space with the norm

∥f∥Sp,θ(G) = ∥|f |+ |∇vf |+ |D2
vf |+ |Y f |∥Lp,θ(G). (1.13)

We also denote Sp(G) := Sp,0(G).
Furthermore, we set Sp(G) to be the space of functions f such that
f,∇vf ∈ Lp(G), and Y f ∈ H−1

p (G). The norm is defined as follows:

∥f∥Sp(G) = ∥f∥H1
p(G) + ∥Y f∥H−1

p (G). (1.14)

• Traces. Let f ∈ Lp(Σ
T ) be a function such that Y f ∈ Lp(Σ

T ) for some
p ∈ [1,∞). We set f±, f(0, ·), f(T, ·) to be the restrictions of the trace of f on
ΣT

±, {0}×Ω×R3, {T}×Ω×R3, respectively (see the definition on p. 393 of
[3] or in Remark 3.3).

• Space of initial values. For p ∈ (1,∞] and θ ≥ 0, by Oθ,p we denote the set of
all functions u on Ω× R3 such that

u, v · ∇xu,∇vu,D
2
vu ∈ Lp,θ(Ω× R3), u± ∈ L∞(γ±, |v · nx|),

and

u−(x, v) = u+(x,Rxv) a.e. (x, v) ∈ γ−.

The norm is given by

∥u∥Op,θ
= |u|Op,θ

+ ∥u±∥L∞(γ±,|v·nx|),

|u|Op,θ
:= ∥|u|+ |v · ∇xu|+ |∇vu|+ |D2

vu|∥Lp,θ(Ω×R3).
(1.15)

For θ = 0, we set Op = Op,0.
• Constants. By N = N(· · · ) we mean a constant depending only on the pa-

rameters inside the parentheses. The constants N might change from line to
line. Sometimes, when it is clear what parameters N depends on, we omit
them.

1.3. Main results.
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1.3.1. Kinetic Fokker-Planck equation. Let a be a measurable function taking values
in the set of symmetric d× d matrices.

Definition 1.1. Let θ ≥ 0, T > 0 be numbers. We say that (f, f⋆±, f
⋆
T , f0) is a finite

energy weak solution to

Y f −∇v · (a∇vf) + b · ∇vf + λf = g, z ∈ ΣT (1.16)

with the specular boundary condition and the initial data f0 if

i) f,∇vf ∈ L2,θ(Σ
T ), g ∈ L2,θ(Σ

T ), f⋆± ∈ L∞(ΣT
±, |v ·nx|), f⋆T , f0 ∈ L2,θ(Ω×R3),

ii) f⋆−(t, x, v) = f⋆+(t, x,Rxv) a.e. on ΣT
−,

iii) for any ϕ ∈ C1
0 (Σ

T ),

−
∫
ΣT

(Y ϕ)f dz +

∫
Ω×R3

(
f⋆T (x, v)ϕ(T, x, v)− f0(x, v)ϕ(0, x, v)

)
dxdv

+

∫
ΣT

+

f⋆+ϕ |v · nx|dσdt−
∫
ΣT

−

f⋆−ϕ |v · nx|dσdt (1.17)

+ λ

∫
ΣT

fϕ dz +

∫
ΣT

(a∇vf) · ∇vϕdz +

∫
ΣT

(b · ∇vf)ϕdz =

∫
ΣT

gϕdz.

For the sake of brevity, in the sequel, we will say that f is a finite weak energy
solution to (1.16), thus, omitting f⋆±, f

⋆
T , f0.

Furthermore, we say that f is a finite energy strong solution to Eq. (1.16) if

– f is a finite energy weak solution,
– f ∈ S2(Σ

T ), where S2 is defined in (1.13),
– the identity

Y f = ∇v · (a∇vf)− b · ∇vf − λf + g (1.18)

is satisfied a.e. in ΣT .

Remark 1.1. The definition of a finite energy strong solution does not require ∂tf
or v ·∇xf to be a measurable function. In fact, these objects are understood in the
sense of distributions. However, Y f is required to be an element of L2(Σ

T ).

Remark 1.2. We remark that Y f is not known to be in Lp(Σ
T ) for the natural

finite energy weak solutions. This is a basic difficulty in the study of boundary
value problems of the kinetic Fokker-Planck type of equations. We need to develop
extra Sp(Σ

T ) estimates to ensure such a trace property.
If f is a finite energy strong solution to (1.16) then, the functions f⋆±, f

⋆
T , f0 are

traces of f in the sense of [3], i.e.,

f, f⋆±, f
⋆
T , f0

satisfy the Green’s identity (2.20) of [3] (see also (3.9)). Since f, Y f ∈ L2(Σ
T ),

by Remark 3.2, f has traces f(0, ·), f(T, ·), f±. Then, we multiply (1.18) by ϕ ∈
C1

0 (Σ
T ), use the Green’s formula (3.9), and compare the resulting equality with

(1.17). This gives f(0, ·) = f0, f(T, ·) = f⋆T , f± = f⋆± a.e..

We impose the following assumptions on the coefficients and the domain Ω.

Assumption 1.2. There exists δ ∈ (0, 1) such that ∀z, a(z) ∈ Sym(δ), i.e.,

δ|ξ|2 ≤ aij(z)ξiξj ≤ δ−1|ξ|2. (1.19)

Assumption 1.3. There exists a constant K > 0 such that

∥b∥L∞(ΣT ) ≤ K. (1.20)
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Assumption 1.4. There exists a constant K > 0 such that

∥∇va∥L∞(ΣT ) ≤ K, ∇vb ∈ L∞(ΣT ). (1.21)

We present three results on the existence, uniqueness, and the Sp-regularity of
the finite energy weak solutions.

Theorem 1.5 (Existence of finite energy weak solutions). Let Ω be a bounded
C2 domain. Under Assumptions 1.2 - 1.4, for any T > 0, θ ≥ 0, there exists
λ0 = λ0(θ, δ,K) > 0 such that for any λ ≥ λ0 and g ∈ L2,θ(Σ

T ) ∩ L∞(ΣT ),
f0 ∈ L2,θ(Ω × R3) ∩ L∞(Ω × R3), Eq. (1.16) has a finite energy weak solution f ,
and, in addition,

∥f⋆T ∥L2,θ(Ω×R3) + λ1/2∥f∥L2,θ(ΣT ) + ∥∇vf∥L2,θ(ΣT )

≤ N(λ−1/2∥g∥L2,θ(ΣT ) + ∥f0∥L2,θ(Ω×R3)),

max{∥f⋆T ∥L∞(Ω×R3), ∥f∥L∞(ΣT ), ∥f⋆±∥L∞(ΣT
±,|v·nx|)}

≤ λ−1∥g∥L∞(ΣT ) + ∥f0∥L∞(Ω×R3),

(1.22)

where N = N(δ,K, θ) > 0.

The following corollary is derived from Theorem 1.5 by using an exponential
weight.

Corollary 1.1. One can take λ0 = 0 in Theorem 1.5. However, in that case, the
constant N also depends on T , i.e., N = N(δ,K, θ, T ).

We remark that the uniqueness of such weak solutions remains an open prob-
lem in general. By using the method of reflection (see Section 2), we prove the
uniqueness and higher regularity for Eq. (1.16) in the case when a = I3.

Theorem 1.6 (S2 regularity of a finite energy weak solution). Let Ω be a bounded
C3 domain, T > 0, θ ≥ 2 be numbers, and g ∈ L2,θ−2(Σ

T ), f0 ∈ O2,θ−2 (see (1.15)),
and a = I3. Under Assumptions 1.2 - 1.3, there exists λ0 = λ0(K, θ,Ω) > 0 such
that for any λ ≥ λ0, if f is a finite energy weak solution to Eq. (1.16) with parameter
θ, then, f ∈ S2,θ−2(Σ

T ) and f,∇vf ∈ L7/3,θ−2(Σ
T ). Furthermore, we have

∥f∥S2,θ−2(ΣT ) + ∥|f |+ |∇vf |∥L7/3,θ−2(ΣT )

≤ N(∥g∥L2,θ−2(ΣT ) + |f0|O2,θ−2

+ ∥∇vf∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT )),

(1.23)

where N = N(K,Ω, θ). Finally, f satisfies the identity (1.18) a.e., and, hence f is
a finite energy strong solution.

Corollary 1.2 (Uniqueness of finite energy solutions). Under assumptions of The-
orem 1.6, any two finite energy weak solutions to Eq. (1.16) must coincide.

Theorem 1.7 (Higher regularity of the finite energy strong solution). Let p > 14
and invoke the assumptions of Theorem 1.6 and assume, additionally, θ ≥ 16, and
g ∈ Lp,θ−4(Σ

T ), f0 ∈ Op,θ−4(Σ
T ) (see (1.15)). Then, for any λ ≥ 0, one has

f ∈ Sp,θ−16(Σ
T ) ∩ C(ΣT ), and

∥f∥Sp,θ−16(ΣT ) + ∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

+ ∥∇vf |∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

≤ N(∥g∥L2,θ−2(ΣT ) + ∥g∥Lp,θ−4(ΣT )

+ |f0|O2,θ−2
+ |f0|Op,θ−4

+ ∥∇vf∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT )),



8 HONGJIE DONG, YAN GUO, AND TIMUR YASTRZHEMBSKIY

where

– α = 1− 14/p,

– C
α/3,α
x,v (Ω× R3) is the anisotropic Hölder space defined in (1.12),

– N = N(p, θ,K,Ω).

1.3.2. Linear Landau equation.

Definition 1.8. Let Hσ,θ(Σ
T ) be the Hilbert space of all Lebesgue measurable

functions such that the norm

∥u∥σ,θ :=

(∫
ΣT

(σij∂viu ∂vju+ σijvivju
2)⟨v⟩θ dz

)1/2

(1.24)

is finite. Here σ is defined by (1.7). Since σ is a positive definite matrix (see Remark
1.3), ∥ · ∥σ,θ is, indeed, a norm.

Remark 1.3. Let θ ≥ 0 and u ∈ L2,θ(Σ
T ) be a function such that ∇vu ∈ L2,θ(Σ

T ).
Then,

∥u∥σ,θ ≤ N∥|u|+ |∇vu|∥L2,θ−1(ΣT ). (1.25)

This follows from the facts that, for any v ∈ R3,

σij(v)vivj ≤ N⟨v⟩−1, σ(v) ≤ N⟨v⟩−1I3.

Furthermore, due to the inequality

⟨v⟩−3I3 ≤ C1σ(v)

for some constant C1 > 0, we have

∥u∥L2,θ−3(ΣT ) ≤ C1∥u∥σ,θ.

See the details in Lemma 3 of [9].

Definition 1.9. We say that f is a finite energy strong solution to (1.6) if there
exists θ ≥ 0 such that

1. f ∈ S2(Σ
T ) ∩ L2,θ(Σ

T ) ∩Hσ,θ(Σ
T ),

2. the traces (see Remark 3.2) have the following regularity: f(T, ·), f(0, ·) ∈
L2,θ(Ω× R3), f± ∈ L∞(ΣT

±, |v · nx|),
3. for any ϕ ∈ C1

0 (Σ
T ),

−
∫
ΣT

(Y ϕ)f dz +

∫
Ω×R3

(
f(T, x, v)ϕ(T, x, v)− f(0, x, v)ϕ(0, x, v)

)
dxdv

+

∫
ΣT

+

f+ϕ |v · nx|dσdt−
∫
ΣT

−

f−ϕ |v · nx|dσdt

+

∫
ΣT

[(σG∇vf) · ∇vϕ− (ag · ∇vf)ϕ− (Kgf)ϕ] dz = 0,

4. Eq. (1.6) is satisfied almost everywhere, including the initial and the boundary
conditions. The latter are understood as conditions on traces of f .

Remark 1.4. Note that the condition (4) implies (3) by the Green’s identity (see
(3.9)).

Assumption 1.10. Let κ ∈ (0, 1] and g ∈ L∞((0, T ), C
κ/3,κ
x,v (Ω × R3)) be the

function such that
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– ∇vg ∈ L∞((0, T ), C
κ/3,κ
x,v (Ω× R3)), and

∥g∥
L∞((0,T ),C

κ/3,κ
x,v (Ω×R3))

+ ∥∇vg∥L∞((0,T ),C
κ/3,κ
x,v (Ω×R3))

≤ K (1.26)

for some K > 0.
–

g−(t, x, v) = g+(t, x,Rxv) ∀z ∈ ΣT
−. (1.27)

Theorem 1.11. Let

– Ω be a bounded C3 domain,
– κ ∈ (0, 1], T > 0, p > 14 be numbers,
– Assumption 1.10 (see (1.26) - (1.27)) hold,
– f0 ∈ O2,θ ∩ O∞ (see (1.15)),
– ∥g∥L∞(ΣT ) ≤ ε.

Then, there exists a number θ0 = θ0(p,κ) > 4 such that for any θ ≥ θ0, there exist
numbers θ = θ(p,κ) > 4, ε = ε(θ) ∈ (0, 1), and θ′ = θ′(p,κ), θ′′ = θ′′(p,κ) ∈
(1, θ − 3) such that Eq. (1.5) has a unique finite energy strong solution f (see

Definition 1.9). Furthermore, f ∈ C(ΣT ), and

∥f∥S2,θ′ (Σ
T ) + ∥f∥Sp,θ′′ (Σ

T ) + ∥f(T, ·)∥L2,θ(Ω×R3) + ∥f∥L2,θ(ΣT ) + ∥f∥σ,θ
+ ∥f∥

L∞((0,T ),C
α/3,α
x,v (Ω×R3))

+ ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

≤ N(∥f0∥O2,θ
+ ∥f0∥O∞),

(1.28)

where α = 1− 14
p , the ∥·∥σ,θ-norm is defined in (1.24), and N = N(p, θ,κ,Ω,K, T ).

2. Method of the proof.

1. Kinetic Fokker-Planck equation,
Existence. To construct the finite energy weak solutions to (1.16), we dis-

cretize the diffusion operator ∇v ·(a∇vf) and prove uniform bounds in Section
3 by using the results of [3]. The discretized second-order operator Ah (see
(3.3)) is inspired by the representation of symmetric matrices in Theorem 3.1
of [17] (see Lemma 3.1). Such representation (see (3.1)) was first stated in the
work [18] without smoothness properties of the weights λk. The form of Ah

enables us to prove an analogue of the Lp-energy inequality for the heat equa-
tion (see (3.15)). We then use the weak* compactness argument to conclude
the existence of finite energy weak solutions.

Uniqueness and higher regularity. Thanks to the specular reflection bound-
ary condition, we are able to construct a reflection operator (see (2.6)) to
extend solutions to x ∈ R3. In the present authors’ opinion, such a reflection
operator is useless for the study of the regularity for the Vlasov type equations
in the absence of velocity diffusion. In particular, when the same reflection
operator is applied to such an equation, it preserves the form of an equation
but yields a drift term with discontinuous coefficients. On the other hand,
in the presence of velocity diffusion, one can apply the S2 regularity theory
in R7

T (see Section 4) to the extended equation (2.17) and conclude that a
finite energy weak solution with θ ≥ 2 is of class S2(Σ

T ). We then use the Sp

regularity results of [5] (see Appendix D) to show that f ∈ Sp(Σ
T ). Unfortu-

nately, the mirror extension argument works only for very particular diffusion
operators in the velocity variable, for example, ∆v and ∇v · (σG∇v), where
σG is defined in (1.7). See the discussion in Section 2.2.
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2. Linear Landau equation. To prove Theorem 1.11, we use the method of
vanishing viscosity. We first consider a simplified version of Eq. (1.6) given by
Eq. (1.10). By the existence result for the generalized kinetic Fokker-Planck
equation (see Theorem 1.5), we prove the existence of a finite energy weak
solution in the sense of Definition 1.1. To prove the unique solvability in the
class of the finite energy strong solutions, we use the mirror extension method
combined with the S2 estimate of [5] (see Appendix D).

Viscous linear Landau equation. By using a perturbation argument, we ex-
tend the aforementioned unique solvability result to the viscous linear Landau
equation (1.10), which contains the non-local term Kgf defined in (1.8). We
then prove uniform in ν bounds by combining the standard energy estimate
(see Lemma 5.3) with the Sp estimates of [5]. Finally, by using the weak* com-
pactness argument, we prove the existence of the finite energy strong solution
(see Definition 1.9) to the linear Landau equation (1.6). The uniqueness in
the class of the finite energy strong solutions follows from the aforementioned
energy estimate.

Our argument for proving the existence/uniqueness of the finite energy strong
solution for Eqs. (1.16) and (1.10) goes as follows:

existence of finite energy weak solution f → f ∈ S2 → uniqueness.

In the rest of this section, we

• define the mirror extension operator and show that it preserves the form of
Eq (1.16),

• delineate the proofs of the S2 bound, Sp estimate, and the Hölder estimate,
• elaborate on the importance of the condition (1.26) in Assumption 1.10.

2.1. A boundary-flattening diffeomorphism that preserves the specular
reflection boundary condition. We may assume that there exists a sufficiently
small number r0 > 0 such that for any x0 ∈ Ω, there exists a function ρ = ρ(x1, x2)
such that

∂Ω ∩Br0(x0) ⊂ {x : x3 = ρ(x1, x2)},
Ωr0(x0) := Ω ∩Br0(x0) ⊂ {x : x3 < ρ(x1, x2)},

(2.1)

and ρ is a bounded function with bounded continuous partial derivatives up to order
3.

Next, denote ρi =
∂ρ
∂xi

, i = 1, 2. Following [10] (see Section 7.1.1 of the reference),
we introduce the boundary-flattening diffeomorphism

Ψ : Ωr0(x0)× R3 → H− = R3
− × R3, (x, v) → (y, w)

given by

y = ψ(x), w = Dψ(x)v, (2.2)

where ψ is defined as the inverse of the transformation

ψ−1(y) =

 y1
y2

ρ(y1, y2)

+ y3

−ρ1
−ρ2
1

 . (2.3)
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It is easy to check that Dψ−1 sends the vector (0, 0, 1)T to (−ρ1,−ρ2, 1)T , which is
an outward normal vector at ∂Ω. Furthermore, by direct computations (see [10]),

Rxv = v − 2(v · nx)nx =

 w1 + ρ1w3

w2 + ρ2w3

ρ1w1 + ρ2w2 − w3

 =
∂x

∂y
|y3=0(w1, w2,−w3)

T , (2.4)

which shows that Ψ preserves the specular reflection boundary condition.

2.1.1. Mirror extension transformation. Denote

ẑ = (t, y, w), J =

∣∣∣∣ det ∂x∂y
∣∣∣∣2,

and, for any function u, supported on R× Ωr0(x0)× R3, we set

û(ẑ) = u(t, x(y), v(y, w)), ũ(ẑ) = û(ẑ)J(y). (2.5)

Then, the mirror extension of u is defined as

u(t, y, w) :=

{
ũ(t, y, w), (t, y, w) ∈ HT

−,

ũ(t, Ry,Rw), (t, y, w) ∈ HT
+,

R = diag(1, 1,−1). (2.6)

Note that, strictly speaking, u is not an extension of û, however, since the Jacobian
J ≈ 1 near x0, u is close to the function

ẑ → û(t, Ry,Rw)

provided that r0 is sufficiently small.

2.1.2. The generalized kinetic Fokker-Planck equation under the mirror extension
mapping. We consider Eq. (1.16) and assume that there exists some δ ∈ (0, 1) such
that for any z, a ∈ Sym(δ), i.e., (1.19) holds. Let f be a finite energy solution to
Eq. (1.16) (see Definition 1.1) supported on R×Ωr0/2(x0)×R3. Here we show that

the mirror extension f (see (2.6)) also solves a generalized kinetic Fokker-Planck
type equation. To this end, we change variables in the weak formulation of Eq.

(1.16) for some fixed ϕ ∈ C1
0 (Σ

T ) (see (1.17) in Definition 1.1).

First, we find an equation satisfied by f̃ (defined in (2.5)) on HT
−. By direct

computations (see Appendix A), f̃ satisfies the identity

−
∫
HT

−

(Y ϕ̂) f̃dẑ +

∫
H−

(
f̃⋆T (y, w)ϕ̂(T, y, w)− f̃0(y, w)ϕ̂(0, y, w)

)
dydw

+

∫
HT

−

(
(∇wf̃)

TA∇wϕ̂− f̃X · ∇wϕ̂+
(
B · ∇wf̃

)
ϕ̂+ λf̃ ϕ̂

)
dẑ

+

∫ T

0

∫
R2×R3

+

|w3|f̃⋆+ϕ̂ dy1dy2dwdt

−
∫ T

0

∫
R2×R3

−

|w3|f̃⋆−ϕ̂ dy1dy2dwdt =
∫
HT

−

ϕ̂g̃ dẑ,

(2.7)
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where ϕ̂ is defined by (2.5), and

A =

(
∂y

∂x

)
â

(
∂y

∂x

)T

, B =

(
∂y

∂x

)
b, (2.8)

X = (X1, X2, X3)
T =

(
∂y

∂x

)(
∂v

∂y

)
w =

(
∂y

∂x

)
∂
(
∂x
∂yw

)
∂y

w. (2.9)

Next, we extend the coefficients to HT
−. First, we set B(t, ·, w), X(·, w) to be 0 if

y ∈ R3
− \ ψ(Ωr0(x0)). Second, let κ ∈ C∞

0 (R3) be a function such that 0 ≤ κ ≤ 1,
and κ = 1 on |y − ψ(x0)| ≤ 3r0/4, κ = 0 on |y − ψ(x0)| ≥ 7r0/8 and denote

A(t, y, w) = A(t, y, w)κ(y) + δI3(1− κ(y)). (2.10)

Note that for sufficiently small r0,

f̂ is supported on B3r0/4(ψ(x0)), (2.11)

and then, so is f̃ . Since κ = 1 on the support of f̃ , Eq. (2.7) holds with A and ϕ̂

replaced with A and any η ∈ C1
0 (HT

−), respectively.
We now extend A, B,X to R7

T by setting

A(t, y, w) =

{
A(t, y, w), (t, y, w) ∈ HT

−,

RA(t, Ry,Rw)R, (t, y, w) ∈ HT
+,

(2.12)

X(y, w) =

{
X(y, w), (y, w) ∈ H−,

RX(Ry,Rw), (y, w) ∈ H+,
(2.13)

B(t, y, w) =

{
B(t, y, w), (t, y, w) ∈ HT

−,

RB(t, Ry,Rw), (t, y, w) ∈ HT
+.

(2.14)

Finally, we check that f satisfies an equation on the whole space. We fix an

arbitrary function η ∈ C1
0 (R7

T ) such that D2
vη ∈ C(R7

T ) and denote by η± the re-

striction of η to HT
±. Replacing ϕ̂ with η+(t, Ry,Rw) in (2.7) and changing variables,

we obtain

−
∫
HT

+

(Y η+)f dẑ +

∫
H+

[f⋆T (y, w)η+(T, y, w)− f0(y, w)η+(0, y, w)] dydw

+

∫
HT

+

(
(∇wf)

TA∇wη+ − f X · ∇wη+ + (B · ∇w f) η+ + λf η+
)
dẑ

+

∫ T

0

∫
R2×R3

−

|w3|f̃⋆+(t, y1, y2, Rw)η dy1dy2 dw dt

−
∫ T

0

∫
R2×R3

+

|w3|f̃⋆−(t, y1, y2, Rw)η dy1dy2 dw dt

=

∫
HT

+

gη+ dẑ.

(2.15)

Note that by (2.4) and the fact that f satisfies the specular reflection boundary
condition, we have

f̂⋆+(t, y1, y2, Rw) = f̂⋆−(t, y1, y2, w). (2.16)
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Then, adding (2.15) to (2.7) with ϕ̂ = η− and transferring the derivatives in v to
the test function η, and using (2.16) give

−
∫
R7

T

(Y η)f dẑ +

∫
R6

[f⋆T (y, w)η(T, y, w)− f0(y, w)η(0, y, w)] dydw

+

∫
R7

T

(
(∇wf)

TA∇wη − (X · ∇wη)f + (B · ∇wf)η + ληf
)
dẑ

=

∫
R7

T

gη dẑ.

Here we used the fact that ∇wf ∈ L2,θ(R7
T ). Thus, in R7

T , f satisfies the equation

Y f −∇w · (A∇w f) +∇w · (Xf) + B · ∇wf + λf = g (2.17)

in the weak sense (cf. Definition 1.1 (1.17)).

2.2. Strategy for proving the S2 estimate.

• Interior estimate for Eqs. (1.16) and (1.10). Away from the boundary
∂Ω, by the partition of unity argument, we may reduce these equations to the
ones on the whole space R7

T . To show that f ∈ S2 away from the boundary,
we use the unique solvability result of [5] (see Theorem D.4). As discussed
in Appendix D (see Remark D.1), this theorem is applicable if the leading

coefficients are of class L∞((0, T ), C
κ/3,κ
x,v (R6)), κ ∈ (0, 1], where C

κ/3,κ
x,v (R6)

is defined in (1.12). For Eq. (1.10), the validity of this condition follows from
Assumption 1.10 ((1.26) - (1.27)). See Lemma C.1.

• Boundary estimate. Near the boundary, we use the boundary flattening
diffeomorphism Ψ (see (2.2)) and the mirror extension transformation (2.6) to
reduce Eqs. (1.16), (1.10) to the generalized kinetic Fokker-Planck equation
(2.17). Let us check if the leading coefficients belong to

L∞((0, T ), Cκ/3,κ
x,v (R6))

. Due to (2.12), for (t, y, w) ∈ HT
+, we have

A(t, y, w) =

 A11 A12 −A13

A12 A22 −A23

−A13 −A23 A33

 (t, y, Rw). (2.18)

Note that, unless A satisfies the condition

Ai3(t, y1, y2, 0, w) = −Ai3(t, y1, y2, 0, Rw), i = 1, 2, (2.19)

the function A(t, ·) might be discontinuous on the set {y3 = 0} × R3. For-
tunately, (2.19) holds for both Eqs. (1.16) and (1.10). See the details in
Appendix E. By the unique solvability result in the S2 space (see Theorem
D.4) applied to Eq. (2.17), we conclude that f ∈ S2 near the boundary.
Thus, for large λ, finite energy weak solutions to Eqs. (1.16) and (1.10) must
be finite energy strong solutions in the sense of Definition 1.1.

2.3. Strategy for proving the Sp bound and Hölder continuity. We use a
bootstrap argument combined with the localization method described above. In
particular, we estimate the Sp norm of a localized solution by using the a priori
estimate in Theorem D.5 (see (D.5)). When p > 14, by the embedding theorem for
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the Sp space (see Theorem 2.1 of [19]), our localized solutions and their derivatives
in the velocity direction are of class Cα

kin, α = 1− 14/p, where

Cα
kin = {u ∈ L∞(R7

T ) : [u]Cα
kin

<∞},

and

[u]Cα
kin

:= sup
z,z′∈R7

T :z ̸=z′

|u(z)− u(z′)|
(|t− t′|1/2 + |x− x′ − (t− t′)v′|1/3 + |v − v′|)α

<∞.

Unfortunately, the condition [u]Cα
kin

< ∞ is not preserved under the local diffeo-

morphism Ψ−1. In other words, if u(t, y, w) ∈ Cα
kin, then, U(t, x, v) = u(t,Ψ(x, v))

is not of class Cα
kin since x→ U(t, ·, v) is not defined globally.

To overcome this issue, we work with a weaker space

L∞((0, T ), Cα/3,α
x,v (R6)) ⊃ Cα

kin.

This space has two important properties which we state below.

• If u ∈ Sp(R7
T ), then,

u,∇vu ∈ L∞((0, T ), Cα/3,α
x,v (R6)) ∩ C(R7

T ).

This follows from the aforementioned Morrey type embedding theorem for the
Sp spaces (see [19]).

• If η = η(y) is a Lipschitz function with compact support, and

u1(t, y, w) = u(t, y, w)η(y) ∈ L∞((0, T ), Cα/3,α
x,v (R6)),

then

U1(z) = u1(t,Ψ(x, v)) ∈ L∞((0, T ), Cα/3,α
x,v (R6).

By the above reasoning, we are able to prove that, under certain assumptions, if f
is a finite energy strong solution to Eq. (1.16) or (1.10), then f ∈ Sp(Σ

T ), and, in

addition, f,∇vf ∈ L∞((0, T ), C
α/3,α
x,v (Ω× R3)) ∩ C(ΣT ).

2.4. The reason we consider the linear Landau equation with rough in
time coefficients. To prove the existence of the local in time solution to the non-
linear Landau equation (Eq. (1.3)), one can consider the Picard iteration sequence
f (0) = f0,

Y f (n+1) −∇v · (σF (n)∇vf
(n+1)) + ag · ∇vf

(n+1) +Kf(n)f (n+1) = 0 in ΣT ,

f (n+1)(0, x, v) = f0(x, v), x ∈ Ω, v ∈ R3,

f
(n+1)
− (t, x, v) = f

(n+1)
+ (t, x,Rxv), z ∈ ΣT

−,

(2.20)

where σF (n) is defined by (1.7) with g replaced with f (n). Let us consider the
equation for f (1). Even if f0 is very regular, by using our method, we can only

prove that f (1),∇vf
(1) ∈ L∞((0, T ), C

α/3,α
x,v (Ω × R3)) ∩ C(ΣT ), α ∈ (0, 1]. Then,

for the equation (2.20) with n = 0, Assumption 1.10 (see (1.26) - (1.27)) is satisfied
with g = f (1).

3. Finite energy weak solutions to the generalized kinetic Fokker-Planck
equation. In this section, we prove the existence of finite energy weak solution
to Eq. (1.16) (see Theorem 1.5). The conclusion of Theorem 1.5 also implies the
existence of finite energy weak solutions to Eq (1.10) which is verified in the proof
of Proposition 5.1.
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3.1. Discretization of the second-order operator. The following lemma, which
is due to N.V. Krylov, provides a way to rewrite a second-order operator as a pure
second-order derivative operator. By using this result, we construct a finite differ-
ence approximation of the operator ∇v · (a∇v), which we denote by Ah. Thanks to
Lemma 3.1, the stencil depends only on the lower eigenvalue bound of the matrix
a, and in addition, the ‘diffusion’ coefficients of Ah are as regular as a.

Lemma 3.1 (Theorem 3.1 of [17]). Denote li = ei, i = 1, 2, 3. Then, there exists a
number d1 > 3 and

– vectors lk ∈ R3, k = 4, . . . , d1,
– real-analytic functions λk, k = 1, . . . , d1, on Sym(δ) (see Section 1.2), and a

number δ1 = δ1(δ) > 0

such that, for any a ∈ Sym(δ),

aij =

d1∑
k=1

λk(a)l
i
kl

j
k, δ1 < |λk| < δ−1

1 , k = 1, . . . , d1. (3.1)

Let d1, Λ = {l1, . . . , ld1
} and λk, k = 1, . . . , d1, be the number, stencil, and

functions in Lemma 3.1. We set

ak(z) = λk(a(z)), k = 1, . . . , d1.

Then, by the above lemma, there exist a constant δ1 = δ1(δ) > 0 such that for any
z,

δ1 ≤ |ak(z)| ≤ δ−1
1 , k = 1, . . . , d1. (3.2)

For any h ∈ R and any function u on R3, we define the following operators:

Th,lu(v) = u(v + hl), δh,lu(v) =
u(v + hl)− u(v)

h
,

Ahu = −
d1∑
k=1

δh,−lk(akδh,lku). (3.3)

We now check the consistency with ∇v · (a∇v). Denote

∆h,ξ =
Th,ξ − 2I3 + Th,−ξ

h2
, ∂(ξ) = ξi∂vi , ∂(ξ)(ξ) = ξiξj∂vi∂vj . (3.4)

Observe that the following product rule holds:

δh,l(fg) = gδh,lf + (Th,lf)δh,lg. (3.5)

We fix arbitrary ϕ ∈ C2
0 (R3). Then, by (3.5), we have

Ahϕ = −ak(δh,−lkδh,lkϕ) + (−δh,−lkak)Th,−lkδh,lkϕ. (3.6)

We note that the last term equals

(−δh,−lkak) (−δh,−lkϕ).

Then, using the Cauchy-Schwartz inequality, Assumption 1.4 (see (1.21)), and the
fact that ϕ has bounded support, we get

lim
h→0

(−δh,−lkak) (−δh,−lkϕ) = ∂(lk)ak∂(lk)ϕ in L2(Σ
T ).

By this, (3.6), and (3.1), we conclude

lim
h→0

Ahϕ = ak∂(lk)(lk)ϕ+ ∂(lk)ak∂(lk)ϕ

= ∇v · (a∇vϕ) in L2(Σ
T ).

(3.7)
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3.2. Discretized equation. For ε, h ∈ (0, 1), we consider the equation

Y fε,h −Ahfε,h + biδh,eifε,h + λfε,h = g in ΣT ,

(fε,h)−(t, x, v) = (1− ε)(fε,h)+(t, x,Rxv) on ΣT
−, (3.8)

fε,h(0, x, v) = f0(x, v), (x, v) ∈ Ω× R3.

Below we state the definition of the solution space. To do that, we first need to
introduce a set of test functions from [3].

Definition 3.2. We say that ϕ ∈ Φ if

– ϕ is continuously differentiable along the characteristic lines (t+ s, x+ vs, v),
– ϕ, Y ϕ are bounded functions on ΣT ,
– ϕ has bounded support, and there is a positive lower bound of the length of the
aforementioned characteristic lines inside ΣT which intersect the support of ϕ.

Remark 3.1. One can show that

C1
0

(
([0, T ]× Ω× R3) \ ((0, T )× γ0 ∪ {0} × ∂Ω× R3 ∪ {T} × ∂Ω× R3)

)
⊂ Φ.

A proof can be found in Lemma 2.1 of [7].

Definition 3.3. For p ∈ [1,∞), and θ ≥ 0, Ep,θ(Σ
T ) is the Banach space of

functions u with the following properties:

– u, Y u ∈ Lp,θ(Σ
T ),

– There exist functions u± ∈ Lp(Σ
T
±, |v · nx|), u(T, ·), u(0, ·) ∈ Lp(Ω× R3) such

that for any ϕ ∈ Φ (see Definition 3.2), the following Green’s identity holds:∫
ΣT

(Y u)ϕ+ (Y ϕ)u dz

=

∫
Ω×R3

u(T, x, v)ϕ(T, x, v) dxdv −
∫
Ω×R3

u(0, x, v)ϕ(0, x, v) dxdv

+

∫
ΣT

+

u+ϕ |v · nx| dσdt−
∫
ΣT

−

u−ϕ |v · nx| dσdt.

(3.9)

Remark 3.2. By Proposition 1 of [3], if u, Y u ∈ Lp(Σ
T ), then, there exist unique

functions u± ∈ Lp,loc(Σ
T
±), u(T, ·), u(0, ·) ∈ Lp,loc(Ω × R3) such that (3.9) holds.

See p. 393 of [3] for the definition of Lp,loc(Σ
T
±).

Remark 3.3. For any τ ∈ (0, T ), there exist functions uτ , u±;τ defined on Ω× R3

and Στ
±, respectively, such that the identity (3.9) holds with τ, uτ , u±;τ in place of

T, u(T, ·) and u±, respectively. Furthermore, it follows from the proof of Proposition
1 in [3] that for a.e. τ ∈ (0, T ),

uτ (·) = u|t=τ , u±;τ = (uIt∈(0,τ))|γ± .

Proposition 3.1. Under assumptions of Theorem 1.5, for any numbers p > 1, θ ≥
0, ε, h ∈ (0, 1], and g ∈ Lp,θ(Σ

T ), Eq. (3.8) has a unique (strong) solution fε,h ∈
Ep,θ(Σ

T ).

Proof. By Assumptions 1.2 - Assumptions 1.3 (see (1.19) - (1.20)), Ah is a bounded
operator on Lp,θ(Σ

T ). Now the assertion follows from Theorem 1 of [3].
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3.3. Uniform bounds for the discretized equation. The following energy iden-
tity contained Proposition 1 of [3] is crucial in the proof of the uniform Lp bounds
for fε,h.

Lemma 3.4. For any numbers p ∈ [1,∞), θ ≥ 0 and f ∈ Ep,θ(Σ
T ), one has

∫
Ω×R3

(|f(T, x, v)|p − |f(0, x, v)|p) ⟨v⟩θdxdv

+

∫
ΣT

+

|f+|p⟨v⟩θ |v · nx|dσ dt−
∫
ΣT

−

|f−|p⟨v⟩θ |v · nx|dσ dt

= p

∫
ΣT

(Y f)|f |p−1(sgnf)⟨v⟩θ dz.

(3.10)

Lemma 3.5. Under the assumptions of Theorem 1.5, for any ε, h ∈ (0, 1] and θ ≥ 0,
there exists λ0 = λ0(δ, θ,K) > 0 such that for any λ ≥ λ0, g ∈ L2,θ(Σ

T )∩L∞(ΣT ),
one has

∫
Ω×R3

|fε,h|2(T, x, v)⟨v⟩θ dxdv + δ1

d1∑
k=1

∫
ΣT

|δh,lkfε,h|2⟨v⟩θ dz

+ (λ/2)

∫
ΣT

|fε,h|2⟨v⟩θ dz + ε

∫
ΣT

+

|(fε,h)+|2⟨v⟩θ |v · nx|dσdt

≤ λ−1

∫
ΣT

|g|2⟨v⟩θ dz +
∫
Ω×R3

f20 ⟨v⟩θ dxdv,

(3.11)

and

max{∥f(T, ·)∥L∞(Ω×R3), ∥fε,h∥L∞(ΣT ), ∥(fε,h)±∥L∞(ΣT
±,|v·nx|)}

≤ λ−1∥g∥L∞(ΣT ) + ∥f0∥L∞(Ω×R3),

where δ1 = δ1(δ) > 0 is defined on page 15.

Proof. For the sake of convenience, we omit the summation with respect to k ∈
{1, . . . , d1}.

Weighted L2-estimate. First, by Lemma 3.4 with p = 2,∫
Ω×R3

⟨v⟩θ|fε,h|2(T, x, v) dxdv + 2λ

∫
ΣT

⟨v⟩θ|fε,h|2 dz

+ ε

∫
ΣT

+

⟨v⟩θ|(fε,h)+|2 |v · nx|dσdt

−2

∫
ΣT

⟨v⟩θ(Ahfε,h) fε,h dz︸ ︷︷ ︸
=I1

+2

∫
ΣT

⟨v⟩θbi(δh,eifε,h) fε,h dz︸ ︷︷ ︸
=I2

≤ 2

∫
ΣT

⟨v⟩θgfε,h dz +
∫
Ω×R3

f20 ⟨v⟩θ dxdv.
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Furthermore, by using the product rule (see (3.5)) and change of variables, we get

I1 = 2

∫
ΣT

⟨v⟩θfε,h δh,−lk(akδh,lkfε,h) dz

= 2

∫
ΣT

ak (δh,lkfε,h) δh,lk(fε,h⟨v⟩θ) dz (change of variables)

= 2

∫
ΣT

⟨v⟩θak|δh,lkfε,h|2 dz

+ 2

∫
ΣT

ak(δh,lkfε,h)(Th,lkfε,h)δh,lk⟨v⟩θ dz =: I1,1 + I1,2 (product rule).

By (3.2),

I1,1 ≥ 2δ1

∫
R3

⟨v⟩θ|δh,lkfε,h|2 dz.

By the mean value theorem, for h ∈ (0, 1] and fixed k, one has

|δh,lk⟨v⟩θ| ≤ N(lk, θ)⟨v⟩θ−1.

Next, separating δh,lkfε,h from Th,lkfε,h by the Cauchy-Schwartz inequality, we get

I1,2 ≥− (δ1/2)

∫
ΣT

⟨v⟩θ|δh,lkfε,h|2 dz

−N(θ,Λ)δ−3
1

∫
ΣT

⟨v⟩θ|Th,lkfε,h|2 dz.

By a change of variables and the triangle inequality,∫
ΣT

⟨v⟩θ|Th,lkfε,h|2 dz =
∫
ΣT

Th,−lk⟨v⟩θ|fε,h|2 dz ≤ N(Λ, θ)

∫
ΣT

⟨v⟩θ|fε,h|2 dz.

Furthermore,

2

∫
ΣT

⟨v⟩θbi(δh,eifε,h) fε,h dz

≥ −(δ1/2)

∫
ΣT

⟨v⟩θ|δh,eifε,h|2 dz −N(K, δ1)

∫
ΣT

⟨v⟩θ|fε,h|2 dz.

Thus, by the above and the Cauchy-Schwartz inequality, we obtain∫
Ω×R3

⟨v⟩θ|fε,h|2(T, x, v) dxdv + δ1

∫
ΣT

⟨v⟩θ|δh,lkfε,h|2 dz

+ ε

∫
ΣT

+

⟨v⟩θ|(fε,h)+|2 |v · nx|dσdt

+ (λ−N)

∫
ΣT

⟨v⟩θ|fε,h|2 dz ≤ λ−1

∫
ΣT

⟨v⟩θg2 dz +
∫
Ω×R3

f20 ⟨v⟩θ dxdv,

where N = N(d1, δ1,Λ,K). Thus, for λ0 > 2N and λ ≥ λ0, the weighted energy
estimate hold.
L∞ estimate. Step 1: Higher regularity of fε,h. Here we show that

fε,h ∈ Ep(Σ
T ), ∀p ∈ [2,∞),

which allows us to apply Lemma 3.4 in Step 2.
Fix any p ∈ (2,∞). By Proposition 3.1 with θ = 0, Eq. (3.8) has a unique

solution f̃ε,h ∈ Ep(Σ
T ). Denote

µn(v) = e−|v|2/n, f̃
(n)
ε,h = µnf̃ε,h.
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Note that f̃
(n)
ε,h ∈ E2(Σ

T ), and since µn satisfies the specular reflection boundary
condition,

(f̃
(n)
ε,h )−(t, x, v) = (1− ε)(f̃

(n)
ε,h )+(t, x,Rxv) on ΣT

−.

Furthermore, the function F (n) = f̃
(n)
ε,h − fε,h satisfies the equation

Y F (n) −AhF
(n) + biδh,eiF

(n) + λF (n) = g(µn − 1) + Commn,

F
(n)
− (t, x, v)) = (1− ε)F

(n)
+ (t, x,Rxv),

F (n)(0, ·) = f0(µn − 1),

where

Commn = −Ah[f̃ε,hµn] +Ah[f̃ε,h]µn − bi[µn(δh,ei f̃ε,h)− δh,ei f̃
(n)
ε,h ].

Then, since F (n) ∈ E2(Σ
T ), by the above L2 estimate (3.11), for λ ≥ λ0, we get

∥F (n)(T, ·)∥L2(Ω×R3) + ∥F (n)
± ∥L2(ΣT

±,|v·nx|) + λ∥F (n)∥L2(ΣT )

≤ N∥f0(µn − 1)∥L2(Ω×R3) +N∥g(µn − 1)∥L2(ΣT ) +N∥Commn∥L2(ΣT ),
(3.12)

where N is independent of n and F (n). Note that the first two terms on the right-
hand side of (3.12) converge to 0 as n→ ∞ by the dominated convergence theorem.

Thus, to prove that f̃ε,h and fε,h coincide a.e. in ΣT along with their initial values
and traces, it suffices to show that Commn → 0 in L2(Σ

T ) as n→ ∞.
First, by (3.5), (3.6) and (3.4), for a function u on R3, we have

δh,ei(uµn)− µnδh,eiu = (δh,eiµn)Thu,

Ah[uµn] = ak(∆h,lk [uµn]) + (δh,−lkak) δh,−lk [uµn]. (3.13)

Next, by using (3.6), the product rule for the second-order differences

∆h,lk [uµn] = µn∆h,lku+ u∆h,lkµn + (δh,lku)(δh,lkµn)

+ (δh,−lku)(δh,−lkµn),

and the product rule for the first-order differences (see (3.5)), we conclude from
(3.13) that

Ah[uµn] = µnAhu

+ ak
(
u∆h,lkµn + (δh,lku)(δh,lkµn) + (δh,−lku)(δh,−lkµn)

)
+ (δh,−lkak)(δh,−lkµn)Th,−lku.

Then, by the above identity and the mean value theorem, for n ≥ 1,

∥Commn∥L2(ΣT ) ≤ Nn−1
(
∥f̃ε,h∥L2(ΣT ) +

d1∑
k=1

∥δh,lk f̃ε,h|∥L2(ΣT )

)
,

where N = N(h, δ,K,Λ). Hence Commn → 0 as n → ∞ in L2(Σ
T ). Thus, the

assertion of this step is proved.
Step 2: Lp bound. Fix arbitrary p ∈ [2,∞). Let us start with the term containing

Ah. By a change of variables and the inequality

(a− b)(|a|qa− |b|qb) ≥ N0(q)(a− b)2(|a|q + |b|q), q ≥ 0, a, b ∈ R, a ̸= b,
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we have

p

∫
R3

δh,−lk(akδh,lkfε,h)|fε,h|p−2fε,h dv

= p

∫
R3

ak(δh,lkfε,h) δh,lk(|fε,h|p−2fε,h) dv ≥ N0pδ1

∫
R3

|fε,h|p−2|δh,lkfε,h|2 dv.

Furthermore, by the Young’s inequality,

p

∫
R3

bi(δh,eifε,h)|fε,h|p−2fε,h dv (3.14)

≥ −N0p(δ1/2)

∫
R3

|fε,h|p−2|δh,eifε,h|2 dv − 2N−1
0 δ−1

1 K2p

∫
R3

|fε,h|p dv.

Since the stencil Λ contains the standard basis ei, i = 1, . . . , d, we may replace

|δh,eifε,h|2 with the sum
∑d1

k=1 |δh,lkfε,h|2 in the first integral on the right-hand
side of (3.14).

Thus, by the above and the Young’s inequality, we obtain∫
Ω×R3

|fε,h|p(T, x, v) dxdv + pN0(δ1/2)

∫
ΣT

|fε,h|p−2|δh,lkfε,h|2 dz

+ ε

∫
ΣT

+

|(fε,h)+|p |v · nx| dσdt+ p(λ/2−N1(K, δ1))

∫
ΣT

|fε,h|p dz

≤ 2p−1λ1−p

∫
ΣT

|g|p dz +
∫
Ω×R3

|f0|p dz.

(3.15)

Finally, we set λ0 = 2N1, and take the p-th root in the above inequality and pass
to the limit as p→ ∞. This gives the desired L∞ bound.

3.4. Verification of the weak formulation. The goal of this section is to prove
the following Green’s type identity for the solution fε,h (see (3.16)). This result is
used in the proof of Theorem 1.5 when we show that a solution constructed by the
weak* compactness method satisfies the weak formulation (see (1.17) in Definition
1.1).

By C1,1,2
0 (ΣT ) we denote the space of all functions ϕ with compact support such

that ∂tϕ,∇xϕ, ∇vϕ, D
2
vϕ ∈ C(ΣT ).

Lemma 3.6. Under the assumptions of Proposition 3.1, for any ϕ ∈ C1
0 (Σ

T ),

−
∫
ΣT

(Y ϕ)fε,h dz +

∫
Ω×R3

(fε,h(T, x, v)ϕ(T, x, v)− fε,h(0, x, v)ϕ(0, x, v)) dxdv

+

∫
ΣT

+

(fε,h)+ϕ |v · nx|dσdt−
∫
ΣT

−

(fε,h)−ϕ |v · nx|dσdt (3.16)

−
∫
ΣT

fε,hAhϕdz +

∫
ΣT

fε,hδh,−ei(b
iϕ) dz + λ

∫
ΣT

fε,hϕdz =

∫
ΣT

gϕdz.

It follows from (3.9) that (3.16) holds for any ϕ ∈ Φ (see Definition 3.2). To

prove Lemma 3.6, it suffices to extend the identity (3.9) for ϕ ∈ C1
0 (Σ

T ), which is
done in the next lemma.

Lemma 3.7. For any u ∈ E2(Σ
T ), the Green’s formula (3.9) holds for any ϕ ∈

C1
0 (Σ

T ).
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Proof. Let ηj , j = 1, . . . ,m be a partition of unity in Ω. Since∑
j

ηj(Y ϕ) =
∑
j

Y (ϕηj)−
∑
j

ϕv · ∇xηj =
∑
j

Y (ϕηj),

we may assume that suppϕ ⊂ [0, T ]× Br(x0)× Br(v0), where x0 ∈ ∂Ω, and r > 0
is sufficiently small. Furthermore, we may also assume that (2.1) holds. We will
reduce the problem to the case when Ω = R3

− by using the boundary flattening
diffeomorphism Π defined below, which is somewhat simpler than Ψ defined in
(2.2) - (2.3). The same argument also works if we use Ψ instead of Π but require Ω
to be a C3 domain.

Let Π : Ω ∩ Br0(x0) × R3 → R3
− × R3, (x, v) → (y, w) be the diffeomorphism

defined as Ψ in Subsection 2.1 but with ψ−1 replaced with

π−1(y) = (y1, y2, y3 + ρ(y1, y2)). (3.17)

In particular,

w = (Dπ)v.

We fix any smooth function ξ on R such that
ξ(t) = 0, t ≤ 1,

ξ(t) ∈ (0, 1), t ∈ (1, 2),

ξ(t) = 1, t ≥ 2.

Furthermore, for ε > 0, denote

ξε(y, w) = ξ
(y23 + w2

3

ε2
)
, χε(x, v) = ξε(Π(x, v)),

ϕε(z) = ϕ(z)χε(x, v)ξ

(
t

ε

)
ξ

(
T − t

ε

)
.

Note that ϕε vanishes near t = 0, t = T and the grazing set (0, T )× γ0 (see (1.11)).
By Remark 3.1, ϕε ∈ Φ (see Definition 3.2). Therefore, by (3.9),∫

ΣT

[
(Y u)ϕε + (Y ϕε)u

]
dz −

∫
ΣT

+

u+ϕε |v · nx| dσdt+
∫
ΣT

−

u−ϕε |v · nx| dσdt = 0.

We will pass to the limit as ε → 0 in this identity. Note that by the dominated
convergence theorem we only need to show that

lim
ε→0

∫
ΣT

(Y ϕε)u dz

=

∫
ΣT

(Y ϕ)u dz −
∫
ΣT

[
u(T, x, v)ϕ(T, x, v)− u(0, x, v)ϕ(0, x, v)

]
dxdv.

Invoke the notation of Subsection 2.1 and replace the diffeomorphism Ψ with Π.
Then, by (A.3) and the fact that J = |det ∂x

∂y |
2 ≡ 1, we get∫

ΣT

(Y ϕε)u dz =

∫
ΣT

(∂tϕε)u dydwdt

+

∫
HT

−

(w · ∇yϕ̂ε)û dydwdt−
∫
HT

−

(X · ∇wϕ̂ε)û dydwdt =: I1 + I2 + I3,
(3.18)

where û is defined in (2.5).
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Convergence of I1. We split I1 into 5 integrals given by

I1,1 =

∫
ΣT

ξ
( t
ε

)
ξ
(T − t

ε

)
u∂tϕχε dz,

I1,2 = ε−1

∫
ΣT

ξ′
( t
ε

)
ξ
(T − t

ε

)
u(0, x, v)ϕχε dz,

I1,3 = −ε−1

∫
ΣT

ξ′
(T − t

ε

)
ξ
( t
ε

)
u(T, x, v)ϕχε dz,

I1,4 = ε−1

∫
ΣT

ξ′
( t
ε

)
ξ
(T − t

ε

)[
u(t, x, v)− u(0, x, v)]ϕχε dz,

I1,5 = −ε−1

∫
ΣT

ξ
( t
ε

)
ξ′
(T − t

ε

)[
u(t, x, v)− u(T, x, v)]ϕχε dz.

The first integral converges to
∫
ΣT u∂tϕdydwdt due to the dominated convergence

theorem. By a change of variables and the dominated convergence theorem com-
bined with the fact that

∫
ξ′(t) dt = 1, we conclude that

I1,2 →
∫
ΣT

u(0, x, v)ϕ(0, x, v) dxdv, I1,3 → −
∫
ΣT

u(T, x, v)ϕ(T, x, v) dxdv.

Changing variables and using the Cauchy-Schwartz inequality give

|I1,4| ≤ Nε−1

∫ 2ε

ε

∥u(t, ·)− u(0, ·)∥L2(Ω×R3) dt.

The expression on the right-hand side of the above inequality converges to 0 as
ε → 0 because u ∈ C([0, T ], L2(Ω × R3)) (see Lemma B.4). Similarly, the same
convergence holds for I1,5. Hence, by the above, we conclude

I1 →
∫
ΣT

[u(0, x, v)ϕ(0, x, v)− u(T, x, v)ϕ(T, x, v)] dxdv. (3.19)

Convergence of I2 and I3. Note that

I2 = I2,1 + I2,2 :=

∫
HT

−

(w · ∇yϕ̂)ξε(y, w)ξ
( t
ε

)
ξ
(T − t

ε

)
û dydwdt

+ 2

∫
HT

−:ε2<y2
3+w2

3<2ε2
ûϕ̂ξ

( t
ε

)
ξ
(T − t

ε

)w3y3
ε2

ξ′
(y23 + w2

3

ε2
)
dydwdt,

I3 = I3,1 + I3,2 := −
∫
HT

−

(X · ∇wϕ̂)ξε(y, w)ξ
( t
ε

)
ξ
(T − t

ε

)
û dydwdt

− 2ε−2

∫
HT

−:ε2<y2
3+w2

3<2ε2
ûϕ̂ξ

( t
ε

)
ξ
(T − t

ε

)
X3w3 ξ

′(y23 + w2
3

ε2
)
dydwdt.

By the dominated convergence theorem,

lim
ε→0

(I2,1 + I3,1) =

∫
HT

−

(w · ∇yϕ̂)û dydwdt−
∫
HT

−

(X · ∇wϕ̂)û dydwdt.

Then, by the above equality, (3.18) - (3.19), it suffices to show that

I2,2, I3,2 → 0. (3.20)

By the dominated convergence theorem,

|I2,2| ≤
∫
HT

−:ε2<|y2
3+w2

3|<2ε2
|ûϕ̂| dydwdt→ 0 as ε→ 0.
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Furthermore, since Ω is a C2 bounded domain, it follows from (3.17) and (2.9) that

X is bounded on the support of ϕ̂. By this, the Cauchy-Schwartz inequality, and a
change of variables, we get

|I3,2| ≤ Nε−1∥û Iy2
3+w2

3<2ε2∥L2(HT
−)

× ∥X3ϕ̂∥Lt,y1,y2,w1,w2
2 (R5

T )L
y3,w3
∞ ((−∞,0)×R)∥ξ

′(y23 + w2
3

ε2
)
∥L2(R2) → 0

as ε→ 0. Thus, (3.20) holds, and the lemma is proved.

3.5. Proof of Theorem 1.5. By Proposition 3.1, for any ε, h ∈ (0, 1), there exists
a unique (strong) solution fε,h ∈ E2,θ(Σ

T ) to Eq. (3.8). Furthermore, by the
uniform bounds in Lemma 3.5, the Banach-Alaoglu theorem, and the Eberlein-
Smulian theorem, there exists functions f, f⋆T , and f

⋆
± that satisfy the condition (i

of Definition 1.1 and

fε,h → f weakly in L2,θ(Σ
T ), fε,h(T, ·) → f⋆T weakly in L2,θ(Ω× R3),

(fε,h)± → f⋆± in the weak* topology of L∞(ΣT
±, |v · nx|).

(3.21)

It remains to show that f , f⋆T , and f
⋆
± satisfy conditions (ii and (iii of Definition

1.1.
Fix any ϕ ∈ C1,1,2

0 (ΣT ). Then, by Lemma 3.6, the weak formulation (3.16) holds.
By (3.21), we pass to the limit as ε, h → 0 in (3.8) and conclude that the specular
reflection boundary condition is satisfied. Next, note that by (1.21) in Assumption
1.4, ∇vb ∈ L∞(ΣT ), and, therefore,

δh,−ei(b
iϕ) → −∂vi(biϕ) as h→ 0 in L∞(ΣT ).

Combining this with (3.7) and (3.21), we pass to the limit in (3.16) (with respect to
a subsequence). This proves the validity of the condition (iii of Definition 1.1 with

ϕ ∈ C1,1,2
0 (ΣT ). By using a limiting argument, we prove that the weak formulation

(1.17) holds with ϕ ∈ C1
0 (Σ

T ). Finally, passing to the limit in the bounds in Lemma
3.5, we obtain the estimates (1.22).

4. Regularity of the finite energy weak solutions to the kinetic Fokker-
Planck equation. Here we prove Theorem 1.6, Corollary 1.2, and Theorem 1.7.

Proof of Theorem 1.6. Let ζ ∈ C∞
0 (R) such that ζ(0) = 1. Replacing f with f−f0ζ

and g with

g − f0∂tζ − v · ∇xf0ζ +∆v(f0ζ)− b · ∇v(f0ζ)− λ(f0ζ) ∈ L2,θ(Σ
T ),

we may assume that f0 ≡ 0 in the identity (1.17).
Let ηk, k = 1, . . . ,m, be the standard partition of unity in Ω (see, for example,

Section 8.4 of [16]) such that supp η1 ⊂ Ω, 0 ≤ ηk ≤ 1, k = 1, . . . ,m, and

|∇xηk| ≤ N/r0,

{
ηk = 1 in Br0/4(xk)

ηk = 0 in Bc
r0/2

(xk)
, k = 2, . . . ,m, (4.1)

where xi ∈ ∂Ω, and r0 is the number in Subsection 2.1 such that (2.1) and (2.11)
hold.

Note that

fk := fηk⟨v⟩θ−2 (4.2)
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satisfies the identity

Y fk −∆vfk + b · ∇vfk + λfk

= gηk⟨v⟩θ−2 + f(⟨v⟩θ−2v · ∇xηk

+ ηkb · ∇v⟨v⟩θ−2 −∆v⟨v⟩θ−2ηk)− 2∇vf · ∇v⟨v⟩θ−2ηk =: gk

(4.3)

in the weak sense, i.e.,

−
∫
ΣT

(Y ϕ)fk dz +

∫
Ω×R3

fk(T, x, v)ϕ(T, x, v) dxdv

+

∫
ΣT

∇vfk · ∇vϕdz +

∫
ΣT

(b · ∇vfk)ϕdz + λ

∫
ΣT

fkϕdz =

∫
ΣT

gkϕdz.

(4.4)

Interior estimate. We extend f1, b, and g1 for x outside Ω by 0 and for
negative t by replacing them with f11t≥0, b1t≥0, and g11t≥0, respectively. Taking
a test function ϕ ∈ C∞

0 ((−∞, T ) × R6) removes the integral over the hyperplane
t = T in (4.4). Furthermore, the identity (4.4) holds with Ω, ΣT replaced with
R3 and (−∞, T ) × R6, respectively. Since ∇vf1 ∈ L2((−∞, T ) × R6), we have
Y f1 ∈ H−1

2 ((−∞, T )× R6), and by this, f1 ∈ S2((−∞, T )× R6). Then, f1 satisfies
(4.3) in H−1

2 ((−∞, T )× R6).
Let λ0 > 0 be the constant in Theorem D.4 (i) with p = 2. Then, due to Theorem

D.4 (i), for any λ ≥ λ0, the equation

Y u1 −∆vu1 + b · ∇vu1 + λu1 = g1

has a unique solution u1 ∈ S2((−∞, T ) × R6) , and, furthermore, u1 = 0 a.e. on
(−∞, 0)× R6. Then, U1 = f1 − u1 ∈ S2((−∞, T )× R6) satisfies the equation

Y U1 −∆vU1 + b · ∇vU1 + λU1 = 0 in H−1
2 ((−∞, T )× R6).

Therefore, by the energy identity of Lemma B.3, integration by parts, and the
Cauchy-Schwartz inequality, for a.e. s ∈ (−∞, T ), we obtain∫

R6

U2
1 (s, x, v) dxdv +

∫
(−∞,s)×R6

|∇vU1|2 dz

+ (λ−N1(K))

∫
(−∞,s)×R6

U2
1 dz ≤ 0.

It follows that for λ > N1(K), we have U1 = 0 a.e. in (−∞, T ) × R6. Then, by
Theorem D.4 (i), for λ ≥ λ0 with, possibly, larger λ0, one has

∥f1∥S2((−∞,T )×R6) = ∥u1∥S2((−∞,T )×R6) ≤ N∥g1∥L2((−∞,T )×R6)

≤ N(∥g∥L2,θ−2(ΣT ) + ∥f∥L2,θ−1(ΣT ) + ∥∇vf∥L2,θ−3(ΣT )),
(4.5)

where N = N(K,Ω, θ). In addition, by the embedding theorem for Sp spaces (see
Theorem 2.1 of [19]),

∥|f1|+ |∇vf1|∥L7/3((−∞,T )×R6)

is bounded by the right-hand side of (4.5).
Boundary estimate. We fix some k ∈ {2, . . . ,m}. We redo the construction of

the mirror extension mapping in Section 2.1.1 with x0 replaced with xk. As above,
we extend fk and gk by 0 for t ≤ 0. Then, by the argument of Section 2.1.2, for



KFP EQUATIONS WITH SPECULAR REFLECTION BOUNDARY CONDITION 25

any ϕ ∈ C∞
0 ((−∞, T )× R6), fk satisfies the equation∫

(−∞,T )×R6

(
− Y ϕ+ (∇wfk)

TA∇wϕ− (X · ∇wϕ)fk

+ (B · ∇wfk)ϕ+ λfkϕ− gkϕ
)
dẑ = 0.

(4.6)

Here

– A = A(y) is defined by (2.8), (2.10), (2.12) with a = I3,
– B is defined by formulas (2.8), (2.14) for t ≥ 0,
– X is given by (2.9), (2.13) for t ≥ 0,

and for t < 0, B,X are equal to 0. As above, due to ∇wfk ∈ L2((−∞, T )×R6) and
(4.6), we have fk ∈ S2((−∞, T )×R6). Below, we will show that f ∈ S2((−∞, T )×
R6).

First, observe that since ψ is a local C3 diffeomorphism,

|X| ≤ N(Ω)|w|2, |∇wX| ≤ N(Ω)|w|, (4.7)

and, therefore by (4.7) and (4.3),

gk −∇w · (Xfk) ∈ H−1
2 ((−∞, T )× R6).

Next, note that A satisfies the nondegeneracy condition (see (1.19) in Assumption
1.2) with δ = δ(Ω) > 0 because ψ defined by (2.3) is a local diffeomorphism.
Furthermore, by the conclusion of Appendix E, A is a Lipschitz function on R3,
and, thus, by Remark D.1, Theorem D.4 (i) is applicable. By this theorem, there
exist λ0 = λ0(K,Ω) > 0 such that for any λ ≥ λ0, the equation

∂tuk + w · ∇yuk −∇w · (A∇wuk) + B · ∇wuk

+ λuk = gk −∇w · (Xfk)
(4.8)

has a unique solution uk ∈ S2((−∞, T )× R6) (see (1.14)). Then, repeating the ar-
gument used for the interior estimate, we conclude that fk ≡ uk for λ ≥ λ0(Ω,K, θ)
with, perhaps, different λ0. Hence, by Theorem D.4 (i),

∥fk∥S2((−∞,T )×R6) ≤ N

(
∥gk∥L2((−∞,T )×R6)

+ ∥∇wfk∥L2,2((−∞,T )×R6) + ∥fk∥L2,1((−∞,T )×R6)

)
,

(4.9)

where N = N(K,Ω, θ). Again, by the embedding theorem for Sp spaces,

∥|fk|+ |∇wfk|∥L7/3((−∞,T )×R6)

is controlled by the right-hand side of (4.9). Then, by Lemma B.1, we have

∥fk∥S2(ΣT ) + ∥|fk|+ |∇vfk|∥L7/3(ΣT )

≤ N

(
∥g∥L2,θ−2(ΣT ) + ∥∇vf∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT )

)
.

Finally, combining the above estimate with (4.5), we prove the theorem.

Proof of Corollary 1.2. Let f1, f2 be finite energy weak solutions to Eq. (1.16).
Then, by Theorem 1.6, f1, f2 ∈ S2(Σ

T ).
Next, let λ′ > 0 be a number, which we will choose later, and denote F =

(f1 − f2)e
−λ′t. Note that F ∈ S2(Σ

T ) satisfies Eq. (1.16) with g ≡ 0, f0 ≡ 0, and
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λ+λ′ in place of λ. Then, by a variant of the energy identity (see Lemma B.2), we
get ∫

Ω×R3

|F (T, x, v)|2 dxdv + 2(λ+ λ′)

∫
ΣT

|F |2 dz

− 2

∫
ΣT

(∆vF )F dz + 2

∫
ΣT

(b · ∇vF )F dz = 0.

Integrating by parts and using the Cauchy-Schwartz inequality, we obtain∫
Ω×R3

|F (T, x, v)|2 dxdv +
∫
ΣT

|∇vF |2 dz + 2(λ+ λ′ −N(K))

∫
ΣT

|F |2 dz ≤ 0.

Thus, taking λ′ > N , we conclude F ≡ 0. The corollary is proved.

To prove Theorem 1.7, we need the following result.

Lemma 4.1. Let

– p ≥ 2, T > 0, λ ≥ 0, θ ≥ 2 be numbers, and r > 1 be determined by the relation

1

r
=

1

p
− 1

14
, (4.10)

– Assumptions 1.2 - 1.3 be satisfied,
– f ∈ Sp,θ′(ΣT ) with θ′ ≥ θ − 2, and f,∇vf ∈ Lr,θ(Σ

T ),
– f± ∈ L∞(ΣT

±, |v · nx|), f(T, ·) ∈ L2(Ω× R3), f(·, 0) ≡ 0,

– g ∈ Lr,θ−2(Σ
T ),

– f satisfy the specular boundary condition and the identity (1.18) a.e. and, in
addition, f(0, ·) ≡ 0.

Then, the following assertions hold.
(i) One has f ∈ Sr,θ−2(Σ

T ), and

∥f∥Sr,θ−2(ΣT ) ≤ N

(
∥g∥Lr,θ−2(ΣT ) + ∥∇vf∥Lr,θ(ΣT ) + ∥f∥Lr,θ−1(ΣT )

)
, (4.11)

where N = N(p,K, θ,Ω).
(ii) If p < 14, then, f,∇vf ∈ Lr,θ−2(Σ

T ), and, furthermore,

∥|f |+ |∇f |∥Lr,θ−2(ΣT )

is less than the right-hand side of (4.11).

(iii) If p > 14, then, f,∇vf ∈ L∞((0, T ), C
α/3,α
x,v (Ω × R3)) ∩ C(ΣT ), where

α = 1− 14/p, and C
α/3,α
x,v (Ω× R3) is defined in (1.12). In addition, the norms

∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

, ∥∇f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

are bounded above by the right-hand side of (4.11).

Proof of Lemma 4.1. Denote

Bp =

{
Lr(R7

T ), if p ∈ [2, 14),where r is determined by (4.10),

L∞((0, T ), C
α/3,α
x,v (R6)), if p > 14, where α = 1− 14/p.

(4.12)

We follow the argument of Theorem 1.6 closely.
Interior estimate. Recall that

f1 = fη1⟨v⟩θ−2 ∈ Sp(R7
T )
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solves Eq. (4.3) with the zero initial-value condition and note that due to the
assumptions of this lemma, for any k = 1, . . . ,m, we have

gk = gηk⟨v⟩θ−2 + f(⟨v⟩θ−2v · ∇xηk

+ ηkb · ∇v⟨v⟩θ−2 −∆v⟨v⟩θ−2ηk)− 2∇vfk · ∇v⟨v⟩θ−2ηk ∈ Lr(R7
T ).

Then, due to Lemma D.6, f1 ∈ Sr(R7
T ). Using Theorem D.5 (see Remark D.2), we

get

∥f1∥Sr(ΣT ) ≤ N(p,K, θ,Ω)

(
∥g∥Lr,θ−2(ΣT )

+ ∥f∥Lr,θ−1(ΣT ) + ∥∇vf∥Lr,θ−3(ΣT )

)
.

(4.13)

Boundary estimate. Recall that fk is given by (4.2), and fk is its “mirror
extension” defined as in (2.6). The function fk ∈ Sp(R7

T ) satisfies Eq. (4.8). In
addition, due to (4.7),

gk −∇w · (Xfk) ∈ Lr(R7
T ).

Then, again, by Lemma D.6, we conclude that fk ∈ Sr(R7
T ).

Next, by the a priori estimate of Theorem D.5 applied to Eq. (4.8) and using
(4.7), we get

∥fk∥Sr(R7
T ) ≤ N

(
∥gk∥Lr(R7

T ) + ∥∇wfk∥Lr,2(R7
T ) + ∥fk∥Lr,1(R7

T )),

where N = N(p,K, θ,Ω) > 0. Then, by this and Lemma B.1,

∥fk∥Sr(ΣT ) ≤ N
(
∥g∥Lr,θ−2(ΣT ) + ∥∇vf∥Lr,θ(ΣT ) + ∥f∥Lr,θ−1(ΣT )

)
. (4.14)

Thus, the desired estimate (4.11) follows from (4.13) combined with (4.14). As
in the proof of Theorem 1.6, by using the embedding theorem for the Sp space
(Theorem 2.1 of [19]), we prove the assertions (ii) and (iii).

Proof of Theorem 1.7. We will proof the theorem by using a bootstrap argument.
As in the proof of Theorem 1.6, we may assume that f0 ≡ 0.

Let rk, k ≥ 1 be the numbers defined as follows:

r1 = 2,
1

rk
=

1

rk−1
− 1

14
, k = 2, . . . , 6,

1

r7
=

1

p
+

1

14
, r8 = p.

(4.15)

Note that r6 = 7, r7 ∈
(
7, 14) since p > 14. First, by Theorem 1.6, the inequality

(1.23) holds. By this estimate, Lemma 4.1, and an induction argument for k =
1, . . . , 6, we conclude

∥f∥S7,θ−12(ΣT ) + ∥|f |+ |∇vf |∥L14,θ−12(ΣT )

≤ N

6∑
k=1

∥g∥Lrk,θ−2k(ΣT ) +N∥∇vf∥L2,θ(ΣT ) +N∥f∥L2,θ−1(ΣT ).
(4.16)

Then, by (4.16) and the interpolation inequality, f,∇vf ∈ Lr7,θ−12(Σ
T ). Again, by

Lemma 4.1, (4.16), and the fact that r8 = p, we get

∥f∥Sr7,θ−14(ΣT ) + ∥|f |+ |∇vf |∥Lp,θ−14(ΣT )

≤ N
(
∥g∥L2,θ−2(ΣT ) + ∥g∥Lp,θ−4(ΣT )

+ ∥∇vf∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT )

)
.
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Finally, applying Lemma 4.1 once more, we prove the theorem.

5. Proof of the main result for the linear Landau equation.

5.1. Unique solvability result for the simplified viscous linear Landau
equation. Here, we prove the existence/uniqueness of the finite energy strong so-
lutions to Eq. (1.10) in the sense of Definition 1.1. We follow the scheme that we
used to show the existence and uniqueness for the kinetic Fokker-Planck equation
(1.16).

Proposition 5.1 (Existence of finite energy weak solution). Let

– Ω be a bounded C2 domain,
– T > 0, ν ∈ (0, 1], κ ∈ (0, 1], θ ≥ 0 be numbers,
– Assumption 1.10 (see (1.26) - (1.27)) be satisfied,
– f0 ∈ L2,θ(Ω× R3) ∩ L∞(Ω× R3), h ∈ L2,θ(Σ

T ) ∩ L∞(ΣT ).

Then, there exists a number ε ∈ (0, 1) (independent of Ω, T, ν,κ, θ,K) such that, if,
additionally,

∥g∥L∞(ΣT ) ≤ ε,

then, there exists λ0 = λ0(ν,K, θ) > 0, such that for any λ ≥ λ0, Eq. (1.10) has a
finite energy weak solution f in the sense of Definition 1.1, and, furthermore,

∥f⋆T ∥L2,θ(Ω×R3) + ∥∇vf∥L2,θ(ΣT ) + λ1/2∥f∥L2,θ(ΣT )

≤ N(λ−1/2∥h∥L2,θ(ΣT ) + ∥f0∥L2,θ(Ω×R3)),

max{∥f⋆T ∥L∞(Ω×R3), ∥f∥L∞(ΣT ), ∥f⋆±∥L∞(ΣT
±,|v·nx|)}

≤ λ−1∥h∥L∞(ΣT ) + ∥f0∥L∞(Ω×R3),

where N = N(θ,K, ν) > 0.

Proof. We use Theorem 1.5. We need to check that σG + νI3 and ag satisfy As-
sumptions 1.2 - 1.4 (see (1.19) - (1.21)).

Assumption 1.2. By Lemma Lemma 2.4 of [15], for sufficiently small ε, there
exist constants C1, C2 > 0 such that

C1⟨v⟩−3I3 ≤ σG(z) ≤ C2⟨v⟩−1I3, ∀z ∈ R7
T . (5.1)

Then, (1.19) in Assumption 1.2 holds with δ = ν.
Assumption 1.3 and 1.4. By using the argument of Lemma 2 in [9] (see the

details in the proof of Corollary 3.2.1 in [4]) combined with Assumption 1.10 ((1.26)
- (1.27)), one can show that

∥|ag|+ |∇vag|+ |∇vσG|∥L∞(ΣT ) ≤ N(K), (5.2)

and, hence, (1.20) and (1.21) hold.
Now all the assertions of this proposition follow directly from Theorem 1.5.

The following proposition is analogous to Theorems 1.6 and 1.7.

Proposition 5.2 (Sp regularity of the simplified linear viscous Landau equation).
Let

– Ω be a bounded C3 domain,
– T > 0, ν ∈ (0, 1], κ ∈ (0, 1], θ ≥ 16, p > 14 be numbers,
– f0 ∈ O2,θ−2 ∩ Op,θ−4, h ∈ L2,θ−2(Σ

T ) ∩ Lp,θ−4(Σ
T ),

– Assumption 1.10 ( (1.26) - (1.27)) be satisfied,
– ∥g∥L∞(ΣT ) ≤ ε,
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– f be a finite energy weak solution to Eq. (1.10) with parameter θ in the sense
of Definition 1.1, which exists due to Proposition 5.1.

Then, there exists a number ε ∈ (0, 1) (independent of Ω, T, ν,κ, θ,K, p) and λ0 =

λ0(ν,K, θ,κ,Ω) ≥ 1 such that f ∈ S2,θ−2(Σ
T )∩Sp,θ−16(Σ

T )∩C(ΣT ), and, further-
more,

∥f∥S2,θ−2(ΣT ) + ∥f∥Sp,θ−16(ΣT ) ≤ N(∥∇vf∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT )

+ ∥h∥L2,θ−2(ΣT ) + ∥h∥Lp,θ−4(ΣT )

+ |f0|O2,θ−2
+ |f0|Op,θ−4

),

(5.3)

where N = N(ν,K, θ,κ, p,Ω) > 0. Finally, f is a finite energy strong solution to
Eq. (1.10).

Proof. We fix ε > 0 sufficiently small such that (5.1) holds.
Step 1: S2-regularity. We inspect the argument of Theorem 1.6. As in

the aforementioned theorem, since the right-hand side of (5.3) contains the terms
|f0|O2,θ−2

, |f0|Op,θ−4
, we may assume that f0 ≡ 0. We use a partition of unity argu-

ment combined with the mirror extension method and the Sp estimate of Theorem
D.4. Let ηk, k = 1, . . . ,m be the partition of unity defined in the proof of Theorem
1.6 (see (4.1)). Note that fk = fηk⟨v⟩θ−2 satisfies the equation

Y fk −∇v ·
(
(σG + νI3)∇vfk

)
− ag · ∇vfk + λfk =: hk, (5.4)

where

hk =hηk⟨v⟩θ−2 + f(⟨v⟩θ−2v · ∇xηk)

− (σij
G + νδij)(∂vivj ⟨v⟩θ−2)fηk

+ (−∂viσ
ij
G − ajg)(∂vj ⟨v⟩θ−2)fηk

− 2(σij
G + νδij)(∂vi⟨v⟩θ−2)(∂vjf)ηk.

Interior estimate. We conclude that f1 ∈ S2(R7
T ) by using the same argument

as in the proof of Theorem 1.6. One minor difference is that one needs to apply
Theorem D.4 of Appendix D with a = σG + νI3, b

i = −aig − ∂vjσ
ji, i = 1, 2, 3,

and c = 0. Let us check the conditions of this theorem. Note that Assumptions
1.2 (see (1.19)) and D.3 (see (D.3)) hold due to (5.1) and (5.2). Furthermore,

by Lemma C.1, σG ∈ L∞((0, T ), C
κ/3,κ
x,v (Ω × R3)). We extend σG to R7

T so that

L∞(0, T ), C
κ/3,κ
x,v (R6)) norm is bounded by N(K,κ,Ω). Then, due to Remark D.1,

Assumption D.1 (γ) (see (D.1)) is satisfied for any γ ∈ (0, 1). Then, by the afore-
mentioned theorem, for sufficiently large λ0 = λ0(ν,K,κ, θ,Ω) ≥ 1 and any λ ≥ λ0,
one has f1 ∈ S2(R7

T ), and

∥f1∥S2(R7
T ) ≤ N∥h1∥L2(R7

T )

≤ N(∥h∥L2,θ(ΣT ) + ∥f∥L2,θ−1(ΣT ) + ∥∇vf∥L2,θ−3(ΣT )),
(5.5)

where N = N(ν,K,κ, θ,Ω) > 0.
Boundary estimate. As in the proof of Theorem 1.6, for k ∈ {2, . . . ,m}, the

function fk1t≥0 ∈ S2((−∞, T )× R6) satisfies the identity∫
(−∞,T )×R6

(
− Y ϕ+ (∇wfk)

TA∇wϕ+ (B · ∇wfk)ϕ+ λfkϕ
)
dydwdt

=

∫
(−∞,T )×R6

(
hkϕ− (X · ∇wϕ)fk

)
dydwdt

(5.6)



30 HONGJIE DONG, YAN GUO, AND TIMUR YASTRZHEMBSKIY

for any ϕ ∈ C∞
0 ((−∞, T )× R6), where

– A is defined by (2.8) (2.10), and (2.12) with a replaced with σG + νI3,
– B is defined by (2.8) and (2.14) with b replaced with −ag,
– X is given by (2.9) and (2.13)

for t ≥ 0, and A = νI3 and B,X are both zero for t < 0. Recall the argument
used in the proof of Theorem 1.6. This time, one needs to apply Theorem D.4 to
Eq. (5.6). Let us check their assumptions. Note that by (5.1) - (5.2), A and B are
bounded functions, and by the discussion in Appendix E, and by Lemma C.1,

∥A∥
L∞((0,T ),C

κ/3,κ
x,v (R6))

≤ N(K,κ,Ω).

Then, by Theorem D.4 and the estimates (4.7), we get

∥fk∥S2(R7
T ) ≤ N(∥hk∥L2(R7

T ) + ∥∇w · (Xfk)∥L2(R7
T ))

≤ N(∥h∥L2,θ−2(ΣT ) + ∥f∥L2,θ−1(ΣT ) + ∥∇vf∥L2,θ(ΣT )),
(5.7)

where N = N(ν,K, θ,κ,Ω) > 0. Finally combining (5.5) with (5.7) and using
Lemma B.1, we conclude that f ∈ S2,θ−2(Σ

T ) and that the estimate (5.3) holds. As
in the proof of Theorem 1.6, the L7/3,θ−2(Σ

T ) norm estimate of f,∇vf is obtained
by combining the above estimates with the embedding theorem for Sp spaces in
[19].

Step 2: Sp regularity. To finish the proof, we repeat word-for-word the argu-
ment of Theorem 1.7 and Lemma 4.1.

Corollary 5.1. Any two finite energy solutions to Eq. (1.10) coincide.

Proof. Since due to Proposition 5.2, any finite energy weak solution to Eq. (1.10)
must be of class S2(Σ

T ), we may use the energy identity of Lemma B.2. The rest
of the argument is similar to that of Corollary 1.2 (see page 25).

5.2. Unique solvability result for the viscous linear Landau equation. We
now prove the unique solvability for large λ > 0 for the equation

Y f −∇v · (σG∇vf)− ν∆vf − ag · ∇vf + Cf + λf = h in ΣT ,

f(0, ·) = f0(·) in Ω× R3, f−(t, x, v) = f+(t, x,Rxv), z ∈ ΣT
−,

(5.8)

where C is some linear operator, for example −Kg defined in (1.8).
To implement a perturbation argument, we will work with the following weighted

kinetic Sobolev spaces.

Definition 5.1. Let T > 0, θ ≥ 16, p > 14, λ > 0 be numbers. We say that
f ∈ Kθ,λ,p(Σ

T ) if the following hold:

1. f ∈ S2,θ−2(Σ
T ) ∩ Sp,θ−16(Σ

T ) ∩ L2,θ(Σ
T ) ∩ L∞(ΣT ),

2. ∇vf ∈ L2,θ(Σ
T ),

3. f(0, ·) ∈ L2,θ(Ω×R3)∩L∞(Ω×R3)∩O2,θ−2∩Op,θ−16, f(T, ·) ∈ L2,θ(Ω×R3),
f± ∈ L∞(ΣT

±, |v · nx|),
4. f−(t, x, v) = f+(t, x,Rxv) a.e. on ΣT

−.
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The Kθ,λ,p(Σ
T )-norm is defined as

∥f∥Kθ,λ,p(ΣT ) = λ∥f∥L2,θ(ΣT ) + λ∥f∥L∞(ΣT )

+∥∇vf∥L2,θ(ΣT ) + ∥f∥S2,θ−2(ΣT ) + ∥f∥Sp,θ−16(ΣT )

+∥f±∥L∞(ΣT
±,|v·nx|) + ∥f(T, ·)∥L2,θ(Ω×R3)

+∥f(0, ·)∥L2,θ(Ω×R3) + ∥f(0, ·)∥L∞(Ω×R3)

+∥f(0, ·)∥O2,θ−2
+ ∥f(0, ·)∥Op,θ−16

.

(5.9)

Assumption 5.2. There exists a linear operator C on Kθ,λ,p(Σ
T ) and a constant

κ > 0 such for any u ∈ Kθ,λ,p(Σ
T ),

∥Cu∥L2,θ(ΣT ) + ∥Cu∥L∞(ΣT ) ≤ κ(∥u∥L2,θ(ΣT ) + ∥u∥L∞(ΣT )). (5.10)

Remark 5.1. An example of an operator C that satisfies (5.10) is the operator
−Kg given by (1.8). If Assumption 1.10 (see (1.26) - (1.27)) holds and ∥g∥L∞(ΣT )

is sufficiently small, then, by Lemmas 2.9 and formula (7.5) of [15], for any u ∈
L2,θ(Σ

T ) ∩ L∞(ΣT ) such that ∇vu ∈ L2(Σ
T ), one has

∥Kgu∥L2,θ(ΣT ) ≤ N(θ)(∥u∥L2,θ(ΣT ) + ∥u∥L∞(ΣT )),

∥Kgu∥L∞(ΣT ) ≤ N(θ)∥u∥L∞(ΣT ).

Proposition 5.3. Let

– Ω be a bounded C3 domain,
– T > 0, ν ∈ (0, 1], κ ∈ (0, 1], θ ≥ 16, p > 14 be numbers,
– f0 ∈ L2,θ(Ω×R3) ∩ L∞(Ω×R3) ∩O2,θ−2 ∩Op,θ−4, h ∈ L2,θ(Σ

T ) ∩ L∞(ΣT ),
– Assumption 1.10 (see (1.26) - (1.27)) be satisfied,
– ∥g∥L∞(σT ) ≤ ε.

Then, for sufficiently small ε > 0 (independent of Ω, T, ν,κ, θ,K, p), there exists
some λ0 = λ0(θ,K,κ, p,Ω, ν) > 0 such that Eq. (5.8) has a unique finite energy
strong solution in the sense of Definition 1.1, and

∥f∥Kθ,λ,p(ΣT ) ≤N(∥h∥L2,θ(ΣT ) + ∥h∥L∞(ΣT )

+ ∥f0∥L2,θ(Ω×R3) + ∥f0∥L∞(Ω×R3)

+ |f0|O2,θ−2
+ |f0|Op,θ−4

),

(5.11)

where N = N(θ,K,Ω, p,κ, ν) > 0.

Proof. Let ε > 0 be a number such that (5.1) holds. For an arbitrary function
ξ ∈ Kθ,λ,p(Σ

T ), let us consider the equation

Y u−∇v · (σG∇vu)− ν∆vu− ag · ∇vu+ λu = h− Cξ in ΣT , (5.12)

u(0, ·) = f0(·) in Ω× R3, u−(t, x, v) = u+(t, x,Rxv), z ∈ ΣT
−.

Note that by Assumption 5.2 (see (5.10)), the right-hand side of Eq. (5.12) is of
class L2,θ(Σ

T ) ∩ L∞(ΣT ). Then, by this, Propositions 5.1 - 5.2 and Corollary 5.1,
there exists λ0 = λ0(θ,K,Ω,κ, ν) ≥ 1, such that for any λ ≥ λ0, Eq. (5.12), has a
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unique finite energy strong solution u in the sense of Definition 1.1, and, in addition,

∥u(T, ·)∥L2,θ(Ω×R3) + λ1/2∥u∥L2,θ(ΣT ) + ∥∇vu∥L2,θ(ΣT )

≤ N
(
∥f0∥L2,θ(Ω×R3) + λ−1/2∥h∥L2,θ(ΣT )

+ λ−1/2∥ξ∥L2,θ(ΣT ) + λ−1/2∥ξ∥L∞(ΣT )

)
,

max{∥u(T, ·)∥L∞(Ω×R3), ∥u∥L∞(ΣT ), ∥u±∥L∞(ΣT
±,|v·nx|)}

≤ N
(
∥f0∥L∞(Ω×R3) + λ−1∥h∥L∞(ΣT )

+ λ−1∥ξ∥L2,θ(ΣT ) + λ−1∥ξ∥L∞(ΣT )

)
,

∥u∥S2,θ−2(ΣT ) + ∥u∥Sp,θ−16(ΣT )

≤ N
(
∥|u|+ |∇vu|∥L2,θ(ΣT ) + |f0|O2,θ−2

+ |f0|Op,θ−4

+ ∥h∥L2,θ−2(ΣT ) + ∥h∥Lp,θ−4(ΣT ) + ∥ξ∥L2,θ(ΣT ) + ∥ξ∥L∞(ΣT )),

(5.13)

where N = N(θ, p,K,Ω, κ,κ, ν) > 0. Furthermore, for any ξ ∈ Kθ,λ,p(Σ
T ), we

denote Rλξ = u, where u is the finite energy strong solution to (5.12). Thus, by
(5.13), Rλ is a bounded linear operator on Kθ,λ,p(Σ

T ).
Next, note that, since a solution to (5.8) is a fixed point of Rλ, it suffices to

show that Rλ is a contraction on Kθ,λ,p(Σ
T ). For any ξ1, ξ2 ∈ Kθ,λ,p(Σ

T ), by (5.9),
(5.13), and the fact that λ0 ≥ 1, we get

∥Rλξ1 −Rλξ2∥Kθ,λ,p(ΣT ) ≤ N
(
∥ξ1 − ξ2∥L∞(ΣT ) + ∥ξ1 − ξ2∥L2,θ(ΣT )

)
,

where N is independent of λ. Furthermore, by the definition of the Kθ,λ,p(Σ
T )

norm, for λ ≥ λ0,

∥ξ1 − ξ2∥L2,θ(ΣT ) + ∥ξ1 − ξ2∥L∞(ΣT ) ≤ λ−1
0 ∥ξ1 − ξ2∥Kθ,λ,p(ΣT ).

Thus, for λ0 > N + 1, Rλ is a contraction mapping. Thus, Eq. (5.8) has a unique
solution f of class Kθ,λ,p(Σ

T ). To prove that f satisfies the weak formulation (1.17)

for any ϕ ∈ C1
0 (Σ

T ), we define a Picard iteration sequence f (0) ≡ f0, f
(n+1) =

Rλf
(n), which converges to f in Kθ,λ,p(Σ

T ). We pass to the limit in the weak

formulation for f (n) and use (5.10) in Assumption 5.2.

5.3. Proof of Theorem 1.11. To prove the existence part, we work with the
viscous linear Landau equation

Y f + Lf − ν∆vf + Γ[g, f ] + λf = h,

f(0, ·, ·) = f0, f−(t, x, v) = f+(t, x,Rxv), z ∈ ΣT
−.

(5.14)

An equivalent form of this equation is

Y f −∇v · (σG∇vf)− ν∆vf − ag · ∇vf −Kgf + λf = h in ΣT ,

f(0, ·) = f0(·) in Ω× R3, f−(t, x, v) = f+(t, x,Rxv), z ∈ ΣT
−.

(5.15)

Thanks to Proposition 5.3, Eq. (5.15) has a unique strong solution (in the sense
of Definition 1.9) of class Kθ,λ,p(Σ

T ). However, the a priori bound in (5.11) has a
constant depending on ν, and, hence, such estimate cannot be used in the method of
vanishing viscosity. To establish a priori estimates that are uniform in ν, we use the
following ingredients: the weighted L2 bound (see Lemma 5.3) and the Sp estimate
in Proposition 5.4. Once we prove the former, we bootstrap by using the latter. We
point out that in contrast to the kinetic Fokker-Planck equation, we do not derive
a priori bounds of ∥f±∥L∞(ΣT

±,|v·nx|) by applying the Lp energy identity for the
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operator Y (c.f. Lemma 3.5). The present authors are not aware of such estimates
for Eq. (5.14). Instead, we use the Sp estimates to bound ∥f±∥L∞(ΣT

±,|v·nx|).

Lemma 5.3. Let ν ∈ [0, 1], λ, θ ≥ 0, T > 0 be numbers, f be a finite energy strong
solution to Eq. (5.14) in the sense of Definition 1.9. Assume that h ∈ L2,θ(Σ

T )
and f0 ∈ L2,θ(Ω× R3). Then, there exists a constant ε = ε(θ) > 0 such that if

∥g∥L∞(ΣT ) ≤ ε,

then, one has

∥f(T, ·)∥L2,θ(Ω×R3) + ∥f∥σ,θ + (λ1/2 + 1)∥f∥L2,θ(ΣT )

≤ N(∥h∥L2,θ(ΣT ) + ∥f0∥L2,θ(Ω×R3)),

where ∥ · ∥σ,θ is defined in (1.24) and N = N(θ, T ) > 0.

Proof. We follow the argument of Lemma 8.2 in [15].
Let λ′ > 0 be a number which we will determine later. Multiplying Eq. (5.14)

by e−2λ′t, and using the energy identity in Lemma B.2 with ⟨v⟩θ give

∥f(T, ·)e−λ′T ∥2L2,θ(Ω×R3) + 2

∫
ΣT

(Lf)f⟨v⟩θe−2λ′t dz

+ 2

∫
ΣT

Γ[g, f ]f⟨v⟩θe−2λ′t dz + 2(λ+ λ′)∥fe−λ′t∥2L2,θ(ΣT )

≤ 2

∫
ΣT

fh⟨v⟩θe−2λ′t dz + ∥f0∥2L2,θ(Ω×R3).

(5.16)

By Lemmas 2.7 and 2.8 of [15] and (1.25), there exist N0, N1 > 0, depending only
on θ, such that∫

ΣT

(Lf)f⟨v⟩θe−2λ′t dz ≥ (1/2)∥fe−λ′t∥2σ,θ −N0∥fe−λ′t∥2L2,θ(ΣT ),∣∣∣∣ ∫
ΣT

Γ[g, f ]f⟨v⟩θe−2λ′t dz

∣∣∣∣ ≤ N1∥g∥L∞(R7
T )∥fe−λ′t∥2σ,θ ≤ N1ε∥fe−λ′t∥2σ,θ.

Combining this with (5.16) and the Cauchy-Schwartz inequality, we obtain

∥f(T, ·)e−λ′T ∥2L2,θ(Ω×R3) + (1− 2N1ε)∥fe−λ′t∥2σ,θ
+ (2λ+ λ′ −N0(θ))∥fe−λ′t∥2L2,θ(ΣT )

≤ ∥f0∥2L2,θ(Ω×R3) + (λ′)−1∥he−λ′t∥2L2,θ(ΣT ).

Taking ε < (4N1)
−1 and λ′ > 2N0, we prove the desired estimate.

Remark 5.2. Note that by Remark 1.3, one can extract the estimate of ∥f∥L2,θ−3(ΣT )

from the above result.

We will use the next proposition with θ replaced with θ − 3.

Proposition 5.4 (Sp bound). Let

– Ω be a bounded C3 domain,
– T > 0, ν ∈ [0, 1], λ ≥ 0, κ ∈ (0, 1], p > 14 be numbers,
– Assumption 1.10 (see (1.26) - (1.27)) hold,
– ∥g∥L∞(ΣT ) ≤ ε,
–

∥f∥L2,θ(ΣT ) + ∥∇vf∥L2,θ(ΣT ) ≤M

for some M > 0,
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– f is a finite energy strong solution to Eq. (5.15) (see Definition 1.9) with
f0 ≡ 0 and h ∈ L2,θ(Σ

T ) ∩ Lp,θ(Σ
T ),

– f ∈ Kθ,λ,p(Σ
T ) (see Definition 5.1).

Then, there exist numbers ε ∈ (0, 1), θ = θ(κ, p) > 1, and θ′ = θ′(κ, p), θ′′ =
θ′′(κ, p) ∈ (1, θ) such that

∥f∥S2,θ′ (Σ
T ) + ∥f∥Sp,θ′′ (Σ

T )

+ ∥f±∥L∞(ΣT
±,|v·nx|) + ∥f∥

L∞((0,T ),C
α/3,α
x,v (Ω×R3))

+ ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

+ ∥f∥L∞(ΣT
±,|v·nx|)

≤ N(M + ∥h∥L2,θ(ΣT ) + ∥h∥Lp,θ(ΣT )),

(5.17)

where N = N(θ, p,κ,K,Ω) > 0, and α = 1− 14/p. Furthermore, f ∈ C(ΣT ).

To prove this estimate, we need a technical result, which is similar to Lemma
4.1. We will state the lemma after we introduce some notation.

Let ζ0 ∈ C∞
0 (B2), ζ ∈ C∞

0 ({2−1 < |v| < 23/2}) be radially symmetric functions
such that

– ζ0 = 1 on B21/2 , and 0 ≤ ζ0 < 1 on the complement of this set,
– ζ = 1 if {2−1/2 ≤ |v| ≤ 2}, and 0 ≤ ζ < 1 otherwise.

For n ∈ {1, 2, . . .} and a bounded measurable function b = (b1, b2, b3)T , we set

ζn(v) = ζ(v2−n), (5.18)

σG,n = (σG + νI3)ζn + (1− ζn)I3. (5.19)

Lemma 5.4. Let

– Ω be a bounded C3 domain,
– T > 0, ν ∈ [0, 1], θ ≥ 2, κ ∈ (0, 1], p ≥ 2, λ ≥ 0 be numbers,
– Assumption 1.10 (see (1.26) - (1.27)) be satisfied,
– ∥b∥L∞(ΣT ) ≤ K,
– ∥g∥L∞(ΣT ) ≤ ε for some ε > 0,

– f ∈ Sp,θ̃(ΣT )∩Lp,θ(Σ
T ) for some θ̃ ≥ θ−2, ∇vf ∈ Lp,θ(Σ

T ), f± ∈ L∞(ΣT
±, |v ·

nx|),
– f satisfies the equation

Y f = ∇v · (σG,n∇vf)− b · ∇vf − λf + h a.e. in ΣT (5.20)

with h ∈ Lp,θ−2(Σ
T ) and f(0, ·) ≡ 0, and the specular reflection boundary

condition

f−(t, x, v) = f+(t, x,Rxv) a.e. in ΣT
−.

Then, there exists a number ε ∈ (0, 1) (independent of Ω, T, ν,κ, θ,K, p) and β =
β(p,κ) > 0 such that

∥f∥Sp,θ−2(ΣT )

≤ N2βn(∥h∥Lp,θ−2(ΣT ) + ∥f∥Lp,θ−1(ΣT ) + ∥∇vf∥Lp,θ(ΣT )),
(5.21)

where N = N(K,κ, p,Ω, θ).
Furthermore,

• if p < 14, the norm ∥|f |+ |∇vf |∥Lr,θ−2(ΣT ) is bounded by the right-hand side

of (5.21), where r is given by (4.10).
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• if p > 14, then, for α = 1− 14/p, the norms

∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

, ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

, ∥f±∥L∞(ΣT
±,⟨v⟩θ−2)

are bounded by the right-hand side of (5.21).

Proof. We follow the argument of Lemma 4.1. Let ε > 0 be a number such that
(5.1) is true and fk, k = 1, . . . ,m be the functions defined by (4.2).

Interior estimate. We prove the lemma by applying the a priori estimate in
Theorem D.5 to Eq. (5.4). Let us check its assumptions.

Assumption 1.2 (see (1.19)). Due to (5.1) and (5.19), for sufficiently small ε > 0,

N02
−3n ≤ σG,n ≤ N−1

0 I3

for some constant N0 > 0 independent of n.
Assumption D.3 (see (D.3)). By (5.1) - (5.2) and (5.19), one has

∥∇vσG,n∥L∞(ΣT ) ≤ N(K),

and hence, (D.3) holds with with bi replaced with bi −∂vjσ
ji
G,n, i = 1, 2, 3, and c = 0.

Assumption D.1 (see (D.1)). By Assumption 1.10 (see (1.26) - (1.27)) and
Lemma C.1, we have

∥σG,n∥L∞((0,T ),C
κ/3,κ
x,v (Ω×R3))

≤ N(K,κ).

Then we extend σG,n to R7
T so that the above inequality holds with Ω replaced with

R3 and with N = N(K,κ,Ω). Then, by Remark D.1, for any r ∈ (0, 1) and Qr(z0),

oscx,v(σG,n, Qr(z0)) ≤ N(K,κ,Ω)rκ ,
where oscx,v(σG,n, Qr(z0)) is defined by (D.2). Hence, for any γ ∈ (0, 1), (D.1) in
Assumption D.1 (γ) holds with

R0 = N(K,κ,Ω)γ1/κ . (5.22)

Furthermore, let

β = β(p) > 0, κ = κ(p) > 0, γ⋆ = δκγ̃⋆(p) > 0

be the numbers in Theorem D.5 with δ = 2−3n. Then, by the above, (D.1) in
Assumption D.1 (γ⋆) holds with

R0 = N1(K,κ,Ω, p)2−3κn/κ .

Next, by Theorem D.5 (see Remark D.2) and Eq. (5.20),

∥f1∥Sp(R7
T ) ≤ N23βn∥h1∥Lp(R7

T ) +N26κn/κ∥f1∥Lp(R7
T )

≤ N23βn+6κn/κ(∥h∥Lp,θ−2(R7
T )

+ ∥f∥Lp,θ−1(R7
T ) + ∥∇vf∥Lp,θ(R7

T )),

(5.23)

where N = N(p,K,κ, θ,Ω) > 0. Next, recall the notation Bp (see (4.12)). By the
embedding theorem for the Sp space (see [19]), ∥f1∥Bp is bounded above by the
right-hand side of (5.23).

Boundary estimate. Recall that fk, k = 2, . . . , n, defined as the mirror exten-
sion of fk, satisfies Eq. (5.6) where

– A is defined by (2.8), (2.10), and (2.12) with a replaced with σG,n, where the
latter is given by (5.19),

– B is defined by (2.8) and (2.14) with b,
– X is given by (2.9) and (2.13).
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By the conclusion in Appendix E (see Lemma E.1), since ζn is a radially symmetric
cutoff function, we have

A ∈ L∞((0, T ), Cκ/3,κ
x,v (R6)),

and, furthermore, by Lemma C.1,

∥A∥
L∞((0,T ),C

κ/3,κ
x,v (R6))

≤ N(K,κ,Ω)

because |ζn| + |∇vζn| ≤ N with N independent of n. Hence, as above, for any
γ⋆ > 0, the function A satisfies (D.1) in Assumption D.1 (γ⋆) with R0 given by
(5.22). Next, by Theorem D.5 and Eq. (5.20) combined with the estimates of
X,∇wX in (4.7), we obtain

∥fk∥Sp(R7
T )

≤ N23βn(∥|hk|+ |∇w · (Xfk)|∥Lp(R7
T )) +N26κn/κ∥fk∥Lp(R7

T )

≤ N23βn+6κn/κ(∥h∥Lp,θ−2(R7
T ) + ∥f∥Lp,θ−1(R7

T ) + ∥∇vf∥Lp,θ(ΣT )),

where N = N(p,K,κ, θ,Ω). Combining the above inequality with (5.23), we prove
the desired estimate of ∥f∥Sp,θ−2(ΣT ). Again, by using the embedding theorem for

the Sp spaces, we bound the norms of ∥fk∥Bp , k ≥ 2, where Bp is defined by (4.12).
This and the bound of ∥f1∥Bp yield the estimates of

∥fk∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

, ∥∇vfk∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

with α = 1 − 14/p, when p > 14. Since fk = fηj⟨v⟩θ−2, we also obtain the bound
of ∥f±∥L∞(ΣT

±,⟨v⟩θ−2). The lemma is proved.

Proof of Proposition 5.4. We follow the argument of Theorem 1.7 and Lemma 4.1
with minor modifications. The central part of the argument is the following asser-
tion.

Claim. Let ε > 0 be a sufficiently small number such that (5.1) is satisfied. Let
r ∈ [2,∞) \ {14} and β = β(r,κ) be the number in the statement of Lemma 5.4,
and θ > 2 + β. Assume that f ∈ Kθ,λ,p(Σ

T ) is a function that satisfies Eq. (5.15)
with f0 ≡ 0 weakly and in the almost everywhere sense (see conditions (3) and (4)
of Definition 1.9), and, in addition, one has

∥|f |+ |∇vf |∥Lr,θr (Σ
T ) ≤Mr

for some 2 + β < θr ≤ θ and Mr > 0. Then, the following assertions hold:

1.

∥f∥Sr,θr−2−β(ΣT ) ≤ N
(
∥h∥Lr,θr (Σ

T ) +Mr

)
, (5.24)

where N = N(r,K, θ,Ω,κ) > 0.
2. If r ∈ [2, 14),

∥|f |+ |∇vf |∥Lr′,θr−2−β(Σ
T )

is bounded by the right-hand side of (5.24) where r′ is determined by the
relation

1

r′
=

1

r
− 1

14
.

3. If r > 14, then for α = 1− 14/r, the norms

∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

, ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

, ∥f±∥L∞(ΣT
±,⟨v⟩θr−2−β)

are bounded by the right-hand side of (5.24).
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If this claim is valid, then, repeating the argument of Step 2 in the proof of Theorem
1.7 (see p. 27), we prove the desired estimate (5.17). In particular, we use the same
powers rk, k = 1, . . . , 8 defined in (4.15), and similar weight parameters

θ1 = θ, θk+1 = θk − 2− β, k = 1, . . . , 7.

Proof of the claim. Let ζn, n ∈ {0, 1, 2, . . .} be the functions defined above
Lemma 5.4 (see p. 34), and ξ0 ∈ C∞

0 (B21/2), ξ ∈ C∞
0 ({2−1/2 < |v| < 2}) be

functions such that

– ξ0 = 1 on B1, 0 ≤ ξ0 < 1 on {|v| > 1},
– ξ = 1 on {1 ≤ |v| ≤ 21/2}, otherwise 0 ≤ ξ < 1.

For n ∈ {1, 2, . . .}, we set ξn(v) = ξ(v2−n) and observe that

ζn = 1 on supp ξn.

In this proof, we assume that N is a constant depending only on K, r, θ,Ω,κ.
By direct calculations, the function f (n) := fξn satisfies

Lnf
(n) + λf (n) = η(n) in ΣT , f (n)(0, ·) ≡ 0,

and the specular reflection boundary condition, where

Ln = Y −∇v · (σG,n · ∇v)− ag · ∇v + λ,

σG,n = (σG + νI3)ζn + (1− ζn)I3,

η(n) = ξnh+ ξnKgf − ag · (∇vξn)f − (∂vi
σij
G,n)(∂vjξn)f

− σij
G,n(∂vivjξn)f − 2σij

G,n(∂vjξn)(∂vif).

By Lemma 5.4 with θr − β in place of θ, we get

∥f (n)∥Sp,θr−β−2(ΣT ) ≤ N2βn
(
∥|f (n)|+ |∇vf

(n)|∥Lr,θr−β(ΣT )

+ ∥η(n)∥Lr,θr−β−2(ΣT )

)
.

By Lemma C.2 with θr in place of θ, we get

∥⟨v⟩θr−β−2ξnKgf∥Lr(ΣT ) ≤ N2−βn−2n∥|f |+ |∇vf |∥Lr,θr (Σ
T ),

and, therefore,

∥f (n)∥Sp,θr−β−2(ΣT ) ≤ N∥(|f |+ |∇vf |+ |h|)|ζn|∥Lr,θr (Σ
T )

+N2−2n∥|f |+ |∇vf |∥Lr,θr (Σ
T ).

(5.25)

Raising (5.25) to the power p and summing up, we prove the validity of the claim
(1). Finally, the assertions (2) and (3) of the claim follow from Lemma 5.4 and the
estimate (5.25). The proposition is proved.

Proof of Theorem 1.11. Uniqueness. Let ε = ε(θ) be a number in Lemma 5.3.
Let f1 and f2 be any two finite energy strong solutions to Eq. (1.5). Note that
u = f1−f2 satisfies Eq. (5.14) with ν = 0, λ = 0, h ≡ 0 and f0 ≡ 0. The uniqueness
now follows from Lemma 5.3.

Existence. We assume, additionally, that ε > 0 is small enough so that (5.1)
holds. Replacing f with f − f0ϕ where ϕ = ϕ(t) is a cutoff function such that
ϕ(0) = 1, we reduce (1.6) to the forced Landau equation

Y f −∇v · (σG∇vf)− ag · ∇vf −Kgf = h in ΣT ,

f(0, x, v) = 0, (x, v) ∈ Ω× R3, f−(t, x, v) = f+(t, x,Rxv), z ∈ ΣT
−,

(5.26)
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where

h = −∂tϕf0 − v · ∇x(f0)ϕ+∇v · (σG∇vf0)ϕ+ ag · (∇vf0)ϕ+ ϕKgf0.

Note that due to the L∞ estimates of σG,∇vσG, ag (see (5.1) - (5.2)) and Remark
5.1, one has

∥h∥L2,θ(ΣT ) + ∥h∥L∞(ΣT ) ≤ N(K, θ,Ω)(|f0|O2,θ
+ |f0|O∞). (5.27)

Step 1: well-posedness of a viscous approximation scheme. We consider
the equation

Y f
(ν)
λ −∇v · (σG∇vf

(ν)
λ )− ν∆vf

(ν)
λ

− ag · ∇vf
(ν)
λ −Kgf

(ν)
λ + λf

(ν)
λ = h in ΣT ,

f
(ν)
λ (0, ·) = 0 in Ω× R3, (f

(ν)
λ )−(t, x, v) = (f

(ν)
λ )+(t, x,Rxv), z ∈ ΣT

−.

(5.28)

By Proposition 5.3, for any ν ∈ (0, 1] and θ ≥ 16, there exists λ = λ(θ,K, ν,κ,Ω) >
0 such that Eq. (5.28) has a unique finite energy strong solution f

(ν)
λ ∈ Kθ,λ,p(Σ

T )
in the sense of Definition 1.9. Then, the function

f (ν) := eλtf
(ν)
λ ∈ Kθ,λ,p(Σ

T )

is a finite energy strong solution to Eq. (5.26) in the sense of Definition 1.9.
Step 2: uniform bounds for f (ν).
Weighted energy bound. By Lemma 5.3 and Remark 1.3, for sufficiently small

ε = ε(θ) > 0, we have

∥f (ν)(T, ·)∥L2,θ(Ω×R3) + ∥f (ν)∥σ,θ + ∥∇vf
(ν)∥L2,θ−3(ΣT ) (5.29)

+ ∥f (ν)∥L2,θ(ΣT ) ≤ N(θ, T )∥h∥L2,θ(ΣT ).

Sp bound. By Proposition 5.4 with θ− 3 in place of θ, for sufficiently small ε > 0
and sufficiently large θ = θ(κ, p) > 4, and θ′ = θ′(κ, p), θ′′ = θ′′(κ, p) ∈ (1, θ − 3),
one has

∥f (ν)∥S2,θ′ (Σ
T ) + ∥f (ν)∥Sp,θ′′ (Σ

T ) + ∥f (ν)± ∥L∞(ΣT
±,|v·nx|) (5.30)

≤ N(∥h∥L2,θ−3(ΣT ) + ∥h∥Lp,θ−3(ΣT )

+ ∥f (ν)∥L2,θ−3(ΣT ) + ∥∇vf
(ν)|∥L2,θ−3(ΣT )),

where N = N(θ, p,κ,K,Ω). Combining (5.29) with (5.30) gives

∥f (ν)∥S2,θ′ (Σ
T ) + ∥f (ν)∥Sp,θ′′ (Σ

T ) + ∥f (ν)± ∥L∞(ΣT
±,|v·nx|) (5.31)

≤ N(∥h∥L2,θ(ΣT ) + ∥h∥L∞(ΣT )),

where N = N(θ, p,κ,K,Ω, T ).
Step 3: limiting argument. By (5.30), the Banach-Alaoglu theorem, and

Eberlein-Smulian theorem, there exists a subsequence ν′ and functions

f ∈ S2,θ′(ΣT ), f⋆± ∈ L∞(ΣT
±, |v · nx|), f⋆T ∈ L2,θ(Ω× R3)

such that

– f (ν
′) → f weakly in S2,θ′(ΣT );

– f
(ν′)
± → f⋆± in the weak* topology of L∞(ΣT

±, |v · nx|), respectively;
– f (ν

′)(T, ·) → f⋆T (·) weakly in L2,θ(Ω× R3);

– f (ν
′) → f weakly in Hσ,θ(Σ

T ).
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Passing to the limit in the Green’s identity (3.9) (see Remark 3.2), we conclude that
f⋆±, f

⋆
T are, indeed, traces of the function f so that f± ≡ f⋆±, f

⋆
T (·) ≡ f(T, ·). Using

the weak and the weak* convergence, we pass to the limit in (5.29) and (5.31) and
prove

∥f(T, ·)∥L2,θ(Ω×R3) + ∥f∥σ,θ + ∥∇vf∥L2,θ−3(ΣT )

+ ∥f∥S2,θ′ (Σ
T ) + ∥f∥Sp,θ′′ (Σ

T ) + ∥f±∥L∞(ΣT
±,|v·nx|)

≤ N(∥h∥L2,θ(ΣT ) + ∥h∥L∞(ΣT )).

(5.32)

Next, we show that f satisfies the weak formulation of Eq. (5.26) (cf. Definition
1.9). Recall that due to Lemma 5.3, f (ν) satisfies the weak formulation of (5.28)

with any ϕ ∈ C1
0 (Σ

T ). Testing Eq. (5.28) with ϕ ∈ C1
0 (Σ

T ) gives

−
∫
ΣT

(Y ϕ)f (ν) dz +

∫
Ω×R3

f (ν)(T, ·)ϕ(T, x, v) dxdv

+

∫
ΣT

+

f
(ν)
+ ϕ |v · nx| dσdt−

∫
ΣT

−

f
(ν)
− ϕ|v · nx| dσdt

+

∫
ΣT

[(σG + νI3)∇vf
(ν)] · ∇vϕdz =

∫
ΣT

[ag · ∇vf
(ν) +Kgf

(ν) + h]ϕdz.

(5.33)

It follows from the definition of K (see (1.4)) that∫
ΣT

(Kf (ν))ϕdz =

∫
ΣT

(Kϕ)f (ν) dz,

and, hence, by the explicit expression of the term Jgf
(ν) (see (1.9)) and the fact

that Kg = K+ Jg, we obtain∫
ΣT

(Kgf
(ν))ϕdz =

∫
ΣT

(Kgϕ)f
(ν) dz.

Then, by the weak convergence f (ν) → f in L2(Σ
T ) and Lemma C.2, we conclude

lim
ν→0

∫
ΣT

(Kgf
(ν))ϕdz =

∫
ΣT

(Kgf)ϕdz.

Finally, by what just said and the aforementioned weak convergence, we pass to
the limit in (5.33) and we conclude that f satisfies the weak formulation of (1.6)
(see Definition 1.9). By using the weak* convergence of fν± in L∞(ΣT

±, |v · nx|), we
pass to the limit in the specular boundary condition for f (ν) and prove that this
boundary condition holds for the function f as well. Using the Green’s identity
again (see Remark 3.2), we prove that f satisfies Eq. (1.6) a.e. and, thus, f is a
finite energy strong solution in the sense of Definition 1.9.

Step 4: Hölder estimate. To bound the

L∞((0, T ), Cα/3,α
x,v (Ω× R3))

norm of f and ∇vf , we repeat the above L2 to Sp bootstrap argument. Again, by
Proposition 5.4 with θ replaced with θ′′, for sufficiently small ε > 0 and sufficiently
large θ = θ(κ, p), we get

∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

+ ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

≤ N(∥h∥L2,θ′′ (Σ
T ) + ∥h∥Lp,θ′′ (Σ

T ) + ∥f∥L2,θ′′ (Σ
T ) + ∥∇vf∥L2,θ′′ (Σ

T )).
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In addition, by the same proposition, f ∈ C(ΣT ). Combining this with (5.32), we
obtain

∥f∥
L∞((0,T ),C

α/3,α
x,v (Ω×R3))

+ ∥∇vf∥L∞((0,T ),C
α/3,α
x,v (Ω×R3))

≤ N(∥h∥L2,θ′′ (Σ
T ) + ∥h∥L∞(ΣT )).

(5.34)

Finally, recall that at the beginning of the proof, we replaced f with f −f0ϕ. By
this, the definition of the Op,θ norm (see (1.15)), and (5.32), and (5.34) , we prove
the desired estimate (1.28)

Appendix A. Verification of the identity (2.7). Invoke the assumptions and
the notation of Section 2.1 and denote

M =
(∂x
∂y

)
.

Let f be a finite energy weak solution to Eq. (1.16) (see Definition 1.1) supported

on R×Ωr0/2×R3 and ϕ ∈ C1
0 (Σ

T ). The goal of this section is to justify the identity
(2.7).

Drift term. By using a change of variables and the identity(
∇vf

)
(t, x(y), v(y, w)) =

((∂x
∂y

)T)−1

∇wf̂(t, y, w) = (M−1)T∇wf̂(t, y, w), (A.1)

we get ∫
ΣT

(b · ∇vf)ϕdz =

∫
HT

−

[
(M−1b)︸ ︷︷ ︸

=B

·∇w(f̂J)

]
ϕ̂ dẑ, (A.2)

where HT
− is defined in (1.11).

Transport term. First, changing variables gives∫
ΣT

(v · ∇xϕ)f dz =

∫
HT

−

(f̂J) (Mw)T
(
∇xϕ

)
(t, x(y), v(y, w)) dẑ.

Next, by the chain rule and (A.1),(
∇xϕ

)
(t, x(y), v(y, w))

=

((∂x
∂y

)T)−1[
∇yϕ̂(t, y, w)−

(∂v
∂y

)T
(∇vϕ)(t, x(y), v(y, w))

]
= (M−1)T∇yϕ̂(t, y, w)− (M−1)T

(∂v
∂y

)T
(M−1)T∇wϕ̂(t, y, w),

and then,

vT (y, w)
(
∇xϕ

)
(t, x(y), v(y, w))

= wT∇yϕ̂(t, y, w)− wT
(∂v
∂y

)T
(M−1)T∇wϕ̂(t, y, w)

= w · ∇yϕ̂(t, y, w)−X · ∇wϕ̂(t, y, w),

where

X = (X1, X2, X3)
T =M−1

(∂v
∂y

)
w =M−1 ∂(Mw)

∂y
w.

Thus, by the above computations,∫
ΣT

(Y ϕ)f dz =

∫
HT

−

(
Y (ϕ̂)−X · ∇wϕ̂

)
(f̂J)dẑ. (A.3)
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Diffusion term. Applying formula (A.1) gives∫
ΣT

(a∇vϕ)
T∇vf dz =

∫
HT

−

(A∇wϕ̂)
T∇w(f̂J) dẑ, (A.4)

where

A =M−1â(M−1)T .

Finally, combining (A.1) - (A.4) and recalling f̃ = f̂J , we arrive to (2.7).

Appendix B. .

Lemma B.1. Let p > 1 be a number, T ∈ (0,∞], and Ψ be the diffeomorphism
defined in Subsection 2.1 (see (2.2) - (2.3)). Then, for any function u on ΣT such
that u(z) = 0 for x ∈ (Br(x0))

c, one has

∥u∥Sp(ΣT ) ≤ N∥û∥Sp(HT
−) +N∥∇vû∥Lp,2(HT

−) +N∥û∥Lp,1(HT
−),

where N = N(Ω, p), and û is defined in (2.5).

Proof. It follows from the compuations in Appendix A and (4.7) that

∥|u|+ |∇vu|+ |D2
vu|∥Lp(ΣT ) ≤ N∥|û|+ |∇wû|+ |D2

wû|∥Lp(HT
−),

∥Y u∥Lp(ΣT ) ≤ N∥(∂t + w · ∇y)û∥Lp(HT
−) +N∥∇w · (Xû)∥Lp(HT

−)

≤ N∥(∂t + w · ∇y)û∥Lp(HT
−) + ∥û∥Lp,1(HT

−) + ∥∇wû∥Lp,2(HT
−).

The desired estimate follows from the above inequalities.

Lemma B.2. Let θ ≥ 0 be a number and u be a function on ΣT such that u, Y u ∈
L2,θ(Σ

T ), u(T, ·), u(0, ·) ∈ L2,θ(Ω × R3), u± ∈ L∞(ΣT
±, |v · nx|), and the specular

reflection boundary condition is satisfied. Then, the following variant of the energy
identity holds:∫

Ω×R3

(
u2(T, x, v)− u2(0, x, v)

)
⟨v⟩θdxdv = 2

∫
ΣT

u(Y u) ⟨v⟩θdz.

Proof. For ε > 0, denote

µε(v) = e−|v|2/ε.

Note that uε := uµε ∈ E2,θ(Σ
T ) (see Definition 3.3 and (3.9)) and it satisfies the

specular reflection boundary condition. Then, by the energy identity (see (3.10) in
Lemma 3.4),∫

Ω×R3

[u2ε(T, x, v)− u2ε(0, x, v)] ⟨v⟩θdxdv = 2

∫
ΣT

uε(Y uε) ⟨v⟩θdz.

Passing to the limit in the above equality and using the dominated convergence
theorem, we prove the lemma.

For T ∈ R, let ⟨·, ·⟩T be the duality pairing between H−1
2 (R7

T ) and H1
2(R7

T ) given
by

⟨f, g⟩T =

∫ T

−∞

∫
R3

[f(t, x, ·), g(t, x, ·)] dxdt,

where

[f, g] =

∫
((1−∆v)

−1/2f) ((1−∆v)
1/2g) dv.

The proof of the following variant of the energy identity can be found in [6].
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Lemma B.3. Let T ∈ R be a number and u ∈ H1
2((−∞, T ) × R6), and Y u ∈

H−1
2 ((−∞, T )× R6). Then, for a.e. s ∈ (−∞, T ],

⟨Y u, u⟩s = (1/2)∥u∥2L2(R6)(s).

Lemma B.4. Let T > 0 be a number and u ∈ E2(Σ
T ). Then, u is of class

C([0, T ], L2(Σ
T )).

Proof. We only prove the continuity at t = 0 because the argument for other points
is similar. First, note that by the energy identity (see (3.10)),

lim
t→0+

∥u(t, ·)∥L2(Ω×R3) = ∥u(0, ·)∥L2(Ω×R3).

Hence, we only need to show that u(t, ·) is weakly continuous in L2(Ω × R3) at
t = 0.

We fix an arbitrary test function

ϕ ∈ C1
0

(
([0, T ]× Ω× R3) \ ((0, T )× γ0 ∪ {0} × ∂Ω× R3 ∪ {T} × ∂Ω× R3)

)
,

which belongs to the set Φ (see Definition 3.2) by Lemma 2.1 of [7]. Note that by
the Green’s identity (see (3.9)), we have

lim
t→0+

∫
Ω×R3

u(t, x, v)ϕ(t, x, v) dxdv =

∫
Ω×R3

u(0, x, v)ϕ(0, x, v) dxdv.

We claim that the above convergence also holds if we replace ϕ(t, x, v) with ϕ(0, x, v).
To prove this, we first note that by Remark 3.3 and the energy identity (3.10) in
Lemma 3.4, we have

u ∈ L∞((0, T ), L2(Ω× R3)). (B.1)

By this and the Cauchy-Schwartz inequality,∣∣∣∣ ∫
Ω×R3

u(t, x, v)(ϕ(0, x, v)− ϕ(t, x, v)) dxdv

∣∣∣∣
≤ ∥u∥L∞((0,T ),L2(Ω×R3))∥ϕ(0, ·)− ϕ(t, ·)∥L2(Ω×R3).

The right-hand side of the above inequality converges to 0 as t→ 0+ due our choice
of ϕ, and this proves the above claim. Hence, for any continuously differentiable
function ξ with compact support in Ω× R3,

lim
t→0+

∫
Ω×R3

u(t, x, v)ξ(x, v) dxdv =

∫
Ω×R3

u(0, x, v)ξ(x, v) dxdv.

By using a standard approximation argument combined with (B.1), we conclude
that u(t, ·) → u(0, ·) weakly in L2(Ω× R3) as t→ 0+. The lemma is proved.

Appendix C. .

Lemma C.1. Let κ ∈ (0, 1], g ∈ L∞((0, T ), C
κ/3,κ
x,v (Ω×R3)), and σG be a function

defined in (1.7). Then, we have

∥σG∥L∞((0,T ),C
κ/3,κ
x,v (Ω×R3))

≤ N(1 + ∥g∥
L∞((0,T ),C

κ/3,κ
x,v (Ω×R3))

),

where N = N(κ) > 0.

Proof. Fix almost any t ∈ (0, T ) and arbitrary x1, x2 ∈ Ω recall that by Lemma 3
of [9], for any v ∈ R3,

|σG(t, x1, v)|+ |∇vσG(t, x1, v)| ≤ N(1 + ∥g(t, x, ·)∥L∞(R3)), (C.1)
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where N is independent of κ. Next, observe that

σG(t, x1, v)− σG(t, x2, v) =
(
Φ ∗ [µ1/2(g(t, x1, ·)− g(t, x2, ·))]

)
(v).

Replacing g(t, x1, v) with g(t, x1, v)− g(t, x2, v) and using (C.1), we get

|σG(t, x1, v)− σG(t, x2, v)| ≤ N |x1 − x2|κ/3 sup
t∈(0,T ),v∈R3

∥g(t, ·, v)∥Cκ/3(Ω),

where Cκ/3(Ω) is the usual Hölder space on Ω. Combining the above inequalities
and using the interpolation inequality for the Hölder norms, we prove the lemma.

Lemma C.2. Let p > 3/2 be a number and u ∈ Lp(Σ
T ) be a function such that

∇vu ∈ Lp(Σ
T ). For any m = {0, 1, 2, . . .}, we denote

{v ∼ m} =

{
|v| < 1, m = 0,

cm < |v| < c−1m, m ≥ 1,

where c ∈ (0, 1) is some number. If the condition (1.26) holds, then for any θ ≥ 0,

∥Kgu∥Lp((0,T )×Ω×{v∼m}) ≤ Nm−θ∥|u|+ |∇vu|∥Lp,θ(ΣT ),

where Kg is defined in (1.8) and N = N(κ,K, θ, p, c) > 0.

Proof. Recall that Kg = K + Jg, where K and Jg are defined in (1.4) and (1.9).
Furthermore, by the definition of the collision kernel Q (see (1.2)),

Ku = −µ−1/2∂vi

(
µ
(
Φij ∗ (µ1/2[∂vju+ vju])

))
= 2viµ

1/2

(
Φij ∗ (µ1/2[∂vju+ vju])

)
− µ1/2

(
Φij ∗ ∂vi(µ1/2vju)

)
− µ1/2

(
∂viΦ

ij ∗ (µ1/2∂vju)

)
=: K1u+ K2u+ K3u.

Estimate of Jg. By using Lemmas 2 and 3 of [9] and the condition (1.26), one
can show that there exist a constant N = N(K) > 0 such that

∥|σ|+ |∇vσ|+ |∂viΦij ∗ (µ1/2∂vjg)|+ |Φij ∗ (µ1/2vi∂vjg)|∥L∞(R7
T ) ≤ N(K).

See the details in Lemma 3.6 of [4]. Furthermore, by Lemma 3 of [9],

|σijvivj | ≤ N⟨v⟩−1.

By the above inequalities,

∥Jgu∥Lp((0,T )×R3×{v∼m}) ≤ N(K)∥u∥Lp((0,T )×R3×{v∼m}).

Estimate of K1 and K2. Note that for any θ ≥ 0,

∥K1u∥Lp({v∼m})

≤ N(θ, c)m−θ∥µ1/4
(
|v|−1 ∗ [µ1/4(|u|+ |∇vu|)])

∥∥
Lp({v∼m}).

(C.2)
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Furthermore, using the Hölder’s inequality with p and q = p/(p − 1) ∈ (1, 3), for
any (t, x, v) ∈ R7

T , we have∫
|v − v′|−1µ1/4(v′)|u|(t, x, v′) dv′

≤
(∫

|v − v′|−qµq/4(v′) dv′
)1/q

∥u(t, x, ·)∥Lp(R3).

By using the fact that for q ∈ (1, 3) and v ∈ R3,∫
R3

|v − v′|−qµq/4(v′) dv′ ≤ N(q)

combined with (C.2), we obtain

∥K1u∥Lp((0,T )×R3×{v∼m}) ≤ N(θ, c)m−θ∥|u|+ |∇vu|∥Lp(ΣT ). (C.3)

By the same argument, we show that K2 is bounded by the right-hand side of (C.3).
Estimate of K3. By direct calculations,

∂vivjΦ
ij = −8πδ(x),

and since u ∈ Lp(Σ
T ), we get

∂vivjΦ
ij ∗ u = −8πu.

Hence, integrating by parts in K3u and using the above identity, we prove that

K3u = 8πµu− µ1/2Φij ∗ ∂vi(vjµ1/2u).

Then, repeating the above argument we used to estimate K1u, we get

∥K3u∥Lp((0,T )×R3×{v∼m}) ≤ N(θ, c)m−θ∥|u|+ |∇vu|∥Lp(ΣT ).

The assertion of the lemma follows from the above estimates.

Appendix D. Sp regularity theory for kinetic Fokker-Planck equations
with rough coefficients. In this section, we present the main results of [5].
Throughout the section, T ∈ (−∞,∞]. Denote

Qr(z0) := {z : t0 − r2 < t < t0, |x− x0 − (t− t0)v0|1/3 < r, |v − v0| < r},

which we call a kinetic cylinder.

Assumption D.1. (γ⋆) There exists R0 > 0 such that for any z0 such that t < T
and r ∈ (0, R0],

oscx,v(a,Qr(z0)) ≤ γ⋆, (D.1)

where

oscx,v(a,Qr(z0)) (D.2)

= r−14

∫ t0

t0−r2

∫
Dr(z0,t)×Dr(z0,t)

|a(t, x1, v1)− a(t, x2, v2)| dx1dv1dx2dv2 dt,

and

Dr(z0, t) = {(x, v) : |x− x0 − (t− t0)v0|1/3 < r, |v − v0| < r}.

Remark D.1. Note that the following assumption is stronger than Assumption
D.1, but somewhat easier to verify in practice.
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Assumption D.2. There exists an increasing function ω : [0,∞) → [0,∞) such
that ω(0+) = 0 and

sup
t<T,x,v

r−24

∫
x1,x2∈Br3 (x)

∫
v1,v2∈Br(v)

|a(t, x1, v1)−a(t, x2, v2)| dx1dx2 dv1dv2 ≤ ω(r).

Furthermore, note that if a ∈ L∞((−∞, T ), C
α/3,α
x,v (R6)), α ∈ (0, 1], then, As-

sumption D.2 holds with ω(r) = Nrα for some constant N > 0.

Assumption D.3. Let b = (b1, b2, b3)T and c be functions such that

∥|b|+ |c|∥L∞((−∞,T )×R6) ≤ K. (D.3)

The following theorem is a simplified version of Theorem 2.4 of [5].

Theorem D.4. Let p > 1, K > 0, be numbers. Let Assumptions 1.2 (see (1.19)),
D.3 hold. There exists a constant

γ⋆ = γ⋆(δ, p) > 0

such that if Assumption D.1 (γ⋆) holds, then, the following assertions are valid.
(i) There exists a constant

λ0 = λ0(p, δ,K,R0) ≥ 0

such that for any λ ≥ λ0 and any u ∈ Sp((−∞, T )× R6), one has

∥λ|u|+ λ1/2|∇vu|+ |D2
vu|+ |(−∆x)

1/3u| (D.4)

+ |Dv(−∆x)
1/6u|+ |Y u|∥Lp((−∞,T )×R6)

≤ N∥Y u− aij∂vivju+ b · ∇vu+ cu+ λu∥Lp((−∞,T )×R6),

where R0 ∈ (0, 1) is the constant in Assumption D.1 (γ⋆), and N = N(p, δ,K). In
addition, for any f ∈ Lp((−∞, T )× R6), the equation

Y u− aij∂vivju+ b · ∇vu+ cu+ λu = f

has a unique solution u ∈ Sp((−∞, T )× R6).
(ii) For any numbers −∞ < S < T < ∞, λ ≥ 0, and f ∈ Lp((S, T ) × R6), the

equation
Y u− aij∂vivju+ b · ∇vu+ cu+ λu = f, u(0, ·) = 0

has a unique solution u ∈ Sp((S, T )× R6). In addition,

∥u∥+ ∥Dvu∥+ ∥D2
vu∥+ ∥(−∆x)

1/3u∥

+ ∥Dv(−∆x)
1/6u∥+ ∥Y u∥ ≤ N∥f∥,

where ∥ · ∥ = ∥ · ∥Lp((S,T )×R6) and N = N(δ, p,K, T − S).

Theorem D.5 (Corollary 2.6 of [5]). Under Assumptions 1.2 (see (1.19)), D.3 (see
(D.3)), there exist constants

κ = κ(p) > 0, β = β(p) > 0, γ⋆ = δκγ̃⋆(p) > 0,

such that if (D.1) in Assumption D.1 (γ⋆) holds, then for any u ∈ Sp((−∞, T )×R6)
and λ ≥ 0,

∥u∥Sp((−∞,T )×R6)

≤ Nδ−β(∥Y u− aij∂vivju+ b · ∇vu+ cu+ λu∥Lp((−∞,T )×R6)

+R−2
0 ∥u∥Lp((−∞,T )×R6)),

(D.5)

where N = N(p,K), and R0 ∈ (0, 1) is the constant in Assumption D.1 (γ⋆).
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Remark D.2. The a priori estimates (D.4) and (D.5) hold for u ∈ Sp(R7
T ) such that

u(0, ·) ≡ 0. To prove this, we apply these estimates to u1t≥0 ∈ Sp((−∞, T )× R6).

Lemma D.6. Let T > 0, λ ≥ 0, 1 < q < p be numbers, functions a, b, c satisfy
Assumptions 1.2 (see (1.19)), D.2 and D.3, and u ∈ Sq(R7

T ) be a function such that
u(0, ·) ≡ 0, and

h := Y u− aij∂vivju+ b · ∇vu+ (c+ λ)u ∈ Lp(R7
T ).

Then, u ∈ Sp(R7
T ).

Proof. We follow the proof of Theorem 4.3.12 (i) of [16]. By Theorem D.4 (ii), the
equation

Y U − aij∂vivjU + b · ∇vU + (c+ λ)U = h, U(0, ·) ≡ 0

has a unique solution U ∈ Sp(R7
T ). We will prove that u = U a.e. By using an

induction argument, we may assume that

1

q
− 1

p
<

1

12
. (D.6)

Let ϕ, ξ ∈ C∞
0 (R6) be functions such that ϕ(0) = 1, ξ(0) = 1, and suppϕ ⊂ supp ξ.

For n ≥ 1, denote

ϕn(x, v) = ϕ(x/n3, v/n), ξn(x, v) = ξ(x/n3, v/n).

Then, Un := Uϕn ∈ Sq(R7
T ) satisfies the equation

Y Un − aij∂vivj
Un + b · ∇vUn + (c+ λ)Un

= hϕn + U(v · ∇xϕn − aij∂vivjϕn + b · ∇vϕn)

− 2(a∇vϕn) · ∇vU, Un(0, ·) ≡ 0,

and, in addition, by Theorem D.4 (ii),

∥Un∥Sq(R7
T ) ≤ N∥hϕn∥Lq(R7

T ) +Nn−1∥(|U |+ |∇vU |)|ξn|∥Lq(R7
T ),

where N = N(q, δ,K, T ). By using the Hölder’s inequality with p/q and p/(p− q)
and changing variables, we get

n−1∥(|U |+ |∇vU |)|ξn|∥Lq(R7
T )

≤ N(p, q)n12(p−q)/(pq)−1∥|U |+ |∇vU |∥Lp(R7
T ).

(D.7)

Note that the 12(p− q)/(pq)− 1 < 0 due to (D.6), and, hence, passing to the limit
in (D.7) as n → ∞, we prove that U ∈ Sq(R7

T ). Then, by the uniqueness part of
Theorem D.4 (ii), we conclude that U ≡ u. The lemma is proved.

Appendix E. Hölder continuity of the extended leading coefficients A on
the whole space. Invoke the notation of Section 2.1.2.

E.1. Kinetic Fokker-Planck equation. Here we show that the coefficients A =
A(y) defined by (2.8) (2.10), (2.12), with a = I3, are of Lipschitz class on R3. Since
A ∈ C1(R±) , we only need to check the continuity on the set {y3 = 0} × R3.

Note that for a = I3, by (2.8)

A =

(
∂y

∂x

)(
∂y

∂x

)T

.

By (2.18), (2.19) and the fact that A is independent of w, it suffices to show that

Ai3(t, y1, y2, 0) = 0, i = 1, 2, (E.1)
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By using (2.3), we compute

∂x

∂y
=

1− y3ρ11 −y3ρ12 −ρ1
−y3ρ12 1− y3ρ22 −ρ2
ρ1 ρ2 1

 ,

where ρij is the second-order partial derivatives with respect to yiyj variables.
Hence,

A−1(y1, y2, 0) = (
∂x

∂y
|y3=0)

T ∂x

∂y
|y3=0 (E.2)

=

 1 0 ρ1
0 1 ρ2

−ρ1 −ρ2 1

 1 0 −ρ1
0 1 −ρ2
ρ1 ρ2 1

 =

1 + ρ21 ρ1ρ2 0
ρ1ρ2 1 + ρ22 0
0 0 1 + ρ21 + ρ22

 .

It follows from the formula for the matrix inverse that the condition (E.1) is satisfied.
Thus, the desired regularity holds.

E.2. Linear Landau equation. Let A,A,A be the functions defined by (2.8),
(2.10), (2.12) with a = σG.

In this subsection, will show that, under Assumption 1.10 (see (1.26) - (1.27)),

– A ∈ L∞((0, T ), C
κ/3,κ
x,v (R6)).

– for any radially symmetric ξ ∈ C∞
0 (R3), (t, y, w) → ξ(∂x∂yw)A(t, y, w) ∈

L∞((0, T ), C
κ/3,κ
x,v (R6)).

Due to Lemma C.1, σG ∈ L∞((0, T ), C
κ/3,κ
x,v (Ω× R3)), and, hence,

A ∈ L∞((0, T ), Cκ/3,κ
x,v (H±)).

Then, we only need to show that, for any t ∈ (0, T ), the functions (y, w) → A(t, y, w)
and (y, w) → ξ(∂x∂yw)A(t, y, w) are continuous on the set {y3 = 0} × R3. These

assertions will follow directly from the next lemma and corollary.

Lemma E.1. Let u be a function on ΣT satisfying the specular reflection boundary
condition and such that the convolution U defined below makes sense. Denote

U ij(z) = Φij ∗ u(z),

U(t, y, w) =

(
∂y

∂x

)
Û(t, y, w)

(
∂y

∂x

)T

,

where Û is defined by (2.5) with U in place of u. Then,

Ui3(t, y1, y2, 0, w) = −Ui3(t, y1, y2, 0, Rw), i = 1, 2. (E.3)

Proof. Denote

Ξ(y, w) =

(
∂y

∂x

)
Φ̂(y, w)

(
∂y

∂x

)T

,

where Φ is the Landau kernel (see (1.2)). Then, by the change of variables v′ =
∂x
∂yw

′,

U(t, y, w) =

∣∣∣∣det ∂x∂y
∣∣∣∣ ∫

R3

Ξ(y, w′)û(t, y, w − w′) dw′,

and then, by changing variables w′ → Rw′, we obtain

U(t, y, Rw) =

∣∣∣∣det ∂x∂y
∣∣∣∣ ∫

R3

Ξ(y,Rw′)û(t, y, R(w − w′)) dw′.
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Since u satisfies the specular reflection boundary condition, we have, for any t ∈
(0, T ), y1, y2 ∈ R, w ∈ R3,

û(t, y1, y2, 0, w) = û(t, y1, y2, 0, Rw).

Thus, it suffices to show that (E.3) holds with U replaced with Ξ.
By direct computations,

Φ̂(y, w) =

∣∣∣∣∂x∂yw
∣∣∣∣−1

I3 −
∣∣∣∣∂x∂yw

∣∣∣∣−3
∂x

∂y
wwT

(
∂x

∂y

)T

,

and, therefore,

Ξ(y, w) =

∣∣∣∣∂x∂yw
∣∣∣∣−1

∂y

∂x

(
∂y

∂x

)T

−
∣∣∣∣∂x∂yw

∣∣∣∣−3

wwT .

Observe that (E.3) trivially holds with U replaced with wwT , and the matrix
∂y
∂x (

∂y
∂x )

T satisfies the condition (E.1). Hence, we only need to show that the function

V (y, w) :=

∣∣∣∣∂x∂yw
∣∣∣∣

satisfies the specular reflection boundary condition

V (y1, y2, 0, w) = V (y1, y2, 0, Rw). (E.4)

Note that

|V (y,Rw)|2 = Cij(y)(Rw)i(Rw)j , C(y) =

(
∂x

∂y

)T
∂x

∂y
.

Note that when y3 = 0, the matrix C(y) is given by the right-hand side of (E.2).
Hence, since (E.1) holds with A replaced with C, the condition (E.4) is valid. The
lemma is proved.

The above lemma holds if we cutoff U by a radially symmetric function depending
only on v.

Corollary E.1. Let ξ = ξ(v) ∈ C∞
0 (R3) be a radially symmetric function. Then,

the condition (E.3) holds with U is replaced with the matrix-valued function

(t, y, w) → ξ(
∂x

∂y
w)U(t, y, w).

Proof. The assertion follows from Lemma E.1 and the fact that due to the radial
symmetry and (E.4), the function (y, w) → ξ(∂x∂yw) satisfies the specular reflection

boundary condition on HT
−.
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