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SUMMARY

Despite progress in tomographic imaging of Earth’s interior, a number of critical questions
regarding the large-scale structure and dynamics of the mantle remain outstanding. One of
those questions is the impact of phase-boundary undulations on global imaging of mantle
heterogeneity and on geodynamic (i.e. convection-related) observables. To address this issue,
we developed a joint seismic-geodynamic-mineral physical tomographic inversion procedure
that incorporates lateral variations in the depths of the 410- and 660-km discontinuities. This
inversion includes S-wave traveltimes, SS precursors that are sensitive to transition-zone topog-
raphy, geodynamic observables/data (free-air gravity, dynamic surface topography, horizontal
divergence of tectonic plates and excess core-mantle boundary ellipticity) and mineral phys-
ical constraints on thermal heterogeneity. Compared to joint tomography models that do not
include data sensitivity to phase-boundary undulations in the transition zone, the inclusion of
410- and 660-km topography strongly influences the inference of volumetric anomalies in a
depth interval that encompasses the transition zone and mid-mantle. It is notable that joint
tomography inversions, which include constraints on transition-zone discontinuity topography
by seismic and geodynamic data, yield more pronounced density anomalies associated with
subduction zones and hotspots. We also find that the inclusion of 410- and 660-km topogra-
phy may improve the fit to the geodynamic observables, depending on the weights applied to
seismic and geodynamic data in the inversions. As a consequence, we find that the amplitude
of non-thermal density anomalies required to explain the geodynamic data decreases in most
of the mantle. These findings underline the sensitivity of the joint inversions to the inclu-
sion of transition-zone complexity (e.g. phase-boundary topography) and the implications for
the inferred non-thermal density anomalies in these depth regions. Finally, we underline that
our inferences of 410- and 660-km topography avoid a commonly employed approximation
that represents the contribution of volumetric heterogeneity to SS-wave precursor data. Our
results suggest that this previously employed correction, based on a priori estimates of upper-
mantle heterogeneity, might be a significant source of error in estimating the 410- and 660-km
topography.

Key words: Composition and structure of the mantle; Phase transitions; Joint inversion;
Seismic tomography; Hotspots.

1 INTRODUCTION

Global seismic tomography remains our most powerful tool for mapping the structure of Earth’s interior. However, despite great progress in
methodology and first-order agreement among tomography models (e.g. Simmons et al. 2010; Ritsema et al. 2011; French & Romanowicz
2014; Moulik & Ekstrom 2016), there is still no consensus on the nature of the mantle structure (e.g. Ishii & Tromp 1999; Forte &
Mitrovica 2001; Trampert et al. 2004; Garnero & McNamara 2008; Schuberth et al. 2009; Koelemeijer et al. 2017; Lau et al. 2017).
This is due to intrinsic insensitivity of much seismic data to density (e.g. Cerveny 2001; Fichtner & Trampert 2011) which leads to
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non-uniqueness in the interpretation of seismic velocities in terms of density variations. Constraining mantle density variations as well
as seismic velocities places greater constraints on the thermochemical composition of the planet. Geodynamic observations (e.g. tectonic
plate motions, gravity field and dynamic topography) are one means of providing important constraints on the density heterogeneity in the
mantle.

Beginning with the work of Hager et al. (1985), a posteriori scaling of seismic tomography anomalies to density anomalies has been
used to predict geodynamic observables. A seismic-velocity-to-density conversion factor based on experimental and theoretical results
from mineral physics, which is often simplified in terms of a single constant scaling value, is a common approach for estimating density
anomalies in the mantle (e.g. Conrad & Behn 2010; Ghosh ef al. 2010). Alternatively, some studies carry out simultaneous inversions of
global geodynamic data to determine an optimal velocity-to-density scaling factor that may be spatially variable (e.g. Hager & Clayton
1989; Corrieu et al. 1994; Panasyuk & Hager 2000; Forte & Mitrovica 2001). In most studies, the scaling of seismic velocity to density
assumes that temperature has a dominant control on mantle heterogeneity. Furthermore, this scaling requires that relevant mineralogical
variables and amplitudes of seismic velocity anomalies are well constrained (Forte ez al. 2015). Satistying all these requirements remains a
great challenge. For example, Forte ef al. (2015) showed that the average amplitude of the relative perturbations of seismic shear velocity
derived from different tomography models has significant differences in the transition zone region and in the lowermost mantle (i.e.
D"-layer).

Although numerous studies (e.g. Ghosh ef al. 2010; Yang & Gurnis 2016) report fitting the geoid using a posteriori scaling of
seismic tomography models to density, Forte et al. (2015) showed that this simple conversion does not provide a good fit to a full
suite of available geodynamic observables (discussed below). They found that about 50 percent of the power (i.e. mean square ampli-
tude) in geodynamic data cannot be explained by a posteriori scaling of independently derived seismic tomography models. A more
robust hypothesis test of the viability of a simple linear relation between velocity and density, and thus a mantle model dominated by
thermal heterogeneity, is via simultaneous inversion of global seismic and geodynamic data that directly incorporate a mineral-physical
relation between density and seismic velocity perturbations (Forte et al. 1994; Forte & Woodward 1997; Simmons et al. 2007, 2009,
2010). This joint seismic-geodynamic mapping of density anomalies involves a nonlinear coupling of the seismic velocity heterogene-
ity and the density—velocity scaling factor and hence requires an iterative approach. In this regard, Simmons et al. (2009, 2010) de-
veloped a nonlinear procedure for inferring a conversion factor that varied in 3-D (i.e. with depth and laterally at any given depth).
The departure of the 3-D scaling relative to a 1-D scaling interprets as non-thermal (i.e. ‘compositional/chemical’) contributions to
mantle heterogeneity. Lu et al. (2020) tested the sensitivity of this approach to different assumed viscosity models for the mantle
and showed that in all cases substantial chemical heterogeneity was required to obtain sufficiently good fits to all geodynamic surface
data.

The previous joint tomography inversions (e.g. Simmons et al. 2007, 2009, 2010; Lu et al. 2020) did not consider a potentially
important source of density heterogeneity in the mantle arising from undulations in upper-mantle discontinuities near 410- and 660-
km depth. The seismic data used in past inversions consisted of transmitted waves that are relatively insensitive to discontinuity to-
pography. However, the geodynamic data, especially the gravity and dynamic surface topography, might be sensitive to upper-mantle
discontinuity topography (e.g. Forte & Woodward 1997; Le Stunff & Ricard 1997). For example, Christensen (1998) suggested that
phase boundary topography might help in reducing the misfit between modelled dynamic surface topography and the upper limit that
‘observations’ pose on its amplitude. Upper-mantle discontinuity topography has been determined locally using receiver functions (e.g.
Lawrence & Shearer 2006; Dahm ef al. 2017) and globally using underside reflections of shear waves that appear as precursors to
the SS phase (e.g. Flanagan & Shearer 1998; Gu er al. 2003; Chambers et al. 2005; Schmerr & Garnero 2007; Houser et al. 2008;
Deuss 2009). Although discontinuity topography is uncertain in detail, these studies find long-wavelength variations in depth of the
410- and 660-km discontinuities in the range of +20 km (e.g. Flanagan & Shearer 1998; Gu et al. 2003; Lawrence & Shearer 2006;
Schmerr & Garnero 2006; Houser ef al. 2008). Variations of this magnitude may have a significant effect on the geodynamic observ-
ables (e.g. Forte & Woodward 1997) and thus call into question the conclusions of Lu ef al. (2020) and Simmons et al. (2007, 2009,
2010).

In this study, we follow the approach of Simmons er al. (2010) and Lu e al. (2020) to jointly invert seismic and geodynamic
data, but we also include transition-zone discontinuity topography as model parameters. To provide seismic constraints on the discon-
tinuity topography, we add SS precursor data (Wei & Shearer 2017; Wei ef al. 2020) to the inversion. The goal of this study is to
examine the effects of topography on transition-zone discontinuities on volumetric mantle heterogeneity and on geodynamic surface
observables.

2 DATA AND METHOD

We followed the method, first introduced by Simmons et al. (2009) and recently modified by Lu er al. (2020), to jointly invert seis-
mic and geodynamic data. We have added 410- and 660-km discontinuity topography to the inversion as well as additional seis-
mic and geodynamic data sets sensitive to discontinuity topography. Below we discuss the data sets used, followed by a discus-
sion of the inversion method. As described in Lu et al. (2020), we first attempt to fit the data assuming that mantle heterogeneities
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have a thermal origin. In a subsequent iteration, we invert the data for a total density model that has both thermal and non-thermal
origins.

2.1. Geodynamic data

Here, we only provide a brief review of the geodynamic data used in our inversion as details are given in Lu et al. (2020). The geodynamic
observations we used include: Earth’s free-air gravity field, present-day horizontal divergence of tectonic plates, dynamic surface topography—
all expanded up to spherical harmonic degree L = 32 and excess core—mantle boundary (CMB) ellipticity represented by a single degree-2
zonal harmonic. The free-air gravity field was derived from GRACE satellite data (Tapley et al. 2007). The rate of horizontal divergence of
tectonic plate velocities was obtained from the GEODVEL model in the no-net-rotation frame of reference (Argus ez al. 2010). The dynamic
surface topography was inferred by removing all isostatic crustal contributions to Earth’s observed surface topography (Forte & Perry 2000).
The crustal corrections for dynamic surface topography are based on model ETOPO1 (Amante & Eakins 2009) and CRUST1.0 (Laske et
al. 2013). The excess CMB ellipticity was inferred from studies of the Earth’s free-core nutation (Mathews et al. 2002). We quantified

the difference between the geodynamic data and model predictions in terms of variance reduction for L = 32 defined by the following
formulae:
+ m m
_,(0=P), (O-P
VR = [1 EpRPIHEY — l( ) } x 100%, 1)
Zl m=—1 Olm 01” '

where O and P are the complex harmonic coefficients of the observed and predicted fields, respectively, and ~ (‘overline’) denotes complex
conjugation.

2.2. Seismic data

We use the same shear wave traveltime data as in Lu ef al. (2020), consisting of (1) ~70 000 hand-picked global S, ScS, SKS and SKKS
phase traveltimes, as well as their surface bounce equivalents (SS, S3, S4, ScS2 and ScS3) and their upgoing wave equivalents (sS, sSS, sS3,
sS4, sScS2 and sScS3); and (2) ~226 000 traveltime measurements of horizontally polarized S, SS, SSS, ScS and ScSScS waves, which turn
in the lower mantle, discussed in Lai ef al. (2019). Traveltime residuals were computed with respect to a 1-D velocity model presented in
Grand (1994) corrected for topography and crustal thickness using the CRUST1.0 model (Laske et al. 2013).

Underside S-wave reflections from upper-mantle discontinuities (SS precursors or SdS data) have been used to map mantle discontinuity
topography on a global scale (e.g. Flanagan & Shearer 1998; Chambers et al. 2005). The SS precursor signals are usually weak on individual
seismograms. To enhance the signals, stacking is typically employed. Here, we use SS precursor data from Wei et al. (2020) using two different
stacking geometries: (1) caps spaced 5° apart with data stacked over a radius of 5° (5° x 5°) that are grouped in the following epicentral
(source—receiver) distance ranges: 100-130°, 130-160° and 150-180°; and (2) caps spaced 5° apart with data stacked over a radius of 10°
(5° x 10°) and using the entire epicentral distance range from 100° to 176°. SS precursors are stacked in the time domain along the theoretical
SdS traveltime curve predicted by the [ASP91 model (Kennett & Engdahl 1991). Details of the stacking method are given in Wei & Shearer
(2017).

The stacks are aligned on the SS wave so that the SdS times in the stack are with respect to SS. We used a multichannel cross-correlation
approach (Vandecar & Crosson 1990) to extract traveltimes from each of the 5° x 5° and 5° x 10° SS precursors separately. We first stacked
all (normalized) SdS data after aligning them to their maximum amplitudes. Next, individual stacks with less than a 50 per cent correlation
with the overall stacks were discarded and the process was repeated using a 60 per cent level of confidence. Once a reference stack was
obtained (Fig. 1a), we correlated the original stacks with the reference stack to extract an SS-SdS time. We first use the 5° x 5° binned data
to select all stacks from different distance ranges that have a good correlation with the reference stack, discarding stacks with a correlation
lower than 90 per cent. We repeat this process using 5° x 10° bins for regions that did not have a 90 per cent correlation stack using the
5° x 5° binned data. For regions that did not have a 90 per cent correlation stack, we reduce the confidence limit to 80 per cent and repeat the
procedure, first, for a 5° x 5° bin, and then, for a 5° x 10° bin.

We converted the SS-SdS times to residuals relative to predictions made using our starting S-wave model where a negative residual
implies a relatively early SAS wave. For the SS waves, corrections were made for topography and crustal variations averaged for the area
surrounding each cap using crustal model CRUST1.0 (Laske et al. 2013). The discontinuities were assumed to be at 410- and 660-km depth.
The predicted times were computed using ray theory and the mid-distance appropriate for each stack. Fig. 1(b) shows the global distribution
of SS-SdS (henceforth abbreviated by SdS) residuals used in this study after correction. Note the correlation of positive SdS times with
cratons and negative SdS times with young oceans. This correlation indicates that the dominant signal in the SdS times comes from velocity
variations in the shallow mantle.
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Figure 1. SdS data based on Wei & Shearer (2017) and Wei ef al. (2020). (a) The reference stacks for S410S and S660S data. The reference time is the
predicted SdS traveltime based on the IASP91 model (Kennett & Engdahl 1991). (b) The corrected traveltimes for S410S and S660S used in this study.

2.3. Inversion

To jointly invert seismic and geodynamic data, we require a linear relation between seismic shear velocity and density heterogeneities that
can be represented by the following scaling factor, R,/ y:

dlnp

—_—. 2
dans ( )

Ryyvs =

We adopt a depth-dependent scaling factor taken from Lu ez al. (2020), which was obtained by extrapolating mineral physics measurements
for a given chemical composition along a mantle geotherm, including both anharmonic and anelastic contributions (Karato & Karki 2001).
This scaling factor was optimized for best fits to the seismic and geodynamic data within the error bars of the mineral physics measurements
used. As described in Lu ez al. (2020), it was found that fitting the geodynamic data required the use of a different scaling factor for cratonic
lithosphere (from the surface to 250-km depth).

Following Simmons et al. (2009), we parametrized the mantle by a set of blocks approximately 275 x 275 km in lateral direction
while the radial dimension varies from 75 to 240 km with thicker blocks in the lowermost mantle. We parametrize topography on the 410-
and 660-km discontinuities using a spherical harmonic representation to degree and order 16. Given a relation between seismic velocity and
density (eq. 2), the seismic and geodynamic data can be linearly related to the model in the following way:

LS A PS rs
216G (Royr,, —Vs) 0 aG (Ryywy. —Vs) | | Am reg
reC (R, =Vs) 0 acC (Royvs =Vs) | | Aq | =| rcc |
ApF 0 0 Ar 0
Asds Lsdas 0 Asds Psdas AsdsT'sds

3)
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where Lgs, A4 and Ps are the sensitivity kernels for the shear-wave traveltimes with respect to perturbations in slowness (Am), earthquake
location (Ag) and topography on the upper-mantle discontinuities (Ar), respectively. g are the shear-wave traveltime residuals. G and
C represent submatrices containing spatial representations of viscous-flow sensitivity kernels for the free-air gravity, dynamic surface
topography and horizontal divergence of tectonic plates (g), and the excess ellipticity of CMB (c), respectively. Matrix F is a second-order
digital smoothing filter with 76 per cent of the weight applied to the lateral blocks and 24 per cent of the weight applied in the radial direction
(Lu et al. 2020). Lggs and Psgg are the sensitivity kernels for the SAS data (rsqs) with respect to Am and Ar. All “tilde’” variables represent
the geodynamic sensitivity to phase undulations in the transition zone. The A terms are weighting factors that weight different observations
in the inversion. We used the LSQR method (Paige & Saunders 1982) to solve eq. (3) for a number of inversions using different weighting
factors as discussed below.

2.4. Seismic kernels

Both the S-wave times as well as the SdS data are sensitive to the volumetric heterogeneity in the mantle as well as undulations on the
discontinuities. The volumetric kernels were computed using ray theory and consist of path lengths through the blocks. The SdS data are
stacks that sample a finite area at the surface and the discontinuities. We ray-traced from a grid associated with the stacking area and averaged
the resulting kernels. For each point on the grid, we ray-traced in four perpendicular azimuths—north, east, south and west—using the
appropriate ray parameter for the stack. This was done for the SS waves as well as the underside reflected waves (SdS). For a particular
SS-SdS kernel, the SS kernels were subtracted from the SdS kernels.

The procedure for the sensitivity of seismic data to discontinuity topography in the transition zone may be found in Appendix A.

2.5. Geodynamic kernels

The geodynamic kernels are mathematical representations of the linear (horizontal-wavelength-dependent) relation between surface observ-
ables and lateral density variations through the mantle (see eq. B2). The kernels are calculated assuming a compressible and gravitationally
consistent mantle (see Forte et al. 2015 for detailed derivations). These kernels also account for the mechanical feedback on mantle flow
arising from the plate-like character of the surface boundary that is mathematically expressed by a linear combination of free-slip and no-slip
boundary conditions (Forte & Peltier 1994). The spherical harmonic representation of the geodynamic sensitivity kernels have been integrated
onto the spatial block representation of mantle heterogeneity as in Simmons et al. (2009).

The procedure for the sensitivity of geodynamic data to topography on internal discontinuities may be found in Appendix B.

2.6. Viscosity profiles and density jumps

As discussed in Lu et al. (2020), the choice of mantle viscosity model represents a fundamental source of uncertainty in the joint tomographic
inversions because the geodynamic kernels depend on the viscosity. In this study, we considered two mantle viscosity profiles: V1 (Mitrovica
& Forte 2004) and V2 (Forte ef al. 2010), both inferred from joint inversions of global convection-related observables and data associated with
glacial isostatic adjustment (specifically, the Fennoscandian relaxation spectrum and a set of decay times determined from the post-glacial
sea level history in Hudson Bay and Sweden). Compared with the V1 profile, V2 has a thicker, higher-viscosity lithosphere, a low-viscosity
asthenospheric layer that is displaced to greater depth (220 km), a higher-viscosity 660-km layer and a higher average viscosity in the bottom
half of the mantle (Fig. 2).

Another source of uncertainty constraining the effect of discontinuity topography on geodynamic data is the density jump at discontinuities
(Shearer & Flanagan 1999). The PREM model has density jumps of 5.1 per cent at 400-km depth and 9.7 per cent at 670-km depth (Dziewonski
& Anderson 1980). In contrast, Shearer & Flanagan (1999) found discontinuity density jumps of 1 per cent at 410-km depth and 5.6 per cent
at 660-km depth with large error bars. The latter value also accords with the range of 660-km density jumps recently inferred by Lau &
Romanowicz (2021). We therefore tested density jumps varying from 0 to 5.1 per cent and from 0 to 9.7 per cent for the 410-km and 660-km
boundaries, respectively.

2.7. Non-thermal inversion

As noted above, we refer to models derived from an inversion of eq. (3) as ‘thermal’, although we also use a laterally variable velocity-to-
density scaling for continental lithosphere to model the first-order effect of chemically distinct cratonic keels (Lu ez al. 2020). To estimate
outstanding non-thermal effects, we follow Lu et al. (2020) by fixing the velocity model as well as the discontinuity topography from the
preceding thermal inversions and invert only for a 3-D scaling factor between seismic velocity and density:

A6G (Am) ra (g — G(Ar)

AcC(Am) |ARD, = | ic(c—C(Ar) | . (4)
NpF 0
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Figure 2. Viscosity models as a function of depth: V1 (Mitrovica & Forte 2004) and V2 (Forte et al. 2010).
Table 1. Code names for tomography models.
Code Name Model Description
Prefix Suffixes
S Inversion that includes the S traveltimes only
SdS Inversion that includes both the S and SdS
traveltimes
V1 Joint inversion that includes the sensitivity of
geodynamic data to the V1 viscosity model
V2 Joint inversion that includes the sensitivity of
geodynamic data to the V2 viscosity model
ZERO Inversion that includes S and SdS data only (i.e. no
sensitivity to geodynamic data)
PREM Joint inversion that includes the sensitivity to the
PREM density jumps
2 Joint inversion with a decreased weight for the SdS
data, Asqs = 2 (otherwise Aggs = 3)
* Joint inversion with an increased weight for the

geodynamic data, Ag = 850 (otherwise Ag = 650)

The density models obtained using the derived 3-D scaling factors are ‘total density’ models since they include both thermal and non-
thermal contributions required to reconcile the seismic and geodynamic data. The smoothing weight A, is determined through an iterative
process to make the roughness of the total density model the same as the corresponding thermal density model. The roughness of a density
model is defined as the 2-norm of the regularized density model, that is|| F(Ap)||> (Simmons 2007). Furthermore, the difference between the
total density and thermal density models gives the non-thermal contributions to the mantle density anomalies.

3 RESULTS

We first perform the joint tomography inversions that do not include the SdS data set (henceforth denoted as the S models). These models
(Lu et al. 2020) represent ‘reference’ ones used for the comparison versus models that include the data sensitivity to the 410- and 660-km
discontinuity topography (henceforth denoted as the SdS models). As explained above, we consider two mantle viscosity profiles (V1 and
V2). In the next step, we determine an optimal weight for the SdS data inverting only seismic data (henceforth denoted as the SdS-ZERO
models). Using such optimal weight for the SdS data, we perform joint inversions that include the effect of 410- and 660-km discontinuities
on both seismic and geodynamic data. Considering the uncertainties in density jumps across discontinuities, we test different combinations
for these parameters. As a reference SdS model, we chose one with the PREM density jumps. We also quantify the separate contributions
to SdS data fits by volumetric heterogeneity and transition-zone topography on discontinuities. We next consider the uncertainties in the
SdS data and some of geodynamic data (particularly, the dynamic surface topography) by adjusting corresponding weights. All these models
derive ‘thermal’ density anomalies. At the end, we invert for 3-D variations in the scaling factor of velocity to density obtaining the ‘total’
density anomalies. Table 1 summarize the code names of tomography models used in this study.
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Table 2. Variance reductions.

Data 3-D Models (per cent)
SdS-PREM SdS-PREM
S SdS-ZERO Asds =3 Asds = 2
V2 V1 V2 Vi1 V2 Vi
Seismic 94.30 94.29 94.37 94.31 9431 94.33 94.32
94.30* 94.30*
Gravity® Thermal 51.7 55.9 50.4 53.6 56.0 61.3
65.8* 70.7*
Total 90.1 92.7 92.7* 94.7*
Topography® Thermal 61.6 62.9 62.4 64.4 65.4 67.4
68.6* 70.3*
Total 79.7 80.0 80.2* 80.6*
Divergence® Thermal 81.1 81.0 79.1 76.8 80.6 78.4
87.5* 86.1*
Total 99.5 99.6 97.5* 96.4*
S b Thermal 97.7 98.5 97.5 98.5 97.5 98.5
CMB ellipticity 96.9* 98.1*
Total 99.5 99.4 99.5* 99.3*
SdS 86.7 84.8 84.6 80.9 80.4
79.0* 78.5*
S410S 88.0 86.9 86.9
S660S 85.5 82.6 82.1

2The variance reductions for geodynamic data are calculated using L = 32.

PCMB excess ellipticity is in percentage relative error: (1 — [(O — P)/O|) x 100%, where O and P are observed and predicted
values.

* Models with an increased weight for the geodynamic data (Ag = 850).

3.1. Effects of the 410- and 660-km discontinuity topography on data fits

3.1.1. A reference joint tomography model that excludes the data sensitivity to the 410- and 660-km discontinuity topography (S model)

The selection of different weights applied to multiple data sets is one of the difficulties inherent in joint tomography inversions because
different weights will result in different models. We require weights for smoothing, A, SAS data, Asgs, and the geodynamic data, A; and
Ac (eq. 3). Lu et al. (2020) demonstrated that ‘optimal’ values for Az, Ls and A¢ are 2600, 650 and 2000, respectively, which we adopt
here for the subsequent inversions. Employing this set of weights and the V2 viscosity model (Fig. 2) in a joint tomography inversion
that excludes discontinuity topography kernels delivers fits of 94.30, 51.7, 61.6, 81.1 and 97.7 per cent for the S-wave data, free-air gravity
anomalies, dynamic surface topography, horizontal divergence of tectonic plates and excess CMB ellipticity, respectively (Table 2). These fits
to geodynamic observables are obtained assuming a purely thermal origin for the mantle density anomalies.

3.1.2. Weighting the SdS data

To determine an optimal weight for the SdS data, we first conduct a series of inversions of seismic data only. We test Aggs (i.e. the SdS
weight) values from 1 to 20 with an increment of 1, showing that an inflection point for a trade-off curve between the S-wave and SdS data
fits is located for Asgs = 3 (Fig. 3). This value of the SdS weight produces a fit of 86.7 per cent for the combined SdS data. The S410S fit is
88.0 per cent and the S660S fit is 85.5 per cent. The mean value of differences between data and predictions are 0.12 and 0.05 s for S410S
and S660S, respectively (Fig. 4a), which compare with corresponding traveltime anomalies of several seconds (Fig. 4b). Furthermore, this
seismic inversion (henceforth denoted as the SdS-ZERO model) delivers an S-wave data fit of 94.37 per cent.

3.1.3. A joint tomography model that includes the data sensitivity to the 410- and 660-km discontinuity topography (SdS model)

In the next step, we run full joint inversions that include the effect of 410- and 660-km discontinuities on both seismic and geodynamic
data. We tested different combinations for density jumps across the phase boundaries in the transition zone given the uncertainty in these
parameters. For all inversions, the density jump-dependent changes in fits to gravity, surface topography and horizontal plate divergence
are small, around 2-3 per cent (Figs 5a—c). In addition, the surface topography fit improves nearly proportional to the 660-km density jump
(Fig. 5b), while the gravity fit improves if the 410-km density jump is lower than ~2 per cent and the 660-km density jump is between ~1.9
and ~7.8 per cent (Fig. 5a). Compared to the S models, the SdS can, therefore, improve the fit to dynamic surface topography and gravity by
a couple of per cent. However, the fit for horizontal plate divergence decreases by increasing the 660-km density jumps and this decrease can
be up to ~2 per cent (Fig. 5¢). The CMB ellipticity fit remains relatively unchanged (Fig. 5d).

For the density jumps in PREM, the SdS-V2 model, which assumes purely thermal heterogeneity, yields fits of 94.31, 50.4, 62.4, 79.1,
97.5 and 84.8 per cent to the S-wave, free-air gravity, dynamic surface topography, horizontal plate divergence, excess CMB ellipticity and
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Figure 4. (a) Histograms of differences between SdS data (Fig. 1b) and SdS-ZERO model predictions (b).

SdS data, respectively (Table 2). The V1 thermal model delivers similar data fits; with an exception of the gravity fit that is ~3 per cent higher
compared to the V2 model (Table 2). Adding the geodynamic data and its sensitivity to the discontinuity topography slightly decreases the
SdS fit for density jumps higher than ~2 and ~3 per cent across the 410- and 660-km phase boundary, respectively (Fig. 5e). For the PREM
density jumps on discontinuities, the total fit to the combined SdS data is reduced by ~2 per cent and is mostly due to changing the fit to the
S660S data (Table 2). The S-wave data fit for the SAS-PREM models also slightly decreases (~0.06 per cent) compared to the seismic (i.e.
SdS-ZERO) inversions (Table 2).

We also quantify the separate contributions to SdS data fits by volumetric heterogeneity (not including discontinuity topography) and
transition-zone topography on discontinuities. The inversions show the effect of volumetric heterogeneity on SS-precursor data is about three
times larger (~66 per cent) than that of the discontinuity topography (~20 per cent) (Fig. 6). If density jumps on both discontinuities are
increased, the volumetric contribution to fit increases by ~2 per cent and the discontinuity topography contribution decreases by ~5 per cent.

220z Iudy 60 Uo Jasn eplioj4 Jo Ausieaun Aq 916%£59/£29/1/0€z/e10ne/IB/woo dno-olwepese//:sdpy woly pepeojumod



(a)

Discontinuity topography effects

(b)

631

L5651 pe E@wty (V2) R5.1; Surfa;ce Topography/(,VZ)
o) o i
E41 QBT ©° 51- €41 =
3 Ly 3 © n,/’ QP
231F o >3.1" o &8 &
2 ‘OQ 515 "},\ [ /q,"b
Z20f ép . ‘s,.& g20¢ /
E FAR ) _ i i £ o
£1.0¢ - £10t o : s
o N ° @ I A ,‘ & K & & e & A
; 0.0 i DT —— B . | ; 0.0 | | sl
0.0 1.9 3.9 5.8 7.8 9.7 0.0 1.9 3.9 5.8 7.8 9.7
660-km Density Jump, % 660-km Density Jump, %
46 48 50 52 54 56 58 60 62 64 66
Fit, % Fit, %
(© Divergence (V2) (d) Excess CMB Ellipticity (V2)
X 5.1 X 5.1
g Bl 3 2 g <
Earfp 7 S B
=} : i =}
el ; . 2
231 231
©20" 4 2.0
ST g 2 2 O 8=
o & S 4 "' Eio
%00 R ' %00
0.0 1.9 3.9 5.8 7.8 9.7 0.0 1.9 3.9 5.8 7.8 9.7
660-km Density Jump, % 660-km Density Jump, %
75 80 85 90 92 94 96 98 100
Fit, % Fit, %
(e)
54 Gl
5 G U )
a . (SN ) o)
£ 4.1 TR A
EN - 86.4 9
7] & k L
Soqgl 86.6 @
[0} \ S
520 e % e e
E <) ® > ~
x 1.0} by ; -
% 0.0 : . — = e
0.0 1.9 3.9 5.8 7.8 9.7
660-km Density Jump, %
82 84 86 88 90
Fit, %

Figure 5. Data fits for the SdS-V2 models as a function of 410- and 660-km density jumps. (a) Free-air gravity; (b) dynamic surface topography; (c) horizontal
divergence of tectonic plates; (d) excess ellipticity in the CMB; and (e) SdS.

The kernels for the SdS data are approximate since they represent an unknown distribution of rays in a stack. As such, it is not clear
what uncertainties the SdS data have and how well they should be fit in an inversion. Inclusion of SdS data and boundary topography in
our joint inversions did not degrade the fit to the geodynamic data but nor did it significantly improve the fits. To examine the potential of
boundary topography to better fit the geodynamic data we reduce the SdS data weight from 3 to 2. Compared to the SdAS-PREM models with
Asdas = 3, the SAS-PREM models with Agqs = 2 (henceforth denoted as SdS-2-PREM models) improves fits for gravity, surface topography
and horizontal plate divergence by about 7, 3 and 2 per cent, respectively (Table 2). The SdS fit decreases about 4 per cent, while the S-wave
fit slightly increases. Given the increase in S-wave data fits, we increased the geodynamic data weight (1) in an inversion that kept the
same fit to S-wave data as the S inversion (i.e. 94.30 per cent). This exploration yields A= 850. For the SdS-PREM models with Aggs = 2
and A = 850 (henceforth denoted as SAS-2-PREM* models), we are able to further improve fits by ~10, ~3 and ~7 per cent for the
free-air gravity, dynamic surface topography and horizontal divergence of tectonic plates, respectively (Table 2). The SdS fit for the SdS-2-
PREM* model is ~79 per cent, which represents a decrease of 6 per cent compared to models employing the previous SdS weight: Agqs = 3
(Table 2).
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Figure 6. Density jump-dependent fits for SdS data due to SdS-V1 model inferences of volumetric variations (a) and discontinuity topography (b).

3.2. Effects of the 410- and 660-km discontinuity topography on inferences of volumetric anomalies

The inclusion of geodynamic data sensitivity to the 410- and 660-km discontinuity has a relatively high-impact on the inversion of volumetric
anomalies inside the transition zone and adjacent layers (i.e. 325-425 km and 650750 km). The differences in global thermal anomalies
between joint tomographic inversions that do not include the effects of discontinuity topography in the transition zone (i.e. S models) and
the SdS-2-PREM* models are highest in the layer between 525 and 650 km (Fig. 7a). Specifically, ~12 and ~20 per cent for the V2 and V1
models, respectively.

As discussed above, using the thermal models of density as starting models, we proceeded to invert for 3-D variations in the scaling
factor of velocity to density to better fit the geodynamic data. We refer to the difference between these (i.e. total) density anomalies and
those found using thermal mineral-physical constraints as ‘non-thermal’. As in Simmons et al. (2006), we adjusted the smoothness weight to
keep the roughness of the thermal and total density anomalies the same. In contrast to the thermal heterogeneity models, the inversions for
non-thermal heterogeneity display much greater differences between S- and SdS-derived density anomalies. The differences for the PREM
models that exceed ~30 per cent are distributed between ~425- and ~1600-km depth with peak differences in layers 650-850 km (Fig. 7b).
Furthermore, the SdS-2-PREM* models produce lower-amplitude of non-thermal heterogeneity in most of the mantle compared to the S
models (Fig. 8).

The differences in the total density between S and SdS-2-PREM* models may range from ~10 per cent to up to ~35 per cent at depths
that span Earth’s interior from 250 to 1300 km (Fig. 7¢).

As discussed above, the difference between models incorporating discontinuity topography and models that do not is largest between
~400- and ~1600-km depth. Therefore, we focus on density anomalies in three depth layers, in Figs 9-11 (525-650, 750-850 and 13001450
km), to provide a quantitative spatial assessment of the differences arising from the two inversion approaches (with and without data sensitivity
to transition-zone topography). The complete catalogue of density maps (and their differences) is shown in the Supporting Information.

Compared to the S models, the maps of total density for the SdS-2-PREM* models at 525-650 km have stronger and more spatially
coherent positive density anomalies associated with subduction under western Pacific (Figs 9i-1 and Supporting Information Fig. S23).
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Figure 7. The differences between inversions as a function of depth layers. The differences for (a) thermal, (b) non-thermal and (c) total density models using
the V1 and V2 viscosities. The differences are calculated in terms of ‘the variance reduction’, that is using the following formula: 100 per cent — VR(0,P),

where VR(0,P) is given with eq. (1), and O: S-model and P: SdS-2-PREM* model.
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Furthermore, the negative density perturbations derived from the SdS-2-PREM* models are also more coherent beneath the Pacific Plate,
especially beneath the South Pacific. There are also stronger negative density anomalies beneath the Perm region, and Hoggar and Tibesti
hotpots in Africa at these depths (Supporting Information Fig. S23). In contrast, the strong negative anomaly beneath the Indian Plate, which
is characteristic of the S-models, is subdued by the inclusion of the discontinuity topography in the SdS inversions (Figs 9i-1).

Further comparison between S and SdS-2-PREM* inversions shows less non-thermal density anomalies resolved by the SdS models in
the layer from 750 to 850 km (Figs 10e-h). In addition, the SdS inferences of non-thermal anomaly have an opposite sign in some regions
associated with subduction zones. Consequently, the positive lateral variations in total density for the SdS-2-PREM* models are stronger
beneath subduction zones (i.e. Farallon, South America, Indonesia, Tonga, Philippines, Scotia Plate; Figs 10i—] and Supporting Information
Fig. S23). With further respect to the S-models in the layer from 750 to 850 km, the lateral variations in total density for the SdS-2-PREM*
inversions also show: (1) more coherent negative anomalies beneath the South and East Pacific; (2) stronger negative anomaly beneath
Comoros; and (3) the appearance of negative anomalies beneath the Darfur Volcanic Province/hotspot and Perm region (Figs 10i-1 and
Supporting Information Fig. S23).

Compared to the S-inversions, the SdS-2-PREM* models yield much weaker non-thermal density anomalies beneath eastern Africa
between 1300 and 1450 km (Figs 11e—h). They also deliver a much stronger negative anomaly in the non-thermal density along the west coast
of Africa (Cape Verde and Canary hotspots). Other notable differences between SdS-2-PREM* and S inversions in the layer from 1300 and
1450 km are a diminished positive anomaly of non-thermal density under the central Pacific and the absence of negative anomaly beneath the
east coast of US in the SdS models (Figs 11e-h).
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Figure 9. Lateral variations in density from 525 to 650 km derived from joint inversions. The row corresponds to the following models: (first) S-V1; (second)
SdS-2-V1-PREM*; (third) S-V2; and (fourth) SdS-2-V2-PREM*. The column represents: (a—d) thermally induced density models obtained using the corrected
1-D optimal scaling factor; (e-h) the difference between the total and thermal density models, which is caused by non-thermal effects; (i-1) the total density
derived by letting the scaling factor vary in 3-D to best fit the geodynamic data while keeping the velocity model fixed. The black and grey solid lines show
the coastlines and plate boundaries, respectively.

3.3. The 410- and 660-km topography: lateral variations in mantle transition zone (MTZ) thickness

Lateral variations in mantle transition zone (MTZ) thickness are defined in terms of the difference between Aryyy and Arggo.The models
reveal reduced MTZ thickness beneath the East Pacific Rise and many places under the Pacific Plate, while the greatest thickness is found
under subduction zones in the western Pacific (Figs 12¢ and f). These inversions find thicker MTZ beneath the South-American, Indonesian,
Mediterranean subduction systems as well as the Farallon slab and Scotia Plate. In contrast, the most thinned transition zone is found beneath
(or in the vicinity of) hotspots such as the Perm, Hoggar, Afar, Comores, Crozet-Marion, Tasmania, San Felix, Yellowstone, Tristan, Fernando,
Canary, Cape Verde, etc. (Figs 12e and f).

To quantify the impact of geodynamic data on the inference of discontinuity topography, we compare two SdS models: one that excludes
(SdS-2-ZERO) and other that includes the geodynamic observations (SdS-2-V2-PREM *). The differences in discontinuity topography
between SdS-2-ZERO and SdS-2-V2-PREM * models (Figs 12a—d) are ~40 and ~50 per cent for the 410- and 660-km phase boundaries,
respectively. The discontinuity topography results for the V1-inversions are similar to the V2-ones. Namely, the difference between the
SdS-2-VI-PREM* and SdS-2-V2-PREM* is ~5 per cent for each of the discontinuities in the transition zone. Finally, adding geodynamic
data in inversions decreases the global RMS amplitude of discontinuity topography inferences (Figs 12a—d).

4 DISCUSSIONS AND CONCLUSIONS

The sensitivity of dynamic surface topography and gravity to the 410- and 660-km discontinuities is directly proportional to the density
jumps across these upper-mantle phase boundaries. Compared to joint tomography models that do not include the effect of 410- and 660-km
topography (i.e. S models), the phase boundary topography in the transition zone may reduce the misfit between inversion predictions and
observations for surface topography and gravity by a couple of percent. The improvement in fitting the surface topography agrees qualitatively
with suggestions from other studies (e.g. Christensen 1998) and it is mostly due to the 660-km discontinuity. The improvement in fitting the
gravity is more restrictive, preferring modest discontinuity density jumps as independently suggested by Shearer & Flanagan (1999) and Lau
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Figure 10. Lateral density variations between 750 and 850 km derived from joint inversions. The columns and rows are the same as in Fig. 9.

& Romanowicz (2021) (i.e. 1 per cent at 410 depth and 5.6 per cent at 660 km depth). We note, in particular, that the latter study (Lau &
Romanowicz 2021) strongly indicates that the ‘660’-km density jump in PREM (actually located at 670 km) is situated at the upper limit
of the acceptable values (5.1-8.2 per cent) revealed by a Backus-Gilbert inversion of normal-mode centre frequencies. Also, if we relax the
weighting applied for the SdS data and modestly increase the weight for geodynamic data, then fits to the gravity, surface topography and
divergence can increase by up to ~14, ~7 and ~6 per cent, respectively, even for the larger amplitude (e.g. PREM) density jumps (Table 2).

The total density anomalies for the PREM-density jump model fit geodynamic data higher than 90 per cent, except for the surface
topography whose fit is ~80 per cent (Table 2). We note that this fit to dynamic topography has improved by about 10 per cent relative to
that delivered by the GyPSuM joint tomography model (Simmons ez al. 2010), in the same range of horizontal wavelengths. The latter model
used an inference of dynamic topography obtained using a crustal correction based on CRUST2.0 (Bassin ez al. 2000) rather than CRUST1.0
used here. Such differences, which highlight uncertainties in the ‘observed’ dynamic topography, point to future joint inversions employing
a range of dynamic topography models obtained in independent studies (e.g. Hoggard et al. 2016).

The inclusion of geodynamic data sensitivity to discontinuity topography significantly affects the inference of 3-D volumetric hetero-
geneity in the mantle (Fig. 7). More importantly, the amplitude of non-thermal density anomalies, required to explain the geodynamic data,
decreases in most of the mantle (Fig. 8). These findings point to the importance of resolving the trade-off between mantle buoyancy arising
from discontinuity topography and volumetric heterogeneity. Therefore, the interpretations of density heterogeneity inferred from past global
tomography models (especially between ~250 and ~1300 km) may be significantly biased if this trade-off is not accounted for.

Tomography models appear to generally underestimate the amplitude of seismic anomalies in subducting slabs, and thus density
anomalies if one scales velocity to density (Zhan et al. 2014). Our results show the neglect of upper mantle discontinuity undulations in
most global tomography inversions can be partly responsible for the discrepancy. Further comparison with the S models shows that the
inclusion of data sensitivity to the 410- and 660-km discontinuities in joint tomographic inversions amplifies and resolves the total density
perturbations associated with hotspots at depths that span the transition zone and mid-mantle. These properties of the SdS models are mostly
due to significantly subdued non-thermal density anomalies that are generally required to more fully reconcile geodynamic data constraints.
Furthermore, some of these non-thermal anomalies are found to be correlated with thermal anomalies, which was not the case for the S
models, and thereby explains the highest difference between SdS and S models is for the non-thermal density anomaly.
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Figure 11. Lateral density variations between 1300 and 1450 km derived from joint inversions. The columns and rows are the same as in Fig. 9.

Previous joint tomography models (i.e. the S models, Simmons et al. 2010; Lu et al. 2020) showed that the ‘central’ parts of African
and Pacific LLSVPs have positive non-thermal density anomalies in the lowermost mantle. These positive contributions to the total density
anomalies can extend upwards from the D"-layer to mid-mantle depths (Lu ef al. 2020). To some extent, our results differ from these findings.
Specifically, the SdS models deliver a smaller amount of non-thermal density in the layer between 2650 and 2890 km compared to the joint
tomography models that do not include the sensitivity of data to the 410- and 660-km topography (Fig. 8). This is partly due to relatively
decreased amplitude of non-thermal density anomalies in the centres of African and Pacific LLSVPs (Supporting Information Fig. S22). Most
importantly, the inclusion of data sensitivity to the 410- and 660-km topography cancels the need for positive non-thermal contributions to
the total density anomalies beneath the location of LLSVPs, especially for the African, at depths between ~1000 and ~1600 km (Supporting
Information).

While our study demonstrates the geodynamic importance of phase-boundary undulations in the transition zone and their impact on
inferences of global mantle heterogeneity, it also provides direct maps of 410- and 660-km topography that range from -14 to 15 km and from
-18 to 19 km, respectively. These results agree well with previous studies (e.g. Flanagan & Shearer 1998; Gu et al. 2003; Lawrence & Shearer
2006; Schmerr & Garnero 2006; Houser et al. 2008). We find that our inferred lateral variations in MTZ thickness reveal that thinner regions
are well correlated to hotspot locations (Courtillot ef al. 2003), while increased thickness of MTZ is correlated with major subduction zones
(Fig. 12). These results support the classical interpretation of discontinuity topography in terms of equilibrium phase changes at 410- and
660-km depths, which are sensitive to ambient lateral variations in mantle temperature via the Clapeyron slope of the phase change (e.g. Forte
& Woodward 1997). In this case, the transport of hot (less dense) material across the 410- and 660-km discontinuities causes a thinner MTZ,
and the opposite for cold, more dense heterogeneity, because the Clapeyron slopes of the 410- and 660-km phase changes are of opposite
signs (e.g. Bina & Helffrich 1994).

There are modelling approaches that jointly invert for mantle velocity and transition-zone discontinuity topographies (e.g. Moulik &
Ekstrom 2014) but some of seismic inversions for discontinuity topography in the transition zone applied a correction for lateral heterogeneity
in the upper mantle (e.g. Shearer & Masters 1992; Chambers et al. 2005; Houser & Williams 2010; Lee et al. 2014; Wang et al. 2017).
This correction represents a source of uncertainties due to differences in inversion techniques and data. Using the joint tomography approach
that includes the sensitivity of data to discontinuity topography in the transition zone, we avoid using such a priori corrections for lateral
heterogeneity in the upper mantle. Our inversions for the 410- and 660-km topographies show that contributions of volumetric anomalies to
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Figure 12. The phase boundary topography in the transition zone. The first and second columns show the SdS-2-ZERO and SdS-2-V2-PREM: inversion
models, respectively. (a and b) Topography at 410 km; (¢ and d) topography at 660 km; (e and f) lateral variations in mantle transition zone (MTZ) thickness.
The black and grey solid lines show the coastlines and plate boundaries, respectively. The black circles represent the location of present-day hotspots (Courtillot
et al. 2003).

the SdS data are about three times higher than that of the discontinuity topography (Fig. 6). This implies that corrections for the upper-mantle
lateral heterogeneity is a significant source of uncertainty, or error, in seismic inferences of topography on discontinuities.
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Figure S1. Lateral variations in density from 0 to 100 km derived from joint inversions. The row corresponds to the following models: (first)
S-V1; (second) SdS-2-V1-PREM*; (thirrd) S-V2; and (fourth) SdS-2-V2-PREM*. The column represents: (a—d) thermally induced density
models obtained using the corrected 1-D optimal scaling factor; (e-h) the difference between the total and thermal density models, which is
caused by non-thermal effects; (i—1) the total density derived by letting the scaling factor vary in 3-D to best fit the geodynamic data while
keeping the velocity model fixed. The black and grey solid lines show the coastlines and plate boundaries, respectively.

Figure S2. Lateral density variations between 100 and 175 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S3. Lateral density variations between 175 and 250 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S4. Lateral density variations between 250 and 325 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S5. Lateral density variations between 325 and 425 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S6. Lateral density variations between 425 and 525 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S7. Lateral density variations between 525 and 650 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.
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Figure S8. Lateral density variations between 650 and 750 km derived from joint inversions. The columns and rows are the same as in Fig.

S1.

Figure S9. Lateral density variations between 750 and 850 km derived from joint inversions. The columns and rows are the same as in Fig.
SI.

Figure S10. Lateral density variations between 850 and 1000 km derived from joint inversions. The columns and rows are the same as in Fig.
S1.

Figure S11. Lateral density variations between 1000 and 1150 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S12. Lateral density variations between 1150 and 1300 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S13. Lateral density variations between 1300 and 1450 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S14. Lateral density variations between 1450 and 1600 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S15. Lateral density variations between 1600 and 1750 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S16. Lateral density variations between 1750 and 1900 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S17. Lateral density variations between 1900 and 2050 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S18. Lateral density variations between 2050 and 2200 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S19. Lateral density variations between 2200 and 2350 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S20. Lateral density variations between 2350 and 2500 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S21. Lateral density variations between 2500 and 2650 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S22. Lateral density variations between 2650 and 2890 km derived from joint inversions. The columns and rows are the same as in
Fig. S1.

Figure S23. Differences in lateral density variations between the SdS and S models. The columns represent the models inverted using different
viscosity profiles. The rows represent the depth layers.
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APPENDIX A: SENSITIVITY OF SEISMIC DATA TO DISCONTINUITY TOPOGRAPHY
IN THE TRANSITION ZONE

The sensitivity of S-wave traveltimes on transition zone discontinuity topography Ar is given by
N
St = —K Y Ar(w), (A1)
j=1

where w; = (®;, ®;) defines the locations of ‘piercing’ points at discontinuities in the transition zone for a particular ray, N is the number
of piercing points for a particular wave and K is given by the following formula (Dziewonski & Gilbert 1976):

K:lim( L )5_< L & )é (A2)
>0 [ \V2(r+e) (r+e) V(i —e) (r—e) ’

where v is the velocity at a radius  and p is the ray parameter for the corresponding wave. We assumed the PREM velocity jumps on

discontinuities in the transition zone (Dziewonski & Anderson 1980).
We use a spherical harmonic expansion to represent discontinuity topography given by

L

1
Ar (@)=Y > ArY" (), (A3)

I=1 m=—1

m

and knowing that A ;™ = (—=1)" Ar/" and ¥;™ = (—1)" Y;" where Ar;" and ¥;" are complex conjugates, eq. (A1) can be rewritten as:

8t = Ps Ar, (A4)
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where
Ar =[(Ar)], Re(Ar)}, Im(Ar)}, (Ar)), ..., uptol/=Landm=1L], (AS)
and
N N
Ps=[-KY ¥ (0;), —2KRe| > ¥} (»;)]. —2KIm
Jj=1 Jj=1 J

1
upto/ = Landm = L]

M=

i
Yll(a,j)>, —Kjlezo(wj), (A6)

[ and mare spherical harmonic degree and order, respectively. L is the maximum degree of spherical harmonic expansion. We used L = 16
for Ar in this study, which is a conservative choice based on previous studies (e.g. Wei & Shearer 2017) which suggest reduced resolution in
the seismic data at higher orders.

To calculate the SdS sensitivity to phase undulations in the transition zone, Psgs, instead of using eq. (A2) we use a term for a bottom-side
reflection of a ray (Dziewonski & Gilbert 1976):

1 P’ 2
K =1lim2 — . A7
elj,l(l) (1)2 (V _ e) (V _ 6)2) ( )
For example, the K-values (eqs A2 and A7) for the 410-km discontinuity are 0.0079 and 0.3520 s km~! for an SS-wave and an S410S-

wave if p = 600 s rad~!, respectively. Therefore, the sensitivity of the transmitted shear wave data to discontinuity deflections is low while
the SdS waves are far more sensitive.

APPENDIX B: SENSITIVITY OF GEODYNAMIC DATA TO TOPOGRAPHY ON
INTERNAL DISCONTINUITIES

An approximation for the lateral density variation, ép,, due to topographic undulations, Ar, on an internal discontinuity located at mean
radius, r =y , is given by

8pp (©,®) = ApyAr(©, ®)5(r — 1), (B1)

where Ap, is the density jump across the discontinuity and §(» — ;) is a Dirac delta function.
Expression (B1) is accurate when Ar/r, < 1. The spherical harmonic coefficient of an arbitrary surface geodynamic observable,
G(O, ®), can be expressed by the following formula (Forte et al. 2015):

b~ ym —_ m
G =g [[Gi0) ()] )+ G o) ()] )] dr, (B2)

where GJ' are the harmonic coefficients of the observable, g; is the corresponding scale factor (Forte et al. 2015), a is the free-slip kernel,
and G; is the no-slip kernel. Based on theory presented in Forte & Peltier (1994), the viscous coupling of plate motions to the flow in the
underlying mantle involves a separation of mantle density anomalies §p into two distinct components: 8/5 and 8p that are modelled with
free-slip and no-slip surface boundary conditions, respectively. The density perturbations 87) are obtained using a spectral projection operator
131—’:"\’ (), derived from the tectonic plate geometries (Forte & Peltier 1994), as follows:

(5,5)71 r) = I/’l?’ (r)(8p). () (summation over all s, ¢ is implied) (B3)
and

(o), ()=o) ()= (3p); () (B4)
Gy = terdn ([Gr )~ G )] P+ G )33 )) (A, (B3)

where the terms in () determine the geodynamic sensitivity kernel for internal discontinuity topography and

mt __ {17 (la m) = (S,t)

s 7%, 4,m)£(s,0)° (B6)
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