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We study stochastic projection-free methods for constrained optimization of smooth functions on
Riemannian manifolds, i.e., with additional constraints beyond the parameter domain being a manifold.
Specifically, we introduce stochastic Riemannian Frank—Wolfe (Fw) methods for nonconvex and
geodesically convex problems. We present algorithms for both purely stochastic optimization and finite-
sum problems. For the latter, we develop variance-reduced methods, including a Riemannian adaptation of
the recently proposed SPIDER technique. For all settings, we recover convergence rates that are comparable
to the best-known rates for their Euclidean counterparts. Finally, we discuss applications to two classic
tasks: the computation of the Karcher mean of positive definite matrices and Wasserstein barycenters for
multivariate normal distributions. For both tasks, stochastic Fw methods yield state-of-the-art empirical
performance.

Keywords: Riemannian optimization; Frank—Wolfe methods; nonconvex optimization; positive definite
matrices; Karcher mean; Wasserstein barycenters.

1. Introduction

We study the following constrained (and possibly nonconvex) stochastic and finite-sum problems:

xeg;@ﬂﬂ)f) =Eelp, )] = [d(x,8) dP(), (1.1)
xegngl_ig//lé(x) = %Zizl ¢ (%), (1.2)

where 2" is compact and geodesically convex and .# is a Riemannian manifold. Moreover, the
component functions {¢;}]"; as well as @ are (geodesically) Lipschitz smooth, but may be nonconvex.
These problems greatly generalize their Euclidean counterparts (where .# = RY), which themselves
are of central importance in optimization and machine learning. In particular, finite-sum problems (Eq.
1.2) arise frequently in machine learning subroutines, such as empirical risk minimization, maximum
likelihood estimation or the computation of M-estimators.

There has been an increasing interest in solving Riemannian problems of the above form, albeit
without constraints (Bonnabel, 2013; Zhang & Sra, 2016; Zhang et al., 2016; Tripuraneni et al., 2018;

Zhang et al., 2018a; Kasai et al., 2018b, 2019). This interest is driven by two key motivations: first,
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2 M. WEBER AND S. SRA

that the exploitation of Riemannian geometry can deliver algorithms that are computationally superior
to standard nonlinear programming approaches (Udriste, 1994; Absil ef al., 2008; Boumal et al., 2014;
Zhang et al., 2016). Secondly, in many applications we encounter non-Euclidean data, such as graphs,
strings, matrices and tensors, where using a forced Euclidean representation can be quite inefficient
(Edelman et al., 1998; Billera et al., 2001; Zhang et al., 2016; Nickel & Kiela, 2017; Sala et al.,
2018; Weber, 2020). These motivations have driven the recent surge of interest in the adaption and
generalization of machine learning models and algorithms to Riemannian manifolds.

We solve problem (1.1) by introducing Riemannian stochastic Frank—Wolfe (Fw) algorithms. These
methods are projection free (Frank & Wolfe, 1956), a property that has driven much of the recent interest
in them (Jaggi, 2013). In contrast to projection-based methods, the Fw update requires solving a ‘linear’
optimization problem that ensures feasibility while often being much faster than projection. Fw has been
intensively studied in Euclidean spaces for both convex (Jaggi, 2013; Lacoste-Julien & Jaggi, 2015)
and nonconvex (Lacoste-Julien, 2016) objectives. Furthermore, stochastic variants have been proposed
(Reddi er al., 2016) that enable strong performance gains. As our experiments will show, our stochastic
Riemannian Fw also delivers similarly strong performance gains on sample applications, outperforming
the state-of-the-art.

1.1 Summary of main contributions

e We introduce three algorithms: (i) Stochastic Riemannian Frank—Wolfe (SRFw), a fully stochastic
method that solves (1.1); (i) Semi-stochastic variance-reduced Riemannian Frank—Wolfe (Svr-
RFw), a semi-stochastic variance-reduced version for (1.2); and (iii) SPIDER Riemannian Frank—
Wolfe (SPIDER-RFW), an improved variance-reduced variant that uses the recently proposed
SPIDER technique for estimating the gradient. All three algorithms generalize various stochastic
gradient tools to the Riemannian setting. For all methods, we establish convergence rates to first-
order stationary points that match the rates of their Euclidean counterparts. Under the stronger
assumption of geodesically convex objectives, we recover global sublinear convergence rates.

e In contrast to the study by Weber & Sra (2017), which considers Riemannian Fw, STOCHASTIC
RFw does not require the computation of full gradients. Overcoming the need to compute the full
gradient in each iteration greatly reduces the computational cost of each iteration as it removes a
major bottleneck in RFw. Moreover, STOCHASTIC RFW applies to problem 1.1, a crucial subroutine
in many machine learning applications.

e We present an application to the computation of Riemannian centroids (Karcher mean) for
positive definite matrices. This task is a well-known benchmark for Riemannian optimization
and it arises, for instance, in statistical analysis, signal processing and computer vision. Notably,
a simpler version of it also arises in the computation of hyperbolic embeddings.

e Furthermore, we present an application to the computation of Wasserstein barycenters for
multivariate and matrix-variate Gaussians. For the latter, we prove the somewhat surprising
property that the Wasserstein distance between two matrix-variate Gaussians is Euclidean convex.
This result may be of independent interest.

The proposed STocHASTIC RFW methods deliver valuable improvements, both in theory and experiment.
Table | summarizes the complexity results for all variants in comparison with RFw (Algorithm 1). For
an analysis of RFw ’s complexity, see Weber & Sra (2017, Theorem 3). Our algorithms outperform state-
of-the-art batch methods such as Riemannian LBFGS (Yuan et al., 2016) and Zhang’s majorization—
minimization algorithm (Zhang, 2017). Moreover, we also observe performance gains over the
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 3

TABLE 1  Oracle complexities of our Stochastic Riemannian Frank—Wolfe methods versus REw (Weber
& Sra, 2017) for nonconvex objectives. Note that we recover the best known rates of the Euclidean
counterparts for each method. We consider three different oracle models, which we will define below in
Section 2.4: SFO/ IFO: stochastic first-order oracle (for stochastic objectives) and incremental first-
order oracle (for objectives with finite-sum form). LO: Riemannian linear optimization oracle

Algorithm Rrw SRFW SVR-RFW SPIDER-RFW

SFO/ IFO 0(2) o (%) 0 (m+ ) (%)

€

o) o) o} o)

deterministic RFw, which itself is known to be competitive against a wide range of Riemannian
optimization tools (Weber & Sra, 2017). Importantly, our methods further outperform state-of-the-art
stochastic Riemannian methods RSG (Kasai ef al., 2018b) and RSVRG (Zhang er al., 2016; Sato et al.,
2017).

m

1.2 Related work

Riemannian optimization has recently witnessed a surge of interest (Bonnabel, 2013; Zhang & Sra,
2016; Huang et al., 2018; Liu & Boumal, 2019). A comprehensive introduction to Riemannian
optimization can be found in Absil et al. (2008). The MANOPT toolbox (Boumal ef al., 2014) implements
many successful Riemannian optimization methods, serving as a benchmark.

The study of stochastic methods for Riemannian optimization has largely focused on projected-
gradient methods. Bonnabel (2013) introduced the first Riemannian SGD. Zhang & Sra (2016) present
a systematic study of first-order methods for geodesically convex problems, followed by a variance-
reduced Riemannian SVRG (Zhang et al., 2016; Sato et al., 2017) that also applies to geodesically
nonconvex functions. Kasai er al. (2018b) study gradient descent variants, as well as a Riemannian
ADAM (Kasai et al., 2019). A caveat of these methods is that a potentially costly projection is needed to
ensure convergence. Otherwise, the strong (and often unrealistic) assumption that their iterates remain in
a compact set is required In contrast, RFw (Algorithm 1) generates feasible iterates directly and therefore
avoids the need to compute projections. This leads to a cleaner analysis and a more practical method in
cases where the ‘linear’ oracle is efficiently implementable (Weber & Sra, 2017). We provide additional
details on the comparison of projection-free and projection-based methods in Section 2.3. Riemannian
optimization has also been applied in the ML literature, including for the computation of hyperbolic
embeddings (Sala er al., 2018), low-rank matrix and tensor factorization (Vandereycken, 2013) and
eigenvector based methods (Journée et al., 2010; Zhang et al., 2016; Tripuraneni et al., 2018).

2. Background and notation

We start by recalling some basic background on Riemannian geometry and introduce necessary notation.
For a comprehensive overview on Riemannian geometry, see, e.g., Jost (2011).

2.1 Riemannian manifolds

A manifold # is a locally Euclidean space equipped with a differential structure. Its corresponding
tangent spaces T,.# consist of tangent vectors at points x € .#. We define an exponential map
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4 M. WEBER AND S. SRA

Algorithm 1: Riemannian Frank-Wolfe (RFw)

1: Initialize xy € & C .#; assume access to the geodesic map y : [0, 1] — .#
2: fork=0,1,... do

3: 7 < argmin,c - (grad ¢ (x,), Exp;kl (2))

4: Letn, < k%z

S Xpp1 < Y (mg), where ¥ (0) = x; and y (1) = z;

6: end for

Exp : T,.# — # as follows: let g, € T,.#; theny = Exp,(g,) € .# with respect to a geodesic
y : [0,1] — # with y(0) = x, y(1) = y and y(0) = g,. We will also use the inverse exponential
map Exp~! : .7 — T,/ that defines a diffeomorphism from the neighborhood of x € .# onto the
neighborhood of 0 € T,.# with Exp; ! (x) = 0.

Riemannian manifolds are smooth manifolds with an inner product g, (u,v) = (u, v), defined on
T..# for each x € .# . The inner product gives rise to a norm ||v||, := /g, (v,v) forv € T,.# . We will
further denote the geodesic distance of x,y € .# as d(x,y). For comparing vectors of different tangent
spaces, we use the following notion of parallel transport: let x,y € .# , x # y. Then, the operator 1}‘7&c
maps g, € T,.# to the tangent space Ty/// along a geodesic y with y(0) = x and y (1) = y. Note that
the inner product on the tangent spaces is preserved under this mapping.

2.2 Gradients, smoothness and convexity

The Riemannian gradient grad ¢ (x) of a differentiable function ¢ : .# — R is defined as the unique
vector in T,.# with directional derivative D¢ (x)[v] = (grad ¢(x), v), for all v € T,.#. For our
algorithms we further need a notion of smoothness: let ¢ : .# — R be differentiable. We say that
¢ is L-smooth, if

lgrad ¢ (y) — IYgrad ¢ ()| < Ld(x,y), ¥ x,y € A, 2.1
or equivalently, if for all x,y € ., ¢ satisfies

P () < $() + (grad ¢ (), Expy ' ), + 5d*(x, ). 2.2)

Another important property is geodesic convexity (short: g-convexity), which is defined as

¢ () = ¢ (x) + (grad ¢(x), Exp; ' (), ¥x,y € . (2.3)

2.3 Projection-free vs. projection-based methods

Classic Riemannian optimization has focused mostly on projection-based methods, such as Riemannian
Gradient Descent (RGD) or Riemannian Steepest Descent (RSD) (Absil et al., 2008). A convergence
analysis of such methods typically assumes the gradient to be Lipschitz. However, the objectives
typically considered in most optimization and machine learning tasks are not Lipschitz on the whole
manifold. Hence, a compactness condition is required. Crucially, in projection-based methods, the
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 5

retraction back onto the manifold is typically not guaranteed to land in this compact set. Therefore,
additional work (e.g., a projection step) is needed to ensure that the update remains in the compact
region where the gradient is Lipschitz. On the other hand, Fw methods bypass this issue, because their
update is guaranteed to stay within the compact feasible region. Further, for descent based methods it
can suffice to ensure boundedness of the initial level set, but crucially, stochastic methods are not descent
methods, and this argument does not apply. Finally, in some problems, the Riemannian ‘linear’ oracle
can be much less expensive than computing a projection back onto the compact set. This is particularly
significant for the applications highlighted in this paper, where the ‘linear’ oracle can even be solved in
closed form.

2.4 Oracle models

We briefly review three oracle models, which are commonly used to understand the complexity of
stochastic optimization algorithms.

1. Stochastic first-order oracle (short: SFO): Consider a stochastic function @ (x) := E [¢ (x, £)] with
& ~ 2. For an input x € .4, the SFO returns (¢ (x, &), Vo (x,&’)) for a sample &’ that is drawn
i.i.d. from the distribution &2. For details, see Nemirovskii & Yudin (1983).

2. Incremental first-order oracle (short: IFO): Consider a finite sum @ (x) := WL,Z; ¢,;(x). For an
input (i,x), where i € [n] is a function index and x € .#, the IFO returns (¢;(x), V¢,;(x)). For
details, see Agarwal & Bottou (2015).

3. Riemannian linear optimization oracle (short: RLO): For a set of constraints Z°, a point
x € 2 C ./ and a direction g € T\.#, the RLO returns argmin, . 5 (g, Exp;l (2)).

Throughout the paper, we measure complexity as the number of SFO/ IFO and RLO calls made by the
algorithm to obtain an e-accurate solution.

3. Algorithms

In this section, we introduce three stochastic variants of RFw and analyze their convergence. Here and
in the following x;,x; | and y are as specified in Algorithm 2, 3 and 4, respectively. We further make
the following assumptions: (1) @ is L-smooth; and (2) in the stochastic case, the norm of the stochastic
gradient is bounded as

max |lgrad ¢(x,§)|| < C
xeZ
&esupp(¥)
for some constant C > 0.

3.1 Stochastic Riemannian Fw

Our first method, SRFwW (Algorithm 2), is a direct analog of stochastic Euclidean Fw. It has two key
computational components: A stochastic gradient and a ‘linear’ oracle. Specifically, it requires access
to the stochastic ‘linear’ oracle

Y < argmin (G(£,x), Expy' (), (3.1)
yeZ
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6 M. WEBER AND S. SRA

ALGORITHM 2 Stochastic Riemannian Frank-Wolfe (SRFw)

1: Initialize x, € 2, assume access to the geodesic map y : [0,1] — ..

2: Set number of iterations K and minibatch sizes {bk},’(:O] .
3:fork=0,1,... K — 1do
4

Sample i.i.d. {§, ..., &, } uniformly at random according to &.

5ty < argming p (1 30 grad ¢ (5.8, Expy' ()

6: Compute step size 17, and setx; | < y (1), where y (0) = x; and y (1) = y;.
7. X« Xy

8: end for

9

: Output & chosen uniformly at random from {x }sz—Ol.

where G(-,-) is an unbiased estimator of the Riemannian gradient (]Eg G(E,x) = grad @(x)). In
contrast to Euclidean Fw, the oracle (3.1) involves solving a nonlinear, nonconvex optimization problem.
Whenever this problem is efficiently solvable, we can benefit from the FW strategy. In Weber & Sra
(2017), we analyze two instances where Eq. 3.1 can be solved in closed form, for positive definite
matrices and for the special orthogonal group, respectively. Our experiments below will provide two
concrete examples for the case of positive definite matrices.

We consider a minibatch variant of the oracle (3.1), namely

. 1 b -1
p < argmin <b—k > erad 6(4.6).Expy ),

where & ~ & are drawn i.i.d., and thus the minibatch gradient is also unbiased. We first evaluate the
goodness of this minibatch gradient approximation with the following (standard) lemma:
LemMA 3.1 (Goodness of stochastic gradient estimate). Let @(x) = K, [¢(x,&)] with random

variables {Si}f.’zl = & ~ . Furthermore, let g(x) = %Zﬁ;l grad ¢(x,&;) denote the gradient
estimate from a batch £. Assume that the norm of the gradient estimate is upper-bounded as
maxxe%’gesupp(t@) ”grad ¢(x7$)|| < C Thena EE [”g(-x) - grad d)(x)”] < \/LE

In the following, we drop the subscript & from the expectation for ease of notation, whenever its
meaning is clear from context.
For the proof, recall the following fact, which we will use throughout the paper:

REMARK 3.1 For a set of n independent random variables {v;}, -;,, with mean zero, we have

E[llvy + -+ v,II*] = E[Ivy 1> + - + v, I1%]- (3.2)
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 7

Proof. We have

E | llgk) —grad @)1 | = E[lg®)1*] — IE [g)1I* < E[llg0) %]
=E[g(x)] 20

b 2
@ C
SE| D lgradg(xn,6))1* | <
———— ——

b 2
1 @ 1
=E ‘;ggrawu,si)" <z .

i=1
<c?

where (1) follows from Remark 3.1 and the fact that |E [g(x) — grad d)(x)] = 0, since g(x) is assumed
to be an unbiased gradient estimate; and (2) follows from the assumption that the norm of the gradient
is upper-bounded by C. Furthermore, with Jensen’s inequality:

E[llg(x) — grad @@)[?] = [E (Ig@) — grad ) )]

Putting both together and taking the square root on both sides gives the desired claim:

[l — grad @01 < -
U

With this characterization of the approximation error, we can perform a convergence analysis for
both nonconvex and g-convex objectives. To evaluate convergence rates, consider the following criterion
(Fw gap):

9 (x) = max.(Expx_l (v), —grad @ (x)). (3.3)
yeZ

A similar criterion is used in theoretical analysis of Euclidean Fw methods (see, e.g., Reddi et al.
(2016)). We define the Stochastic Fw gap as

4 (x) = max(Exp; ' (y), —g(x)).
yeZ

€

Assuming that the Robbins—Monroe approximation g(x) gives an unbiased estimate of the gradient
grad @ (x) (*), we have (by Jensen’s inequality and the convexity of the max-function):

E[9 )] > ma%x<Exp;‘ o), —E[g)]) maﬂxmxp;‘ (), —grad @ (x)) = 4 (x).
ye ye

With this, we can show that SRFw converges at a sublinear rate to first-order stationary points:
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8 M. WEBER AND S. SRA

THEOREM 3.1 (Convergence SRFwW). With constant steps size 1, = «/LE and constant batch sizes b, = K,
Algorithm 2 converges in expectation with a sublinear rate, i.e.,

E [Y®)] = 001 /VE).
To prove the theorem, we need a few additional auxiliary results. First, recall the definition of the

curvature constant M 5, introduced in Weber & Sra (2017):

DEFINITION 3.2 (Curvature constant). Let x,y,z € 2 and y : [0,1] — .# a geodesic map with
y(0) =x,y(1) =zand y = y(n) for n € [0, 1]. Define

My = supjg %[45 () — @ (x) — (grad @ (x), Exp; ' ()] (3.4)
X,),2€
y=y@m

We further recall two technical lemmas on M 4; the proofs can be found in Weber & Sra (2017):

LEmMMA 3.3 (Weber & Sra (2017)). Let @ : .# — R be L-smooth on Z7; let diam(%Z") :=
sup, ye 2~ d(x,y). Then, the curvature constant M, satisfies the bound My, < L diam(Z )2

LeEMMA 3.4 (Weber & Sra (2017)). Let 2 be a constrained set. There exists a constant Mg > 0 such
that for x;, x; 1,y € £ as specified in Algorithm 2, and for 1, € (0, 1)

D (xpp) < D(x) + mylgrad @(xy), Expy (v0) + SMpni.

With this, we can now prove Theorem 3.1:

Proof. (Theorem 3.1) Let again
| &
g = o > grad p(x. &) (3.5)
k=1

denote the gradient estimate from the k& batch. Then

(1 _ 1
D () < P(xy) + nilgrad @ (x), Expy' () + §M¢n,%. (3.6)

@ _ - 1
< P () + M8 (), Bxp () + milegrad @) — g (), Exp! 000) + S Mo e (3.7)

Here, (1) follows from Lemma 3.4 and (2) follows from ‘adding a zero’ with respect to g,. We then
apply the Cauchy—Schwartz inequality to the inner product and make use of the fact that the geodesic
distance between points in 2" is bounded by its diameter:

(erad @ (xp) — g5, Expy ) < llerad @) — gl - [Bxpg'op]. 3®)
—_——

<diam(Z")
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 9
This gives (with D := diam(Z"))
— 1
D (xp41) < Px) + 1 (8 (xp)s EXkal ) + mDligrad @ (x;) — g (x|l + §M¢>771%-

Taking expectations and applying Lemma 3.1 to the third term on the right-hand side, we get

N C 1
E[@ 1)) < E[@@)] = nE[F 0] + mD—= + - My,

Vb2
where we have rewritten the second term in terms of the stochastic Fw gap
E[J (0] = —E [ (2w, Expi 00)].

Summing over all k batches, telescoping and reordering terms gives
> nE[G )] <E[@()] —E[@xp)] + Z nkD =+ Z ~Myn} (3.9)
k
< (@ () — D(xg)) + Z nkD + Z ~Mgn3. (3.10)

From Algorithm 2 we see that the output X is chosen uniformly at random from {x,...,xg}, ie.,
E[E[¢(x0)]] = E[# )], where we have used that, by construction, E[¢(x)] = ¢ (x). Now, with
constant step sizes 1, = 1 and batch sizes b; = b, we have

. C 1
KnE[9®)] < (@(x)) — ®(xg)) + KnDE + KM, .

Now, let C,,; > 0 be an initialization-dependent constant, such that C, | > ®(x;) — E [(D(x*)], where x*
is a first-order stationary point. From n = \/LE and b = K we see that

. 1 1

which shows the desired sublinear convergence rate. (]

COROLLARY 3.1 SrFw obtains an e-accurate solution with SFO complexity of O (E%) and RLO

complexity of O (61_2)
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10 M. WEBER AND S. SRA

Proof. 1Tt follows directly from Theorem 3.1 that SRFw achieves an e-accurate solution after O (6%)

iteration, i.e., its RLO complexity is O (}2) For the SFO complexity, note that

K—1 1
> by=Kb=K* 50(—4).
€
k=0
O

For g-convex objectives, we can obtain a global convergence result in terms of the optimality gap
Ay = @ (x;) — @ (x*). Here, SRFW converges at a sublinear rate to the global optimum @ (x*).

COROLLARY 3.2 If @ is g-convex, then under the assumptions of Theorem 3.1 the optimality gap
converges as E, [A;] = 0(1//K).

Proof. In the proof of Theorem 3.1, Eq. 3.6, note that

- _ 1
P (p1) < @) + g (), BXp! () + melrad @ () — g (), Expr' 0) + S Mo it
D =1/ -1 1 2
< P + M8 (), Expy, (7)) + mi(grad @ (xp) — g, (%), Expy~ (7)) + EMcp Nics

where (1) follows from y, being the argmin as defined in Algorithm 2. Note that in the third term, the
Cauchy—Schwartz inequality gives

(erad @ (x,) — (), Bxpir () < llgrad @ (x) — g () | 1Expy! () -
—_———
<diam(2)=:D

Inserting this above and taking expectations, we have

=1/ % — l 2
E[@ 0] < E[@ ()] + 0 [ (g0, Bxpy! @) | + mDE [llgrad @ ) — g (x0) 1] +5 Mo

o) _ C 1
< E[000] + B (e, Expy 0] + D + Mo,
k
where (2) follows from Lemma 3.1. For the second term, we have

“4)
E [ (g, Expy,! ) | =(E [0, Bxpi! ) 2 (grad @ (), Exp (69) < = (@00 =@ (x),

since (3) g, (x;) is an unbiased estimate of grad @ (x;) and (4) the Fw gap upper-bounds the optimality
gap, which is a direct consequence of the g-convexity of @ (see Eq. 2.3). Let A, := @ (x,) — ®(x*)
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 11

denote the optimality gap. Then, putting everything together and rewording terms, we get

C 1
ME[A] SE[@0q) = @0op)] + mD—= + S Mo

NoRE

Summing, telescoping and inserting the definition of the output (¥ with optimality gap A; = @ (%) —
@ (x*)), we have

E[A,;](%nk) (®(xy) — P (xg)) —i—DCZ + an

With the parameter choice n;, = n = \/LE and b, = b = K, the claim follows as

1 1
E[4;] < W/ (Axo +DC + EMd’)’
where A, denotes the initial optimality gap, which is a constant whose value depends on the
initialization only. (]

A shortcoming of SRFW is its large batch sizes. We expect that choosing a non-constant, decreasing
step size will reduce the required batch size.

3.2 Stochastic variance-reduced Fw

In addition to the purely stochastic SRFw method, we can obtain a stochastic Fw algorithm via a
(semi-stochastic) variance-reduced approach for problems with a finite-sum structure (1.2). Recall,
that in problem (1.2), we assume that the cost function @ can be represented as a finite sum
D(x) = %Z:":l ¢;(x), where the ¢; are L-smooth (but may be nonconvex). We will see that by
exploiting the finite-sum structure, we can obtain provably faster FW algorithms.

We first propose SVR-RFw (Algorithm 3), which combines RFw with a classic variance-reduced
estimate of the gradient. This resulting algorithm computes the full gradient at the beginning of each
epoch and uses batch estimates within epochs. The variance-reduced gradient estimate guarantees the
following bound on the approximation error:

LEMMA 3.5 (Goodness of variance-reduced gradient estimate). Consider the kth iteration in the
sth epoch and the stochastic variance-reduced gradient estimate with respect to a minibatch

Ik= (il""’ibk)

s+1
gk(x,iﬂ) = — Z grad ¢; (x,i“) F;k+ (grad ¢, (x") — grad @ (¥")),

with the {¢;} assumed to be L-Lipschitz. Then the expected deviation of the estimate g, from the true
gradient grad @ is bounded as

E; [ ngad @ () H ] < d(xt, ).

ﬁ\
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12 M. WEBER AND S. SRA

ALGORITHM 3 Semi-stochastic variance-reduced Riemannian Frank-Wolfe (SVR-RFw)

1: Initialize ¥ € 2"; assume access to the geodesic map y : [0,1] — Z.

2: Choose number of iterations S and size of epochs K and set minibatch sizes {bk}kK;O1
3:fors=0,...S—1do

4: Compute gradient at x°: grad @ (x*) = 1%, >, grad ¢;(x%).

5: fork=1,...Kdo

6: Sample i.i.d. [ := (i}, ....i,, ) S [m] (minibatches).
7: z,iill < argmin,¢ o <bk Z/’:il ’’’’’ in, grad qb](xv‘H) F}S (grad¢ (x*) —grad @(xy)) Expg, (z))
8: Compute step size n; and set xch < y(ny), where y (0) = xi“ and y(1) = Ziﬂ
9: end for
10: ¥ =x.
11: end for
12: Output & = ¥5.
We again drop the subscript I, whenever it is clear from context.
Proof. Following Algorithm 3, let I;, = (i Lreeos ibk) denote the sample in the kth iteration of the sth

epoch. We introduce the shorthands

1 s+1 .
gt = 5 > eradg, () — It grad gy, (+)

_s+

1
;,fj;l = grad ¢i1( ) F~ grad ¢i1()~cx),

: Y+1 1 s+1
ie., =5 Z 1 ¢, - Then we have

s+1
G — grad @ (x) + F~ grad @ ()

o[ Jemsoti) st ] 2|

O U

|

g_s+1 s+1 H ]
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 13

Here, (1) follows from the following argument:

s+1
grad @ (x Y'H) F;} grad @ (X°) = Qg |: Zgrad ¢lz Hl F;" grad ¢l-l(5c’):|

1 )
ko
(é.s+1),

where in (2) we used the assumption that the variance-reduced gradient is an unbiased estimate of the
full Riemannian gradient. We further have

[‘Cﬁl s+l H ] ”{s+1 HE gVs+1 H <]E[szsﬂnz]
~————
>0
BV RS
I

s+1 ! = ?
grad qb” ) —I.* grad ¢, (%)

Xs

| >

ng()Ci+1 )

@b (L2 ()
b} ’

where (3) follows from Remark 3.1 and (4) from the assumption that the ¢; are L-Lipschitz smooth.
This shows

E[ ngad @ (x,i H xH'l ¥).
Jensen’s inequality gives
B[ Jerad @ () — 2,37 [ 12 B[ |arad o () — ()| I
and, putting everything together and taking the square root on both sides, the claim follows as

E[ngadcp At — g (gt ” < L

= d(xt, ).

5\
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14 M. WEBER AND S. SRA

Using Lemma 3.5 we can recover the following sublinear convergence rate:

THEOREM 3.6 With steps size n;, = «/;173 and constant batch sizes b, = K2, Algorithm 3 converges in

expectation with E;, [% (5()] = (%) Here, ¢ (x) again denotes the Fw gap as defined in Eq. 3.3.

Proof. (Theorem 3.6) Let again

1 s+1
gt = - > grad () — I (grad ¢, () — grad & () G.11)
K
J

denote the variance-reduced gradient estimate in the kth iteration of the sth epoch. Then

1
‘P(x/iill) ‘P(x " + milgrad @), Exp r+.(yk)>+ Mq,nk (3.12)
cb(x b gt ),Exp%ll(yk» (3.13)
1
+ mlgrad (T — g (), Exp;iil@k» + §M¢771%~ (3.14)

Here, (1) follows from Lemma 3.4 and (2) follows from ‘adding a zero’ with respect to g,. We then apply
Cauchy—Schwartz to the inner product and make use of the fact that the geodesic distance between points
in 2 is bounded by its diameter:

(grad @ (") = g™, Bxp s 0) < llgrad @ 0™ — g™ DI IExp L ) (3.19)

\—,_/
<diam(Z")

This gives (with D := diam(Z2"))
1
PORD < PO + g, Exp iy 00) + mDllgrad @0 — g THIl+ S Mo

Taking expectations, we have

E[¢ ()] <E[@(x)] +nE [(gk(xk D EXsz+1(yk>)]

1
+ ,DE [llgrad @ (3" = g, (3* | + Mo} (3.16)
L 1
= E[@(x”‘ )] - mE[G6TH] + nkD\/—ITE[d(x,‘j‘,?)] +5 M, ni, 3.17)
k

where (3) follows from applying the definition of the stochastic Fw gap to the second term and Lemma
3.5 to the third term.
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 15

For the following analysis, define for k = 1, ..., K and a fixed epoch s € [S]

Ry :=E[® T + cd(x 7] (3.18)
L
¢ =Cry t+ nkD\/_ITk (cg =0). (3.19)

With that and inequality 3.16, we have

Ry = E[@ (1)) + e E[d (1. 7)]

<E[0 () |- nE[2 () |+ D —=E[d( " %)) + 2

N 2

Mgni+ciy E[d(xiﬁ?)]
—_———

4)
<E[de ot degt )

L
< E[@(xi*l)]+(ck+l+nk’)—ﬁb )EV( S | B C1C ) RO A RTAS)
k

=Ck

=Ry

—i—lM 2
3 oMk

(5) A 1
g Rk — nkE[g(x;{H)] + Ck+1 T}kD + _Mq)n[%’

2

where (4) follows by adding a zero and applying the triangle inequality and (5) follows from the
definition of R, and the definition of the update step via the geodesic map y (see Algorithm 3)

E[d(xq ). ] < nE[IExp, Goll] < niD. (3.20)

Telescoping within the epoch s + 1 we get (withn, =nand by =bfork=0,...,K—1)

1
Ry <Ry — anﬂﬂ[%xs*‘)] + My D 0+ DY i
k k

= —nZ]E [G0hH] + M@’? K—}-DnZ:c,hL1
k

"?*D*LK(KK — 1)
Vb 2

= —nZEg(xSH + M¢ 2K +
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16 M. WEBER AND S. SRA
This gives

1 "?D’LK(K — 1)
E[o (] < - E[¢ Myn*K A
[ (x ] "Z +2 ol K+ \/E 2

Finally, telescoping over all epochs s = 0,...,S — 1, we get

n*DLS K(K — 1)

E[o ()] <E[®(x)] —nZZE [ ™) + Md, ’KS + 7 5

Reordering terms and using the definition of the output in Algorithm 3 (and the fact that E[E[4 (x})]]
=E[4%)]). this gives

n*DLS K(K — 1)
Vb 2 7

1 2
—Myn*KS +

KSHE[9(3)] < @ (xy) — E[®(xp)] + 5

from which the claim follows with n = \/;Kis and b = K? as

E[¢®)] < (Cxo - %(Mq) + DZL)),

1
VKS
where Cx0 > 0 is an initialization-dependent constant, such that CXO > P(xy) — E [cb(x*)] > D (xy) —
E [ (x})], where x* is a first-order stationary point. O

Choosing a suitable minibatch size is critical to achieving a good performance with variance-reduced
approaches, such as SVR-RFw. In Algorithm 3 this translates into a careful choice of K with respect to
m: If K is too small, the complexity of the algorithm may be dominated by the cost of recomputing the
full gradient frequently. If K is too large, than computing the gradient estimates will be expensive too.
We propose to set K = [m!/3], following a convention in the Euclidean Fw literature. With that, we get
the following complexity guarantees:

COROLLARY 3.3 SVR-RFw with K = [m!/3] obtains an e-accurate solution with IFO complexity of
o (m + g) and RLO complexity of O (6%)

Proof. 1t follows directly from Theorem 3.2 that SVR-RFw has an LO complexity of O (E%) For the
IFO complexity, note that

S—1 K—-1 S—1 K2 m2/3
b Kb) <O 0] —— 1,
;(mwtg k) AZ(;(er ) (m+ ) (m+ 62)

where the last equality follows from setting K = [m!/3]. O

Analogously to SRFw, SVR-RFw converges sublinearly to the global optimum, if the objective is
g-convex. As before, we use A, = @ (x;) — @ (x*).
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 17

COROLLARY 3.4 If @ is g-convex, then in the setting of Theorem 3.2 the optimality gap converges as

E, [A] = 0(1/VKS).

The proofs are very similar to that of Corollary 3.2.

A significant shortcoming of the semi-stochastic approach is the need for repeated computation of
the full gradient which limits its scalability. In the following section, we introduce an improved version
that circumvents these costly computations.

3.3 Improved gradient estimation with SPIDER

ALGORITHM 4 SPIDER-RFW

1: Initialize x, € 2", number of iterations K, size of epochs n. Assume access to y : [0, 1] — .
2:fork=0,1,... K—1do
3: if mod(k,n) = O then

4. Sample i.i.d. §; = {§},....§5,|} (for SRFW) or §; = (ip .. "i|Sl|) (for SVR-RFwW) with
predefined |, .

5: Compute gradient g; <— grad g, (x;).

6: else

7: 1S5] < ’7min [m, —2nL2HEx§kLI(Xk)H H

8: Sample i.i.d. S, = {£,.... &, } (for SRFW) or S, = (i, ..., is,|) (for SYR-RFW).
9: Compute gradient g; <— grad g, (x;) — ik (grad P, (1) — gk_l).

10: end if

11: Zpy| < argmin . 5 (g, Exp;kl(z)).
12: X1 < v (), where y(0) = x; and y (1) = z;,4.
13: end for

14: Output x chosen uniformly at random from {xk}ngol.

Recently, Nguyen ef al. (2017) and Fang et al. (2018) introduced SPIDER (also known as SARAH) as
an efficient way of estimating the (Euclidean) gradient in stochastic optimization tasks. Based on the
idea of variance reduction, the algorithm iterates between gradient estimates with different sample size.
In particular, it recomputes the gradient at the beginning of each epoch with a larger (constant) batch
size; the smaller batch sizes within epochs decrease as we move closer to the optimum. This technique
was studied for Riemannian gradient descent in Zhang et al. (2018a) and Zhou et al. (2018b). In the
following, we will introduce an improved variance-reduced STOCHASTIC RFw using SPIDER. Let

|1T| Zlﬂl grad @ (x,&;), stochastic
|1T| Zl-sll grad ¢;(x), finite-sum

=

grad @4(x) = { (3.21)
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18 M. WEBER AND S. SRA

denote the gradient estimate with respect to a sample S = {§,,..., &g} (for stochastic objectives) or

S = (i Lol | SI) (for objectives with finite sum form). Furthermore, we make the following parameter
choice (K denoting the number of iterations):

n= % (step size) (3.22)
n=+vK= é (# epochs) (3.23)

(3.24)
2L:2D ? , finite-sum.

2 .
%, stochastic
IS11 =1

Here, € characterizes the goodness of the gradient estimate. |S,| is recomputed in each iteration as given
in Algorithm 4. Note that here m is determined by the number of terms in the finite-sum approximation
or we set m = oo in the stochastic case.

We start by analyzing the goodness of the SPIDER gradient estimate g,, which is central to our
convergence analysis. For mod(k,n) = 0 an upper bound is given by Lemmas 3.1 and 3.5. The critical
part is to analyze the case mod(k, n) # 0. Let .%, be the sigma-field generated by the x,. First, we show
that the differences (gk — grad q)(xk)) X form a martingale with respect to (%), (Lemma 3.7). Then,
using a classical property of L2-martingales (Remark 3.2), we can prove the following bound on the
approximation error:

LEMMA 3.6 (Goodness of SPIDER-approximation). The expected deviation of the estimate g
from the true gradient grad @ as defined in Algorithm 4 (mod(k,n) # 0) is bounded as
E[llg; — grad @ ()l 7] < e.

We first show that the differences form a martingale:

LEmMMA 3.7 The differences of the gradient estimates g, from the true gradients grad @, i.e.,
(g — grad @ (x;)),, form a martingale with respect to the filtration (.%,),.

Proof.

E [g; — grad & (x)|.%] = E [grad By, () — % (grad B, (1) — g_) — grad @(xk)|9k]

Xk—1

= E [grad by, () — grad D (il 5] +E [ T3 gy — grad B, (1. |

X

=0

= I gy — grad @ (x;_y),

X,

where (*) follows from [E [grad Py, (xk)|§k] = grad @ (x;), since grad &g (x;) is assumed to be an
unbiased estimate. O

REMARK 3.2 Let M = (M}), denote an L?-martingale. The orthogonality of increments, i.e.,

M, —M,M,—M,)=0 vzuztzys),
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PROJECTION-FREE NONCONVEX STOCHASTIC OPTIMIZATION ON RIEMANNIAN MANIFOLDS 19

implies that
E[MF] = E[M_\] +E[ (1, — M,,)?)] -

Therefore, we have recursively

k

B[] = BMG] + 3 [ (v, ~ m1.1)°]

We can now prove Lemma 3.6:

Proof. (Lemma 3.6) We consider two cases:

1. | mod(m, k) = 0| For stochastic objectives, we have
C? C2¢2 €2

9]
E[llg, — grad @ (x)*.7;] = E[llgrad &g, (x,) — grad @ (x)[|1*|.7;] < S1- 2 "1
1

(3.25)
where (1) follows from Lemma 3.1. For objectives with finite-sum form, we have
2 1@ LPD*  I’D?? €

E[ngad Py, (x;) — grad @ (x) || |Jk] < === — (3.26)

IS,|  20?D* 2’

where (2) follows from Lemma 3.5.

2. | mod(m, k) # 0 | We have

E[llg, — grad @ (xp)|I*|.7]

3 2 2
(=)IE|: I (81— grad @0y ) | |ﬂk:|—i—E[Hgk—gradQ(xk)—F;(k (g i—erad @) | I%}
@ " s

=B || I3, (e — grad @ (x,_y)) H | Fk

Xk—1 Xk—1

B 2
+E H grad @, (x)—I* (grad By, (x,_ ) —gy_y) —grad & (r) —[% (g —grad d(x,_,) H L%J

2
—E [ I, (8o — grad D) | |9‘k}
Xk—1

2
+E [ngad B, (x) — grad D (x) — I (grad B, () — grad @ (x,_)) H Lﬂ‘k} .

In the chain of inequalities, (3) follows from Remark 3.2 and (4) from substituting g; according to
Algorithm 4.
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20 M. WEBER AND S. SRA

In the following, we assume that @ is a stochastic function. Analogous arguments hold, if @ has a
finite-sum structure. We introduce the shorthand

¢ =grad ¢ (x, &) — grad @ (x;) — I} (grad p(x;_1.§;) — grad @ (x;_))).

Then, we get for the second term
2
E [H grad @, (x) — grad @ () — [k, (grad B, () — grad () | I«%]

2
52| 152

2
I
=E Z;, 7| = 5| | 224 1%
15,1 4 2| &

2
® 1 15| 15|

(
< Pk >olgl) 1% |S|2 PN RES
2 i=1

i=1

152

|S 57 2" [REART | DI TAREA
= IS_ZIE |:ngad¢>(xk,§) —grad @ (x) — Ik (gradqb(xk_l,é) — grad@(xk_l)Hz ka:| ,

where (5) follows from the triangle-inequality, (6) from E [g“i] = 0, see Equation 3.1; and (7) from
the ¢; being i.i.d. Note that

E [grad ¢ (x;, £)|.7, ] = grad @ (x;)
E [F;Zk 1grad¢(xk71,§)|g‘k] Ik grad @(x_) .

With this, we have

2
E I:ngadqﬁ(xk,é) —grad @ (x;) — I (grad ¢ (x,_, &) — grad@(xk_l)” Iﬁk]

2

—E | | erad ¢ (. &) — I grad ¢ (x_y, £) — (gradqﬁ(xk)—kalgrad@(xk 1)) 7,

=E[erad ¢ (u.6) I3 grad ¢ (.6)| 7 |

= B [lgrad o5 ) — 0 aradp (1,617 & [grad p 5. ) — 13 ermad g, )17

>0

E [ lgrad ¢ (5, §) — I3 grad ¢, )27, -
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In summary, we have for the second term
2
E [H grad g (x,) — grad & (x,) — I (grad g, (x,_,) — grad @ (x,_))) H L@,(] (3.27)
E [ llgrad ¢ (4, 6) — [ grad ¢ (o, )17, ] - (3.28)
Putting everything together, we get

E [ llg — erad @ (5|21

1551

2
gﬂ«:[ I (g —grad & (y_)1) 2 k:|+—E[ngad¢(xk,g) F;Zkl(grad(p(xk_l,é)H @"}

®)
< E|: I (g1 — gradé(xk_l)) + —L2||EXka 17

"} 15,
)

K&)

_|_

9
=E |: Iy (gt — grad(p(xk—l)) k L*|Exp,! (x|

2mL2||Expxk1 (@l

€2
=E |: F;}‘("_l (gk—l — grad<1§(xk71)) IJki| + o

where (8) follows from ¢ being L-Lipschitz and (9) follows from the choice of |S,| in Algorithm 4.
Recursively going back to the beginning of the epoch (see Remark 3.2), we get (with ky = L,%J m):

2
€
Eflg - grad @ (11’1 7] < Efllgy, — erad & () °1 7, ] +mo— < €.

<< Eq.(3.25)
With Jensen’s inequality, we have
(E[llg, — grad @) 17])* < E[llge — grad @ () [1217,] < €2,
which gives
E[llgy — grad @ (xpll|-7] < e

Analogously, if @ has a finite-sum structure with component functions ¢, that are L-Lipschitz,
we get

€
E[llg, — grad @ () I121.7,] < Ellgy, — erad @ ()11 F;, | +m— < €,

2
<5 Eq.(3.26)
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22 M. WEBER AND S. SRA

from which, again, with Jensen’s inequality the claim follows as
E[llg; — grad @ (xp)||.%;] < e.
O

With this preparatory work, we arrive at the main result for this section: We show that SPIDER-RFwW
attains a global sublinear convergence rate for nonconvex objectives.

THEOREM 3.3 (Convergence SPIDER-RFW). With the parameter choices (3.22), Algorithm 4 converges

in expectation with rate E [% (fc)] =0 (\/LE)

Proof. We again have

1) _ 1
D () < P(xy) + nilgrad @ (x), Expy' () + EMd,n,%

@) _ _ 1
< P00 + Mg (), Bxpy () + mglegrad @) — (), Exp! ) + 5 Mo 1k,

where, (1) follows from Lemma 3.4 and (2) follows from ‘adding a zero’ with respect to g;. We again
apply the Cauchy—Schwartz inequality to the inner product and make use of the fact that the geodesic
distance between points in 2" is bounded by its diameter:

(grad @ (x,) — g, (). Bxpy' 0)) < llgrad @ () — gl - IExp 0ol - (3.29)
— ——

<diam(Z")
This gives (with D := diam(Z2"))
_ 1
P (5p1) < @) + Mg, Bxpy! 00) + meDligrad @ () — gl + S Mg 1t

Taking expectations, we get

1
E[@ ()] < E[@ 0]+ B[ (8. Bxpy 010) | +DE [llgrad @ (xp) — g, 1] +5 M-

<€

=-E[{é(xk)]

With Lemma 3.6 and the definition of the stochastic Fw gap, this can be rewritten as

N 1
E[@ ()] S E[@0)] = mE[ (0] + nDe + Mo i
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Summing and telescoping gives
1
E[¢®)] an E[@ ()] — E[@o)] +De D e+ Mg D0k
k k
1 2
< (@) —E[@(xg)]) + De ; M+ 5 Mo ; ni,

where we have again used the definition of the output in Algorithm 4; in particular, that E[E[¢ (x)]] =
E[¢9®)] Withn, =n = f’ this becomes
N 1
E[9®)] < (@) —E[®(xg)]) +De Kn +=M, Kn?
_ 2 ——
VK —JK =1

1

Note, that € = % =k Dividing by +/K then gives the claim

1 1
E[9®)] < 7= Cy, +De\/E+§M¢ , (3.30)

=1

where C, | > @(x)) — @(x*) depends on the initialization only and x* is a first-order stationary point.
O

COROLLARY 3.5 SPIDER-RFW obtains an e-accurate solution with SFO/ IFO complexity of O ( ) and

RLO complexity of O (6—2)

Proof. 1t follows directly from Theorem 3.3 that SPIDER-RFW has an RLO complexity of O (eiz) For
the SFO complexity, consider a stochastic objective @. Then

SFO = g(w +E [é |52|]) :

We have

u 2nL|Expy!, 0l | 2n2L2(D2 Y @
]E|:Z|Sz|i| ZE[Z €2 2¢2 0(62) ’
k=2

k=2

where (1) follows from ||Eprk (x) |l < nD (see Eq. 6) and (2) from n = 1 - by construction. This gives

vo-o(o(3-2)-o(2)
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An analogous argument gives the IFO complexity, if @ has a finite-sum structure. g

We again consider the special case of g-convex objectives for completeness. Here, we obtain a result
on function suboptimality:

COROLLARY 3.6 If @ is g-convex, one can show under the assumptions of Theorem 3.3 a similar
convergence rate for the optimality gap, i.e., E [A k] = 0(1/VK).

The proof is analogous to the proof of Corollary 3.2 (for stochastic objectives) and of Corollary 3.4
(for objectives with finite-sum structure).

4. Experiments

(Stochastic) Riemannian optimization is frequently considered in the machine learning literature,
including for the computation of hyperbolic embeddings (Sala ez al., 2018), low-rank matrix and tensor
factorization (Vandereycken, 2013) and eigenvector based methods (Journée et al., 2010; Zhang et al.,
2016; Tripuraneni et al., 2018).

In this section we validate the proposed stochastic algorithms by comparison with the deterministic
RrFw (Weber & Sra, 2017) and state-of-the-art stochastic Riemannian optimization methods. All
experiments were performed in MATLAB.

Our numerical experiments use synthetic data, consisting of sets of symmetric, positive definite
matrices. We generate matrices by sampling real matrices of dimension d uniformly at random
M, ~% (R¥*4) and then multiplying each with its transpose M ;< Ml»Ml.T. To generate ill-conditioned
matrices, we sample matrices with a rank deficit U; ~ % (R?*4) (with rank(U) < d) and set
B; <— 8l + UiUl.T (for a small § > 0).

Throughout the experiments, the hyperparameter choices (b, K) are guided by the specifications in
Algorithm 2 (for SRFw) and Algorithm 3 (for SVR-RFw) and their theoretical analysis. All RFw methods
are implemented with decreasing step sizes.

4.1 Riemannian centroid

The computation of the Riemannian centroid (also known as the geometric matrix mean or the
Karcher mean) is a canonical benchmark task for testing Riemannian optimization methods (Zhang
et al., 2016; Kasai et al., 2018a,b). Besides its importance as a benchmark, the Karcher mean is
a fundamental subroutine in many machine learning methods, for instance, in the computation of
hyperbolic embeddings (Sala et al., 2018). Although the Karcher mean problem is nonconvex in
Euclidean space, it is g-convex in the Riemannian setting. This allows for the application of RFw, in
addition to the stochastic methods discussed above. RFw requires the computation of the full gradient
in each iteration step, whereas the stochastic variants implement gradient estimates at a significantly
reduced computational cost. This results in observable performance gains as shown in our experiments
(Fig. 1).

Formally, the Riemannian centroid is defined as the mean of a set M = {M,} of d x d positive definite
matrices (we write |M| = m) with respect to the Riemannian metric. This task requires solving

log (X_l/zM-X_l/z) H2 ,
! F

m m
min > wsp(X. M) =D w,
H=<X=<A 4 N i—1

1= =
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Fig. 1. Riemannian centroid. RFw and its stochastic variants in comparison with state-of-the-art Riemannian optimization
methods (parameters.d, size of matrices; m, number of matrices; MaxIt, number of iterations). All experiments are initialized with
the harmonic mean. Hereby, we compare against deterministic algorithms (LBFGS and ZHANG, left) as well as recent state-of-the-
art stochastic Riemannian algorithms R-SRG and RSVRG (middle and right). The results in the top row are for well-conditioned
matrices, the results in the bottom row are for ill-conditioned matrices.

where |-|| denotes the Frobenius norm and w; € [0, 1] are weights, where >_" ; w; = 1. The well-
known matrix means inequality bounds the Riemannian mean from above and below with respect to

the Lowner order: The harmonic mean H = (Zl wM;~ 1) : gives a lower bound on the geometric
matrix mean, while the arithmetic mean A := ), w;M; provides an upper bound (Bhatia, 2007). This
allows for phrasing the computation of the Riemannian centroid as a constrained optimization task
with interval constraints given by the harmonic and arithmetic means (though it could be solved as
unconstrained task too). Writing ¢;(X) = wl-812e (X, M), we note that the gradient of the objective is given
by V¢;(X) = wl-X_1 log(XM;” 1) (see, e.g., Bhatia, 2007, Ch.6), whereby the corresponding Riemannian
‘linear’ oracle reduces to solving

. 1/2 1/2 —1/25,—1/2
Z e%rgénilg(xk Vo (XX, log (X, /72X, 7). (4.1)

Remarkably, (4.1) can be solved in closed form (Weber & Sra, 2017, Theorem 4.1), which we exploit
to achieve an efficient implementation of RFw and StocHAsTIC RFw. For completeness, we recall the
theorem below:

THEOREM 4.1 (Theorem 4.1 (Weber & Sra, 2017)). Let L,U € P, such that L < U. Let § € H; and
X € P, be arbitrary. Then, the solution to the optimization problem

L;nZl;lU tr(S'log(XZX)) 4.2)
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F1G. 2. Riemannian centroids. Accuracy of RFw and stochastic variants in comparison with RSRG and RSVRG for inputs of
different size (d, size of matrices; m, number of matrices). All experiments are initialized with the arithmetic mean.
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F1G. 3. Wasserstein barycenters. Performance of RFw and stochastic variants for well-conditioned inputs of fixed size (d, size of
matrices; m, number of matrices; K, number of iterations) with different initializations: Xg ~ € (left), Xo = % (al + A) (middle)
and X = A (right). Here, A denotes the arithmetic mean of ¢ and « the smallest eigenvalue over %

is given by Z = X~ 'Q(P*[-sgn(D)], P + I:)Q*X’l, where § = QDQ* is a diagonalization of S,
U — L = P*P with L = Q*XLXQ and U = Q*XUXO.

SettingL=H,U=Aand S = X;/ZV@(X,C)X;/Z, this result gives a closed form solution to Eq. 4.1.

To evaluate the efficiency of our methods, we compare against state-of-the-art algorithms. First,
Riemannian LBFGS, a quasi-Newton method (Yuan ef al., 2016), for which we use an improved limited-
memory version of the method available in Manopt (Boumal et al., 2014). Secondly ZHANG’s method
(Zhang, 2017), a recently published majorization—minimization method for computing the geometric
matrix mean. Against both (deterministic) algorithms we observe significant performance gains (Fig. 1).
In Weber & Sra (2017), RFw is compared with a wide range of Riemannian optimization methods and
varying choices of hyperparameters. In those experiments, LBFGS and ZHANG’s method were reported
to be especially competitive, which motivates our choice. We further present two instances of comparing
STOCHASTIC RFW against stochastic gradient-based methods (RSRG and RSVRG; Kasai et al., 2018a),
both of which are outperformed by our RFw approach. In all experiments, we assume uniform weights,
Le.w; =L Viem]

In a second experiment, we compare the accuracy (i.e.,%) of RFw and its stochastic

variants with that of RSrRG and Rsvra. Figure 2 shows that STocHASTIC RFW reach a medium accuracy
fast; however, ultimately RFw, as well as R-SRG and RSVRG reach a higher accuracy. STOCHASTIC RFw
is therefore particularly suitable for data science and machine learning applications, where we encounter
high-dimensional, large-scale data sets and very high accuracy is not required.
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We note that the comparison experiments are not quite fair to our methods, as neither R-SRG nor
RsvrG implement the noted projection operation (see discussion in Section 2.3) required to align their
implementation with their theory.

4.2 Wasserstein barycenters

The computation of means of empirical probability measures with respect to the optimal transport metric
(or Wasserstein distance) is a basic task in statistics. Here, we consider the problem of computing
such Wasserstein barycenters of multivariate (centered) Gaussians. This corresponds to the following
minimization task on the Gaussian density manifold (also known as Bures manifold):'

M
min ; 4% (X, €) = Z,: wi[tr(C; + %) — 2ur(C} 2 x )7 (4.3)
where ¢ = {C;} € P(n), |€| = m are the covariance matrices of the Gaussians, w; € [0, 1] weights
(>_;w; = 1) and « denotes their minimal eigenvalue over €. Note that the Gaussian density manifold is
isomorphic to the manifold of symmetric positive definite matrices considered in the previous section.
This allows for a direct application of RFw to Eq. 4.3, albeit with a different set of constraints.

A closely related problem is the task of computing Wasserstein barycenters of matrix-variate
Gaussians, i.e., multivariate Gaussians whose covariance matrices are expressed as suitable Kronecker
products. Such models are of interest in several inference problems, see for instance Stegle ef al. (2011).
By plugging in Kronecker structured covariances into (4.3), the corresponding barycenter problem takes
the form

172 (4.4)

n
min D4 @A) + r(X ®X) — 2uf(4; @A) P(X @ X)(4; ® A) /7]
>~
i=1

Remarkably, despite the product terms, problem (4.4) turns out to be (Euclidean) convex (Lemma 4.1).
This allows one to apply (g-) convex optimization tools, and use convexity to conclude global optimality.
This result should be of independent interest.

LEMMA 4.1 The barycenter problem for matrix-variate Gaussians (Eq. 4.4) is convex.
For the proof, recall the following well-known properties of Kronecker products:

LeEmMA 4.2 (Properties of Kronecker products). Let A, B,C,D € P,
1. (A ®A)l/2 :AI/Z ®A1/2;

2. AC® BD = (A® B)(C ® D).
Furthermore, recall the Ando-Lieb theorem (Ando, 1979):

THEOREM 4.2 (Ando-Lieb). Let A, B € P?. Then the map (A, B) — A” ® B!~V is jointly concave for
O<y<l1.

1 Interestingly, this problem turns out to be Euclidean convex (more precisely, a nonlinear semidefinite program). However, a
Riemannian approach exploits the problem structure more explicitly.
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Equipped with those two arguments, we can prove the lemma.

Proof. (Lemma 4.1) First, note that

tr(A; ® A,) = (tA)(trA,) = (rA)*>  Vi=1,...n
tr(X ® X) = (trX) (trX) = (trX)>.

Next, consider the third term. We have

" [((Ai ©A)2(X ® X)(A, ®Ai)1/2)1/2:| M\ ((A}/2X®A,-1/2X)(Ai ®Ai)1/2)1/2:|

D (12,12 1724172\ 1/2
O ((A/XA/ ) ® (4)2xAl )) }

12 172
D (AI/ZXAI/Z) ®(A.1/2XA.1/2) ]

i i i i

where (1) follows from Lemma 4.2(ii) and (2) follows from Lemma 4.2(i). Note that X — A'/2XA1/2 is
a linear map. Therefore, we can now apply the Ando-Lieb theorem with y = %, which establishes the
concavity of the trace term. Its negative is convex and, consequently, the objective is a sum of convex
functions. The claim follows from the convexity of sums of convex functions. O

One can show that the Wasserstein mean is upper bounded by the arithmetic mean A and lower
bounded by «l, where o denotes the smallest eigenvalue over ¥ (Bhatia ef al., 2018a,b). This allows
for computing the Wasserstein mean via constrained optimization (though, again, one could use
unconstrained tools too). For computing the gradient, note that the Riemannian gradient grad ¢ (X) can
be written as grad ¢ (X) = XV (X) — Vo (X)X, where V¢ is the Euclidean gradient (where ¢ denotes
the objective in (4.3)). It is easy to show, that

Ve =>w, (1-(cx) " c) .

i

which directly gives the gradient of the objective.

We evaluate the performance of our stochastic RFw methods against the deterministic RFw method
for different initializations (Fig. 3). We again assume that w; = % V i € [m]. Our results indicate that
all three initializations are suitable. This suggests, that (stochastic) RFw is not sensitive to initialization
and performs well even if not initialized close to the optimum. In a second experiment, we compute
Wasserstein barycenters of MVNs for different input sizes (Fig. 4). Both experiments indicates that
especially the purely stochastic SRFw improves on RFw with comparable accuracy and stability. We
did not compare against projection-based methods in the case of Wasserstein barycenters, since to our
knowledge there are no implementations with the appropriate projections available.

5. Discussion

We introduced three stochastic Riemannian Fw methods, which go well beyond the deterministic RFw
algorithm proposed in Weber & Sra (2017). In particular, we (i) allow for an application to nonconvex,
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FiG. 4. Wasserstein barycenters for MVNs. Performance of RFw and stochastic variants for well-conditioned inputs of different
sizes (d, size of matrices; m, number of matrices; K, number of iterations); initialized at Xo = A. Again, A denotes the arithmetic
mean of ¢ and « the smallest eigenvalue over .

stochastic problems and (ii) improve the oracle complexities by replacing the computation of full
gradients with stochastic gradient estimates. For the latter task, we analyze both fully stochastic and
semi-stochastic variance-reduced estimators. Moreover, we implement the recently proposed SPIDER
technique that significantly improves the classical Robbins—Monroe and variance-reduced gradient
estimates by circumventing the need to recompute full gradients periodically.

We discuss applications of our methods to the computation of the Riemannian centroid and
Wasserstein barycenters, both fundamental subroutines of potential value in several applications,
including in machine learning. In validation experiments, we observe performance gains compared to
the deterministic RFw as well as state-of-the-art deterministic and stochastic Riemannian methods.

This paper focused on developing a non-asymptotic convergence analysis and on establishing
theoretical guarantees for our methods. Future work includes implementation of our algorithms for
other manifolds and other classical Riemannian optimization tasks (see, e.g., Absil & Hosseini, 2017).
This includes tasks with constraints on determinants or condition numbers. An important example for
the latter is the task of learning a DPP kernel (see, e.g., Mariet & Sra, 2015), which can be formulated
as a stochastic, geodesically convex problem. We hope to explore practical applications of our approach
to large-scale constrained problems in machine learning and statistics.

Furthermore, instead of using exponential maps, one can reformulate our proposed methods using
retractions. For projected-gradient methods, the practicality of retraction-based approaches has been
established (Absil er al., 2008), rendering this a promising extension for future research.
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