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Abstract

The Frobenius—Perron theory of an endofunctor of a category was introduced in recent years
(Chen et al. in Algebra Number Theory 13(9):2005-2055, 2019; Chen et al. in Frobenius—
Perron theory for projective schemes. Preprint. arXiv:1907.02221, 2019). We apply this
theory to monoidal (or tensor) triangulated structures of quiver representations.
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0 Introduction

Throughout let k be a base field that is algebraically closed. Algebraic objects are defined
over k.

The Frobenius—Perron dimension of an object in a semisimple finite tensor (or fusion) cat-
egory was introduced by Etingof—Nikshych—Ostrik in 2005 [19]. Since then it has become an
extremely useful invariant in the study of fusion categories and representations of semisim-
ple (weak and/or quasi-)Hopf algebras. By examining the Frobenius—Perron dimension of
all objects in a finite tensor category one can determine whether the category is equivalent
to the representation category of a finite-dimensional quasi-Hopf algebra [20, Proposition
2.6]. The Frobenius—Perron dimension of a fusion category is also a crucial invariant in the
classification of fusion categories as well as that of semisimple Hopf algebras. An important
project is to develop the Frobenius—Perron theory for not-necessarily semisimple tensor (or
monoidal) categories. A step departing from semisimple categories, or abelian categories of

B4 J.J. Zhang
zhang @math.washington.edu

J.-H. Zhou
zhoujingheng @mail.shufe.edu.cn

1 Department of Mathematics, University of Washington, Box 354350, Seattle, WA 98195, USA

School of Mathematics, Shanghai University of Finance and Economics, Shanghai, Shanghai
200433, China

Shanghai Center for Mathematical Sciences, Fudan University, Shanghai, Shanghai 200433, China

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00209-021-02888-3&domain=pdf
http://arxiv.org/abs/1907.02221

3172 J.J.Zhang, J.-H. Zhou

global dimension 0, is to study the hereditary ones (of global dimension one). Ultimately
Frobenius—Perron theory should provide powerful tools and useful invariants for projects like

Project 0.1 Describe and understand weak bialgebras [Definition 1.7] and weak Hopf alge-
bras [11, Definition 2.1] that are hereditary as associative algebras.

Note that an analogous classification project of hereditary prime Hopf algebras was fin-
ished in a remarkable paper by Wu-Liu-Ding [63] a few years ago. Some recent efforts
pertaining on homological aspects of noetherian weak Hopf algebras were presented in
[57]. Recall from [51] that a monoidal triangulated category is a monoidal category 7°
in the sense of [18, Definition 2.2.1] that is triangulated and, for which, the tensor prod-
uct @7 : 7 x T — 7T is an exact bifunctor. Given a Hopf algebra (respectively, weak
and/or quasi- Hopf algebra/bialgebra) H, its comultiplication induces a monoidal structure
on the category of representations of H. The corresponding derived category has a canonical
monoidal triangulated structure. Monoidal triangulated structures appear naturally in several
other subjects.

Algebraic geometry. A classical theorem of Gabriel [21] states that a noetherian scheme
X can be reconstructed from the abelian category of coherent sheaves over X, denoted by
coh(X). Hence the abelian category coh(X) captures all information about the space X.
Recent development in derived algebraic geometry suggests that the bounded derived cat-
egory of coherent sheaves over X, denoted by D?(coh (X)), is sometimes a better category
to work with when we are considering many geometric problems such as moduli problems.
When X is smooth, D?(coh(X)) is equipped with a natural tensor (= symmetric monoidal)
triangulated structure in the sense of [5, Definition 1.1].

Tensor triangulated geometry. Tensor triangulated categories have been studied by Balmer
[5] and many others, where the study of tensor triangulated categories has been sometimes
referred to as tensor triangulated geometry. Balmer defined the prime spectrum, denoted
by Spc(7), of a small tensor triangulated category 7 by using the thick subcategories
which behave like prime ideals under the tensor product. Note that Spc(7) is a locally
ringed space [5, Remark 6.4]. This idea has been shown to be widely applicable to alge-
braic geometry, homotopy theory and representation theory. Recently Vashaw—Yakimov and
Nakano—Vashaw—Yakimov [51,62] developed a noncommutative version of the Balmer spec-
trum, or noncommutative tensor triangulated geometry (in the words of the authors of [51]).

Noncommutative algebraic geometry. Following Grothendieck, fo do geometry you really
don’t need a space, all you need is a category of sheaves on this would-be space [48, p. 78].
Following [51,62], we would like to consider or view monoidal triangulated categories as
appropriate categories for doing a new kind of noncommutative geometry. For example, if T
is a noetherian Koszul Artin—Schelter regular algebra, then the bounded derived category of
the noncommutative projective scheme associated to T, denoted by 7 := D’ (proj T), has at
least two different monoidal triangulated structures [Example 7.9]. In this situation, it would
be very interesting to understand how the “geometry” of proj T interacts with “monoidal
triangulated structures” on 7. Fix a general triangulated category, still denoted by 7, it is
common that there are many different monoidal triangulated structures on 7 (with the same
underlying triangulated structure) that reflect on different hidden properties of 7. So it is
worth distinguishing different types of monoidal triangulated structures on 7" and finding a
definition of the “size” of these structures.

Quiver representations. A related subject is the representation theory of quivers that has
become a popular topic since Gabriel’s work in the 1970s [22-24]. For a given quiver, it is
naturally equipped with a monoidal structure in the category of its representations, induced
by the vertex-wise tensor product of vector spaces (E2.1.1). The monoidal structure of quiver
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representations has been studied by Strassen [60] in relation with orbit-closure degeneration
in 2000, and later by Herschend [29-33] in the relation with the bialgebra structure on the
path algebra during 2005-2012. Herschend solved the Clebsch-Gordan problem for quivers
of type A,, D, and E¢ 7.5 in [31,32]. As for tame type, Herschend also gave solutions for
type A, in [29] and the quivers with relations that correspond to string algebras in [33].
One of our basic objects in this paper is the bounded derived category D?(A — mod) for a
finite dimensional weak bialgebra A. (We usually consider hereditary, but not semisimple,
algebras.) Since A is a weak bialgebra, A — mod has an induced monoidal abelian structure;
and hence, D?(A — mod) is a monoidal triangulated category in the sense of [51]. Note that,
even for a finite quiver Q, [30, Proposition 4] and [35, Theorem 3.2] give different weak
bialgebra structures on A := kQ which produce different monoidal triangulated structures
on D?(A — mod).

Connections between geometry, quiver representations, and weak bialgebras. Going back
to classical geometry, let X be a smooth projective scheme. If X is equipped with a full
strongly exceptional sequence (also called strong full exceptional sequence by some authors)
{&1, ..., &} [Definition 7.8], then there is a triangulated equivalence

D’ (coh(X)) = D’(A — mod) (E0.1.1)

where A is the finite dimensional algebra [End pb .o (x)) (7= €)1 (some details can be
found at the end of Sect. 7). Since A is finite dimensional (and of finite global dimension),
it seems easier to study A than to study X in some aspects. Equivalence (E0.1.1) induces a
monoidal structure on D? (A — mod) which usually does not come from any weak bialgebra
structures of A [Example 7.9]; or in some extreme cases, there is no weak bialgebra structure
on A at all. For such an algebra A, it is imperative to understand and even to classify all
possible monoidal triangulated structures of D?(A — mod) (though A may not be a weak
bialgebra).

Another well-known example of such a connection is from the study of weighted projective
lines, introduced by Geigle-Lenzing [26] in 1985 (see Sect. 6). Since then weighted projective
lines have been studied extensively by many researchers. Let coh(X) denote the category
of coherent sheaves over a weighted projective line X. When X is domestic, a version of
(EO.1.1) holds and the representation type of A (appeared in the right-hand side of (E0.1.1))
is tame, see Lemma 6.1(2). This is one of the key facts that we will use in this paper.

Recently, a new definition of Frobenius—Perron dimension was introduced in [14,15]
where the authors extended its original definition from an object in a semisimple finite tensor
category to an endofunctor of any k-linear category. (We refer to Definition 1.3 for some rel-
evant definitions.) It turns out that new Frobenius—Perron invariants are sensitive to monoidal
structures; as a consequence, these are crucial to distinguish different monoidal triangulated
structures. One general goal of this paper is to provide evidence that the Frobenius—Perron
invariants are effective to study monoidal triangulated structures. Some basic properties and
interesting applications of Frobenius—Perron-type invariants can be found in [14,15].

In this paper, we focus on different weak bialgebra structures on the path algebras of finite
quivers and the Frobenius—Perron theory for finite dimensional hereditary weak bialgebras.
As mentioned above, this is one step beyond the semisimple case.

Definition 0.2 Let 7 be a monoidal category and let P be a function
{endofunctors of T} — Rxo.
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Note that P could be Frobenius—Perron dimension or Frobenius—Perron curvature as given
in Definition 1.3(6,7). For every object M in 7, let P(M) denote the P-value of the tensor
functor M @ 7 — : 7 — 7.

(1) We say 7 is P-finite if P(M) < oo for all objects M. Otherwise, 7 is called P-infinite.

(2) If 7 is P-infinite and if P(M) < oo for all indecomposable objects M, then 7 is called
P-tame.

(3) If 7 is neither P-finite nor P-tame, then it is called P-wild.

Our first main result concerns the trichotomy of fpd-finite/tame/wild property. Let rep(Q)
be the category of finite dimensional representations of a quiver Q.

Theorem 0.3 Let Q be a finite acyclic quiver and let T be the triangulated category
D" (rep(Q)).

(1) Q is of finite type if and only if T is fpd-finite for every monoidal triangulated structure
on T, and if and only if there is one monoidal triangulated structure on T such that T
is fpd-finite.

(2) Q is of tame type if and only if there is a monoidal triangulated structure on T such that
T is fpd-tame. In this case, there must be another monoidal triangulated structure on T
such that T is fpd-wild.

(3) Q is of wild type if and only if T is fpd-wild for every monoidal triangulated structure
onT.

(4) If Q is tame or wild, then every monoidal triangulated structure on T is fpd-infinite.

Note that in part (2) of the above theorem, there are two different monoidal triangulated
structures on 7, one of which is fpd-tame and the other is not. We refer to Definition 3.1
for the definition of a discrete monoidal structure. By the above theorem, it is rare to have
fpd-finite monoidal triangulated structures on 7. When it exists, we can say a bit more. The
canonical weak bialgebra structure on the path algebra kQ is given in Lemma 2.1(1).

Theorem 0.4 Let A be a finite dimensional hereditary weak bialgebra such that the induced
monoidal structure on A — mod is discrete. Then the following are equivalent:

(a) A is of finite representation type,

(b) fpd(M) < oo for every irreducible representation M € A — mod,

(c) fpd(M) < oo for every indecomposable representation M € A — mod,

(d) fpd(M) < oo for every representation M € A — mod,

(e) fpd(X) < 0o for every indecomposable object X € D?(A — mod),

(f) The induced monoidal triangulated structure on D?(A — mod) is fpd-finite.

Suppose further that A is the path algebra k Q with canonical weak bialgebra structure. It
follows from Gabriel’s theorem that any of conditions (a) to (e) is equivalent to

(g) Q is a finite union of quivers of type ADE.

Since condition (a) in the above theorem is an algebra property, the fpd-finiteness of
D?(A — mod) only depends on the algebra structure of A, though the definition of fpd(X)
uses the coalgebra structure of A. Note that condition (a) is not equivalent to condition (b) if
we remove the hereditary hypothesis in the above theorem [Remark 7.3(3)].

Following BGP-reflection functors [8], Happel showed that, for Dynkin quivers with the
same underlying Dynkin diagram, their derived categories are triangulated equivalent [28].
This remarkable theorem is one of most beautiful results in representation theory of finite
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dimensional algebras. In contrast, the story is very different when we are working with
monoidal triangulated structures of the derived category of Dynkin quivers, see Theorem 0.5
below. As indicated in [14,15], Frobenius—Perron-type invariants are extremely useful to
study derived (or triangulated) categories. Using the Frobenius—Perron curvature, denoted
by fpv, of objects in D?(A — mod) we can prove the following.

Theorem 0.5 Let A and B be finite dimensional hereditary weak bialgebras. Assume either
A is a bialgebra or A — mod is discrete. Suppose that the monoidal triangulated categories
D?(A —mod) and D? (B —mod) are equivalent. Then A —mod and B —mod are equivalent
as monoidal abelian categories.

As a consequence, we have

Corollary 0.6 Suppose that the bounded derived categories of representations of two finite
acyclic quivers are equivalent as monoidal triangulated categories. Then the quivers are
isomorphic.

There is also a result concerning an analogue of a ¢-structure in the monoidal triangulated
setting, see Theorem 0.7 below. We introduce the notion of an m¢¢-structure on a monoidal
triangulated category in Sect. 5. Undefined terminologies can be found in Sects. 4 and 5.

Theorem 0.7 Let A be a finite dimensional weak bialgebra that is hereditary as an algebra.
Suppose that the induced monoidal structure on A — mod is discrete. Then there is a unique
hereditary mtt-structure with deviation zero on the monoidal triangulated category D? (A —
mod).

It is clear that Theorem 0.7 applies to Db (rep(Q)) where Q is a finite acyclic quiver. A
t-structure on a triangulated category has been studied extensively since it was introduced
by Beilinson—-Bernstein—Deligne in [7]. It is natural to study all m¢¢-structures of a monoidal
triangulated category. In fact, m¢z-structures service as a compelling system of a monoidal
triangulated category. It is well-known that (hereditary) ¢-structures on Db (rep(Q)) are not
unique even for quivers of type A,, defined below, for n > 3. Therefore it is surprising that
certain mtt-structures (see Theorem 0.7) are unique. This uniqueness result would have other
significant consequences than Theorem 0.5 and Corollary 0.6. It is also interesting to search
for other classes of monoidal triangulated categories such that the uniqueness property holds
for certain m¢¢-structures.

Though there are more than one tensor structures on the path algebra kQ for a quiver
Q, one of these structures is from the natural coalgebra structure on kQ, similar to group
algebras [Lemma 2.1(1)]. We will present more results concerning the Frobenius—Perron
dimensions of indecomposable representations under such tensor structure. Before that we
need to introduce some notation. By definition, a type A quiver (or more precisely, type A,
quiver) is a quiver of the following form

o] o2 Ai—1 o ®n—1

1 2 i n (E0.7.1)

where each arrow ¢; is either —> or <—. For each quiver of type A,,, the arrows «; will be
specified. It is easy to see that, for each n > 3, there are more than one quivers of type A,
up to isomorphisms. Let us fix a quiver of type A, say Q, as above. For 1 <i < j <n, we
define a thin representation of Q, denoted by M{i, j}, by

k i<s=<j,

(M{i, j}s = { (E0.7.2)

0 otherwise
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and

.. Idy, i<s<],
(M{i, j}a, = -/ (E0.7.3)
0 otherwise.

(This thin representation is sometimes called an interval module by other researchers.) Then
by [25, p. 63], all such M{i, j} form the complete list of indecomposable representations of
QO [Lemma 1.10]. For all i < j, we say

a sink ifoj | =— (ori =1)anda; =<«— (or j =n),
M{i, j} is Jasource ifa;_| =<—(ori=1)anda; =— (orj=n),
a flow ifa;_| =aj, anditiseither — or <—.
Since rep(Q) is hereditary, every indecomposable object in the bounded derived category

Db(rep(Q)) is of the form M({i, j}[m] for some m € Z. We have the following result for
type A,. Some computation in the case of type D, quivers is given in [64].

Theorem 0.8 Let Q be a quiver of type A, for some positive integer n. Then the following
hold in the bounded derived category Db (rep(Q)) with tensor defined as in (E2.1.1).

(1) fpd(M{i, j}[m]) =0 forallm < 0andm > 1.

1 if M{i, j} is a sink,
(2) fpd(M{i, j}O]) = ymin{i,n — j + 1} if M{i, j} is a source,
1 if M{i, j} is a flow.
min{i — 1,n — j} if M{i, j} is a sink,
3) fpd(M{i, j}[1]) =30 if M{i, j} is a source,
0 if M{i, j} is a flow.

Related to Project 0.1 we are also very much interested in the following questions.

Question Let A be a finite dimensional weak bialgebra or just an algebra, or kQ where Q
is a finite acyclic quiver.

(1) How to determine all monoidal abelian structures on the abelian category A — mod?
(2) How to determine all monoidal triangulated structures on the derived category D’ (A —
mod)?

The paper is organized as follows. Section 1 contains some basic definitions. In particular,
we recall the definition of the Frobenius—Perron dimension of an endofunctor. In Sect. 2
we review some preliminaries on quiver representations. The notion of a discrete monoidal
abelian category is introduced in Sect. 3. A natural example of a discrete monoidal structure is
rep(Q) which is the main object in this paper. Theorem 0.4 is proved in Sect. 4. In Sect. 5, we
introduce the notion of an mtt-structure of a monoidal triangulated category that is a monoidal
version of the z-structure of a triangulated category. Theorems 0.5 and 0.7, and Corollary 0.6
are proved near the end of Sect. 5. Section 6 focuses on the proof of Theorem 0.3 which
uses some detailed information about weighted projective lines. Section 7 contains various
examples which indicate the richness of monoidal triangulated structures from different
subjects. Section 8 consists of the proof of Theorem 0.8 with some non-essential details left
out.
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1 Some basic definitions

This section contains several basic definitions which will be used in later sections.
Recall from [18, Definition 2.1.1] that a monoidal category C consists of the following
data:

(o) acategory C,
(e) abifunctor ® : C x C — C, called tensor functor,
(e) for each triple (X, Y, Z) in C, a natural isomorphism

axyz: X®VN®Z>X® Y ® 2),

(o) an object 1 € C, called unit object,
(o) natural isomorphisms Iy : 1® X = X andry : X ® — X for each X inC,

such that the pentagon axiom [18, (2.2)] and the triangle axiom [18, (2.10)] hold. The defini-
tions of a braiding {cx vy } x,yec on a monoidal category C and of a braided monoidal category
are given in [18, Definitions 8.1.1 and 8.1.2] respectively.

By [18, Definition 8.1.12], a braided monoidal category C is called symmetric if

cy.x ocx,y = idxey

for all objects X, Y € C.
We are usually considering k-linear categories. Now we recall some definitions.

Definition 1.1 Let C be a monoidal category.

(1) We say C is monoidal k-linear if

(1a) C is k-linear,

(1b) morphisms and functors involving in the definition of monoidal category are all
k-linear, and

(1c) the tensor functor preserves direct sums in each argument.

(2) We say C is monoidal abelian if

(2a) Cis ak-linear abelian category,
(2b) C is monoidal k-linear in the sense of part (1),
(2c) the tensor functor preserves exact sequences in each argument.

(3) [51] We say C is monoidal triangulated if

(3a) C is k-linear triangulated category,

(3b) C is monoidal k-linear in the sense of part (1),

(3c) the tensor functor preserves exact triangles and commutes with the suspension in
each argument.

(3d) the suspension satisfies the anti-commuting diagram given at the end of the definition
of a suspended monoidal category [61, Definition 1.4].

By the way, we will not be using the axiom (3d) in the above definition in this paper. A
tensor triangulated category in the sense of [5, Definition 1.1] is just a symmetric monoidal
triangulated category. We refer the reader to [18] for other details.

Let (C, ®, 1) be a monoidal category and .4 be another category. Following [37, p. 62],
by an action of C on A we mean a strong monoidal functor

F=(f,f.f):C—[A Al
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where [A, A] is the category of endofunctors of A, provided with a monoidal structure
([A, A], o, Id ) which is strict, wherein o denotes composition and /d 4 is the identity
endofunctor. Here, to give the functor f : C — [A, A] is equally to give a functor © :
CxA— Awhere X © A = (fX)Aforall X € Cand A € A; to give the invertible and
natural f Xy (fX)o(fY) - f(X®Y) (orrather their inverses) is equally to give a natural
isomorphism with components

axya:(X®Y)OA—> XOF OA);

to give the invertible f° : Id4 — f1 (or rather its inverse) is equally to give a natural
isomorphism with components A4 : 1 © A — A; and the coherence conditions for F
become the commutativity of the three diagrams [37, (1.1), (1.2) and (1.3)] which are the
pentagon axiom involving the associator of C and the triangle axioms for the action of the
unit object 1 on A compatible with the left unitor of C respectively. It is clear that a monoidal
category C acts on itself by defining © = ®. We refer to [37] for more details.

Convention 1.2 Let C be a monoidal category acting on another category A.

(1) Ifboth C and A are k-linear, we automatically assume that

(1a) morphisms and functors involving in the definition of action are all k-linear, and
(1b) © preserves direct sums in each argument.

(2) If both C and A are abelian, we automatically assume that

(2a) morphisms and functors involving in the definition of action are all k-linear,
(2b) C is monoidal abelian in the sense of Definition 1.1(2),
(2c) © preserves exact sequences in each argument.

(3) Ifboth C and A are triangulated, we automatically assume that

(3a) morphisms and functors involving in the definition of action are all k-linear,
(3b) C is monoidal triangulated in the sense of Definition 1.1(3),
(3c) © preserves exact triangles and commutes with the suspension in each argument.

Next we recall some definitions concerning the Frobenius—Perron dimension of an endo-
functor. We refer to [14] for other related definitions. Let dim be dimy.

Definition 1.3 [14] Let C be a k-linear category.
(1) An object X in C is called a brick if

Home (X, X) = k.

(2) Let ¢ := {Xy,..., X,,} be a finite subset of nonzero objects in C. We say that ¢ is a
brick set if each X; € ¢ is a brick and

HOIIlc(Xi,Xj) =0,Vi ;ﬁ ]

(3) Let¢ := {X1, ..., X, } and let o be an endofunctor of C. The adjacency matrix of (¢, o)
is defined to be

A(¢,0) = (@ij)nxn, Wwhere q;; =dimHome(X;,0(X;)) Vi, j.

(4) Let @, be the collection of all finite brick sets in C. The Frobenius—Perron dimension of
an endofunctor o is defined to be

fpd(o) := sup {p(A(¢, o))}
9D
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where p(A) is the spectral radius of a square matrix A [14, Section 1], i.e. the largest
absolute value of A.
(5) The Frobenius—Perron curvature of o is defined to be

fpv(o) := sup {hm sup (p(A(@. o”)))”"} :
pedy n—o0
(6) If C is a monoidal k-linear category acting on a k-linear category .A and M is an object
in C, the Frobenius—Perron dimension of M is defined to be

fpd(M) := fpd(M © —)

where M © — is considered as an endofunctor of A and fpd(M © —) is defined in part
(4). Similarly, the Frobenius—Perron curvature of M € C is defined to be

fpv(M) :=fpv(M © —)

where M © — is considered as an endofunctor of A and fpd(M © —) is defined in part
3.

(7) As aspecial case of (6), if C is a monoidal k-linear category and M is an object in C, the
Frobenius—Perron dimension of M is defined to be

fpd(M) := fpd(M ® —)

where fpd(M ® —) is defined in part (4). Similarly, the Frobenius—Perron curvature of
M is defined to be

fpv(M) :=fpv(M @ —)
where fpv(M ® —) is defined in part (5).

When C is R — mod for an algebra R, a brick set is also called a semibrick [3]. If both
“full” and “exceptional” conditions [Definition 7.8(2, 3)] are satisfied, this is also known as
a simple-minded collection, see [42, Definition 3.2].

Now we recall the definition of representation types.

Definition 1.4 Let A be a finite dimensional algebra over k.

(1) We say A is of finite type or finite representation type if there are only finitely many
isomorphism classes of finite dimensional indecomposable left A-modules.

(2) We say A is tame or of tame representation type if it is not of finite representation
type, and for every n € N, all but finitely many isomorphism classes of n-dimensional
indecomposables occur in a finite number of one-parameter families.

(3) We say A is wild or of wild representation type if, for every finite dimensional k-algebra
B, the representation theory of B can be representation embedded into that of A.

We always assume that the base field k is algebraically closed. A famous trichotomy result
due to Drozd [17] states that every finite dimensional algebra is either of finite, tame, or wild
representation type. By classical theorems of Gabriel [22] and Nazarova [52], the quivers of
finite and tame representation types correspond to the ADE and ADE diagrams respectively.
By [14, Theorem 0.3], the representation type of a quiver Q is indicated by the value of the
Frobenius—Perron dimension of the suspension functor of the derived category D” (rep(Q)).

To show some monoidal structure is fpd-infinite [Definition 0.2(1)], we need the following
concepts.
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Definition 1.5 Let C be a k-linear category.

(1) Let ¢ be an infinite set of objects in C. We say ¢ is an infinite brick set if

k ifX=Y ing,
Home(X,Y) = . .
0 ifX#Y ing¢g.

(2) Suppose C is abelian or triangulated. A brick set ¢ (either finite or infinite) is called a
connected brick set if Extlc (X,Y)#O0forall X,Y € ¢.

The next is about the definition of a weak bialgebra.

Definition 1.6 Let A be an algebra with a k-linear morphism A : A — A ® A. We say A is
a prealgebra morphism if

A(ab) = A(a)A(b)
foralla, b € A.

A prealgebra morphism is an algebra morphism if and only if A(1) = 1 ® 1 where 1 is
the identity (or unit) element of A.

Definition 1.7 [11, Definition 2.1] A weak bialgebra is a vector space B over the base field
k with the structures of

(a) an associative algebra (B, m, 1) with multiplicationm : B® B — B and unit 1 € B,
and

(b) a coassociative coalgebra (B, A, ¢) with comultiplication A : B — B ® B and couint
g:B—>k

satisfying the following conditions.

(i) The comultiplication A : B — B ® B is a prealgebra morphism.
(i1) The unit and counit satisfy

A DARAM) =(AQIdN)A) =1 A1) (A ®1) (E1.7.1)

and
e(xyr) = Y e(xya)e(yaa) = Y e@xya)e(y1)2). (E1.7.2)
where A(y) = Z Y1) ® ¥y is the Sweedler notation.

We refer to [10,11,53,54] for many other basic definitions related to weak bialgebras
and weak Hopf algebras. The tensor structure of left modules over a weak bialgebra [53,
Proposition 2] is given below.

Definition 1.8 Let A be a weak bialgebra over k. For two left A-modules M and N, define
M N= A(1)(M ®k N) where ® is the tensor product over k.

The following lemma is clear.

Lemma 1.9 Let A be a weak bialgebra.

(1) With the tensor product — ®' — given in Definition 1.8, both A — mod and A — Mod
are monoidal abelian categories.
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(2) Both D?(A — mod) and D?(A — Mod) are monoidal triangulated.
Finally we mention a fact in quiver representations.

Lemma 1.10 [25, p. 63] Let Q be a quiver of type A,. Then M{i, j}, for 1 <i < j <n,
defined as in (E0.7.2)—(E0.7.3), form the complete list of indecomposable representations of
Q, up to isomorphisms.

Convention 1.11 For the rest of the paper, we will use A for an algebra over k. It could have
a bialgebra or weak bialgebra structure. We will use A for the abelian category of finite
dimensional left A-modules, also denoted by A — mod. Let T be a triangulated category
that could have extra monoidal triangulated structure. Sometimes T denotes the bounded
derived category D?(A). A general k-linear or monoidal category is denoted by C.

2 Preliminaries on quiver representations

We refer to [4] for some basic concepts in quiver representation theory. Here we fix some
convention. Let O = (Qop, Q1, s, t) be a quiver where Qy is the set of vertices of Q, Qg is
the set of arrows of Q, and 5,7 : Q1 — Qo are source and target maps of Q respectively.
Let M be a representation of Q. For each vertex i € Qo, let (M); denote the vector space
at i. For each arrow o € Q from vertex i := s(«) to vertex j := t(a), let (M), denote
the k-linear map from (M); to (M); corresponding to «. Let Rep(Q) be the category of
all representations of Q and rep(Q) be the full subcategory of Rep(Q) consisting of finite
dimensional representations. By [4, Theorem 1.7 in Chapter VII], every finite dimensional
hereditary algebra A is Morita equivalent to the path algebra kQ of a finite acyclic quiver Q.

The definition of a weak bialgebra is given in Definition 1.7. The path algebra kQ is
naturally equipped with a coalgebra structure that makes it a weak bialgebra, see [54, Example
2.5] and [30, Section 3]. We state this known fact as follows.

Lemma 2.1 Let Q be a finite quiver.

(1) Its path algebra kQ is a cocommutative weak bialgebra whose coalgebra structure is
determined by

A(p)=p®p and &(p)=1

forany path p = oo - - - oy, of lengthm > 0.
(2) The weak bialgebra structure in part (1) is a bialgebra if and only if | Qo] = 1.

Since kQ is a cocommutative weak bialgebra, rep(Q)(Z kQ — mod) is a symmetric
monoidal abelian category where the tensor product is given in Definition 1.8. For two
representations M = ((M);, (M)y) and N = ((N);, (N)) of Q wherei € Qpand o € Q1,
we can define the vertex-wise tensor product M @ N by

(M ®" N); = (M); ® (N)i, and (M ®" N)g = (M)q Qk (N)a, (E2.1.1)

forall i € Qp and @ € Qj. Then the tensor product M QN given in Definition 1.8 is
exactly equal to the vertex-wise tensor product M ®V N give in (E2.1.1). Therefore, we do
not distinguish these two tensors and denote them by M ® N. The tensor structure of quiver
representations has been studied by many researchers, see, for example, [29-32,40,41]. Note
that the bounded derived category D?(rep(Q)) is a tensor triangulated category in the sense
of [5, Definition 1.1]; consequently, it is a monoidal triangulated category.
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In this paper we study more than one tensor structures of the quiver representations. But,
in this section, we are only working on the tensor structure defined by (E2.1.1). We start with
some details about quiver representations.

We have defined the Frobenius—Perron dimension, denoted by fpd, of an object in a
monoidal category C in Definition 1.3(4). A nice property of fpd is a duality property when
applied to objects in rep(Q).

Definition 2.2 Let Q = (Qo, Q1, 5@, ) be a quiver and M be a finite-dimensional repre-
sentation of Q.

(1) Define the opposite quiver of Q, denoted by Q°, to be the quiver which reverses all
arrows in Q1, that is

0y = Qo, QY = Q1,500 =19, 19 = 50.

(2) Define the dual of M, denoted by M*, to be the representation of QP that is determined
by

(M*); = ((M))*, (M™)g = (M)o)*,
for all vertices i and arrows «.
We give an easy example.

Lo
Example2.3 Let Qbe 1 ——2 and M be k LU k? . Then we have

07 : 1< 2 and M*= k<2 k2.

For two finite dimensional k-vector spaces U, V, we have
VU *=U"QV* =V eU*

Furthermore, if we have linear maps between finite dimensional k-vector spaces, say f :
V — V'and g : U — U’, then we have the commutative diagram

v e Uy L2 (v g Uy

vie Ut L2 yrg ur,

The above commutative diagram holds for objects in rep(Q) since k Q is a commutative weak
bialgebra [Lemma 2.1(1)]. Itis clear that the k-linear dual induces a contravariant equivalence
between the abelian categories rep(Q) and rep(Q°P). Combining these two facts, we have

Hom ep(gyyor (X, M ® N) = Homyep(g)(M ® N, X) (E2.3.1)
= Homyep(gory (X™, M* @ N¥)
for M, N, X € rep(Q). Now the following lemma follows from (E2.3.1).
Lemma 2.4 Let Q be a finite quiver and M be a finite representation of Q. Then
fpd(M ®rep(oyr —) = fpd(M™ ®rep(gery —)

where M is considered as an object in the tensor category rep(Q)°P and M* an object in
rep(QP).
The same statement holds for other Frobenius—Perron invariants such as fpv.
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Next we study some brick sets of quiver representations. Let S(i) denote the simple

representation (of Q) at vertex i where

k j=i

0 j#i

and ¢; denote the trivial path at vertex i. By the tensor structure of rep(Q) (E2.1.1), we have
the following.

S@)j = and S(i)e =0, ¥ a € Qy, (E2.4.1)

Lemma 2.5 Let S(i) be the simple left k Q-module defined as above and M in rep(Q). Then
S(i) ® M is isomorphic to a direct sum of finitely many copies of S(i).

In the above lemma, S(i) ® M could be 0.
Proposition 2.6 Let M be in rep(Q). Then
fpd(M) > d,
where d = lErgleg;{dim((M)v)}.

Proof Let a = dim(M), and let ¢g = {S(v)} for v € Qp. Then
Homyep(0) (S(v), M ® S(v)) = Homyep() (S(v), S(v)®*) = k®

which implies that A(¢g, M ® —) = (a)1x1. Therefore fpd(M) > a for all a. The assertion
follows. o

Note that fpd(M) may be infinite as the next example shows (and as predicted by
Lemma 6.4).

o
Example 2.7 Let Q be the Kronecker quiver 1 T> 2 . Let S(1) be defined as in (E2.4.1).
For every ¢ € k, we define an object in rep(Q):

a=Id

M, = k *ﬁ) k. (E2.7.1)
=c

Then M. is a brick object (and such an object is also called a band module of Q [13, pp.
160-161]). It is easy to see that Hom(M,, S(1)) = k and that {M., M} is a brick set if
¢ # c'. As a consequence, {M,, | ¢ € k} is an infinite brick set.

Let T be any finite subset of k and let ¢ := {M,. | ¢ € T}. The A(¢, S(1) ® —) isa
|T| x |T| matrix in which all entries are 1. Then p(A(¢, S(1) ® —)) = |T|. Since k is
infinite, we obtain that fpd(S(1)) = oo.

Let us consider a slightly more general situation.

Example 2.8 Suppose Q is another quiver and p; and p; are two paths from vertex i to vertex
J that do not intersect except at the two endpoints. Then we can consider a similar brick object
M. so that

k  if v isin either p; or py,
(Me)y = .
0  otherwise,

1d if « is in either p; or p», but not the first arrow in ps,
(Mc)q = §cld  if « is the first arrow in po,
0 otherwise,
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or, similar to (E2.7.1), we can write it as

Then {M,, | ¢ € k} is an infinite brick set.

We will use this example later.

3 Discrete categories

In this section we will prove some basic lemmas for monoidal abelian categories that are
needed in the proof of Theorem 0.4. We start with a definition.

Definition 3.1 Let C be a monoidal abelian category. We say C is discrete if

(a) C is Hom-finite, namely Hom¢ (M, N) is finite dimensional over k for objects M, N in
C,
(b) every object in C has finite length,
(c) C has finitely many simple objects, say {Si, ..., S,}, up to isomorphisms, and
(d) for all simple objects S; and S; in C,
S TN
ses;=o L= (E3.1.1)
0 ifi # j.
Note that an essentially small category C satisfying condition (b) is called a length category
[24,43].
Let Q be a finite quiver. Then there is a canonical monoidal abelian structure on rep(Q)

induced by the weak bialgebra structure defined in Lemma 2.1. The following lemma follows
immediately from the definition, see (E2.1.1).

Lemma 3.2 Let Q be a finite acyclic quiver. Then the canonical monoidal abelian structure
on rep(Q) is discrete.

For the rest of this section we assume that C is discrete. As a consequence, C is a Krull-
Schmidt category. For M € C, let £(M) denote the length of C. Let /C(M) denote the
isomorphism class of all (possibly repeated) simple subquotients of M. This can be obtained
by considering any composition series of M. Even though composition series of M is not
unique, / C(M) is unique, so well-defined.

Lemma 3.3 Let C be a Hom-finite monoidal abelian category with finitely many simple
objects. Let 1 be the unit object.

(1) £(—) is additive.

(2) For every nonzero object M there is a simple object S € 1C(1) such that S @ M # 0.
By symmetry, there is a simple object T € IC(1) suchthat M @ T # 0.

(3) If S € ICQ) and T is a simple object in C, then S ® T is either 0 or a simple object.
For each T, there is only one S € IC(1) such that S ® T # 0.

(4) The multiplicity of any simple object S in IC(1) is 1.
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) IfS, T € IC(1), then

S ifS=T

ST =
® 0 ifS#T.

(6) Cisdiscrete if and only if S € IC(1) for all simple objects S.

Proof (1) Clear from the definition.
(2) By part (1), we have

(M) =LA@M)= Y ((S®M). (E3.3.1)
SelC(1)

Therefore there is an S € IC(1) such that S ® M # 0.
(3) fS®T # 0, then, by (E3.3.1), we have

=D =tA®T)= Y LS'®T)=LSQT)= 1.
S’elC(1)

Therefore £(S ® T) = 1 and £(S’ ® T) = 0 for all other S’ € IC(1).

(4) This follows from (E3.3.1) by taking a simple object M with S ® M # 0.

(5) Itremains to show that S® 7 = 0 if S and T are distinct elements in / C(1). Suppose on
the contrary that U := S® T # 0. By part (3), it is a simple object. Since U = S® T is
a subquotient of 1 ® 1, U is in IC(1). Since S # T, we have either U # Sor U # T.
By symmetry, we assume that U # S. By part (3), there is only one W € IC(1) such
that W @ U # 0. This implies that W @ S #= 0 as U = S ® T. There are two different
objects, namely, S, U € IC(1) suchthat W®S # Oand W®U # 0. By the left-version
of part (3) this is impossible. The assertion follows.

(6) If IC(1) contains all simple objects, then by part (5), C is discrete. Conversely, suppose
C is discrete. For every simple object T, by part (2), there is an § € IC(1) such that
S ® T # 0. By the definition of discreteness, T = S.So T € IC(1). O

Proposition 3.4 Let A be a finite dimensional algebra of finite global dimension. Suppose that
(A — mod, ®) is a discrete monoidal abelian category. Then, for any simple left A-module
S and any M € A — mod,

M®S=s®
where n is the number of copies of S in the the composition series of M.
Proof By the 'no loops conjecture’, which was proved by Igusa [36],
Extl (S, 5) = 0. (E3.4.1)

By definition, — ® — is biexact. Hence M ® S has a composition series that is induced
by the composition series of M. Let T be a simple subquotient of M. Then T ® S is either
SwhenT = Sor0if T 2 S. Thus M ® S has a composition series with each simple
subquotient being S. The assertion follows from (E3.4.1). O

Recall that ®V is the canonical tensor given in (E2.1.1). We have an immediate conse-
quence.
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Corollary 3.5 Let Q be a finite acyclic quiver. If (rep(Q), ®) is another discrete monoidal
abelian structure on rep(Q), then for any M € rep(Q) and any simple representation S over

0,
MQS=MQ'S
where Q" is defined as in (E2.1.1).

There are a lot of monoidal categories that are not discrete. For example, for a finite
quiver Q, if rep(Q) is equipped with other bialgebra structure, it may not be discrete, see
Proposition 7.7(a-d). We conclude this section with the definition of a discrete action.

Definition 3.6 Let C be a monoidal abelian category acting on an abelian category .4. Assume
that both C and A satisfy Definition 3.1(a,b,c). Let {71, . .., T,,} (respectively, {S1, ..., Sn})
be the complete list of simple objects in C (respectively, .A), where m > n. The action of C
on A is called discrete if

(d)’ there is a permutation o € S, such that
S; if j=o0(@)

T,08 =
7o if j#£03).

(E3.6.1)

4 Proof of Theorem 0.4

The aim of this section is to prove Theorem 0.4. We need first recall some facts from repre-
sentation theory of quivers.

Proposition 4.1 [4, Proposition 2.5 in Chapter VII] Let Q be a finite, connected, and acyclic
quiver and M be a brick such that there exists a € Qg with dim(M), > 1. Let Q' be the
quiver defined as follows: Q" = (Qy, Q}), where Qj = Qo U (b}, Q| = Q1 U {a}; and
a : b — a. Then kQ' is of infinite representation type.

By duality and Proposition 4.1, if « is an arrow of the form a — b, then kQ’ is also of
infinite representation type.

Lemma 4.2 [4, Corollary 5.14 in Chapter VII] If Q is a quiver of type ADE, see [4, p. 252],
then every indecomposable representation of Q is a brick.

Recall from Definition 1.4(3) that an algebra A is wild or of wild representation type if
there is a faithful exact embedding of abelian categories

Emb : k{xy, x3) —mod — A := A —mod (E4.2.1)

that preserves indecomposables and respects isomorphism classes (namely, for all objects
My, M5 in k(x, xp) — mod, Emb(M) = Emb(M;) if and only if M| = Mj). A stronger
notion of wildness is the following. An algebra A is called strictly wild, or fully wild, it Emb
in (E4.2.1) is a fully faithful embedding [1, Proposition 5]. By definition, strictly wild is wild,
but the converse is not true. It is well-known that a wild path algebra kQ is always strictly
wild, see a comment of Gabriel [23, p. 140] or [1, Proposition 7].

Lemma4.3 Let A be a finite dimensional algebra that is strictly wild. Let C be an abelian
category containing A as a full subcategory. Then C contains an infinite connected brick set.
As a consequence, if Q is a finite acyclic quiver that is wild, then rep(Q) contains an infinite
connected brick set.
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Proof The consequence follows from the fact that a wild quiver is strictly wild. So we only
prove the main assertion.
Let A be strictly wild. By definition, there is a fully faithful embedding

Emb : k{x1, x3) —mod — A — C.

For each ¢ € k, let M(c) denote the 1-dimensional simple module k(xp, xz)/(x; —
c,xp) and let N, be Emb(M,). By taking a free resolution M (c), one can check that
Extﬂl“m,xz)(M(c), M(c")) # 0 for all ¢, ¢’. Hence {M(c) | ¢ € k} is an infinite connected
brick set in k(xi, xo) — mod. Since Emb a fully faithful embedding, {N. | ¢ € k} is an
infinite connected brick set of C. m]

Lemma 4.4 Let C be an abelian category of finite global dimension and let T be the bounded
derived category D?(C). Suppose that

(1) T is triangulated equivalent to D (B —mod) for a finite dimensional hereditary algebra
B via tilting object X, namely,

RHom7 (X, —) : T — D?(B — mod)

is a triangulated equivalence where B = RHom7 (X, X), and
(2) C contains an infinite (respectively, infinite connected) brick set.

Then B — mod contains an infinite (respectively, infinite connected) brick set.

Note that, if C = A — mod for some finite dimensional algebra A and if 7 is triangulated
equivalent to D? (B — mod), then, by tilting theory, the existence of X is automatic.

Proof of Lemma 4.4 We only prove the assertion for “infinite brick set”. The proof for “infinite
connected brick set” is similar.
Let

F :=RHom7(X,—):7 — Db(B — mod)

be an equivalence of triangulated categories. Let {N(¢) | ¢ € U} be an infinite brick set of C
by hypothesis. Then

{F(N(0)) | c €U}

is an infinite brick set of D?(B — mod). Since X has finite projective dimension, there is an
integer n independent of ¢ € U such that

H'(F(N(c))) = 0 forall |i| > n. (E4.4.1)

Note that B — mod is hereditary, which implies that every indecomposable object in D?(B —
mod) is of the form M[i] for some indecomposable object M € B —mod and for some i [38,
Section2.5]. By (E4.4.1), F (N (c)) = M_[i.] for some indecomposable object M. € B—mod
and some integer |i;| < n. Since U is infinite, there is an infinite subset U’ C U such that
i. is a constant for all ¢ € U’. Let iy denote such i.. Thus {M.[ig] | ¢ € U’} is an infinite
brick set in D?(B — mod). Since the suspension [1] is an isomorphism of D?(B — mod),
{M, | ¢ € U'} is an infinite brick set in D?(B — mod). Finally, using the fact that B — mod
is a full subcategory of DP(B — mod), we obtain that {M. | ¢ € U’} is an infinite brick set
in B — mod. O
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Lemma 4.5 Let A be afinite dimensional hereditary algebra that is not of finite representation
type. Then the abelian category A — mod contains an infinite brick set. As a consequence, if
Q is a finite acyclic quiver not of type ADE, then rep(Q) contains an infinite brick set.

Proof By [4, Theorem 1.7 in Chapter VII] every such A is Morita equivalent to a path algebra
k Q for some finite acyclic quiver Q. By Lemma 4.4, we may assume that A is kQ.

Since A is not of finite type, Q is not of finite type. Lemma 4.3 settles the case where Q
is of wild representation type.

Case 1: Q is of type A. Since Q is acyclic, there exist two different paths p; and ps from
v to u, where v # u € Qg. We can further assume that the length p; is smallest among all
such choices. In this case, rep(Q) contains an infinite brick set by Example 2.8.

Case 2: Q is of type DE. We consider a slightly more general situation and then apply the
assertion to the special case (see quivers in [4, Corollary 2.7 in Chapter VII]). If there exists
a subquiver Q' of Q and an indecomposable representation M of Q' satisfying:

(a) Q'isaquiver of type D or E,
(b) there exists x € Qy, dim(M), > 1,
© {y} € 00\Q),

(d) there exists an arrow @ € Q1 suchthato : y — x,

then we construct a new representation M (1) as follows:

(M), ifveQ (Mg if B e 0]
(M) = {k ifv=y (M()p = {x if =«
0 otherwise, 0 otherwise,

where A : k — (M), is a k-linear map.

Then by the proof of [4, Proposition 2.5 in Chapter VII], each M () is a brick and there
exists infinitely many pairwise non-isomorphic bricks of the form M (4). In fact, the proof of
[4, Proposition 2.5 in Chapter VII] shows that there is an infinite set of U := {A : k — M.}
such that Homyep(oy (M (1), M()')) = 0 for all A, A" € U. This means that rep(Q) contains
an infinite brick set. Dually, If we change the condition (d) into (d)’:

(d)’ there exists an arrow @ € Q1 such thato : x — y,

we can still construct an infinite brick set as above.
Now we go back to a quiver of type DE. By Lemma 4.4, we can assume that

(e) Q’is one of the quivers in [4, Corollary 2.6 in Chapter VII.2], and that
(f) (c) and (d) hold.

Note that (e) implies that (a) holds. By [4, Corollary 2.6 in Chapter VIL.2], (b) holds. Therefore
we proved that rep(Q) contains an infinite brick set. O

Lemma 4.6 Let C be a monoidal abelian category acting on an abelian category A. Assume
that both C and A satisfy Definition 3.1(a,b,c). Suppose that

(a) A contains an infinite brick set, and that
(b) the action of C on A is discrete.

Then there is a simple T € C such that fpd(T) = oc.

Lemma 4.6 may fail if the action is not discrete. Let O be the Kronecker quiver in
Example 2.7 and A be its path algebra equipped with the cocommutative bialgebra structure
in Proposition 7.7(a). Then S(1) is the unit object in A and S2) ® M = §(2)®4mM) for
any M € A. Since all indecomposables in rep(Q) are well-understood, one can check that
fpd(S(1)) = fpd(S(2)) = 1 (details are omitted).
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Proofof Lemma 4.6 Let {N(c) | ¢ € U} is an infinite brick set of A and let {S, ..., S,} be
the complete list of simple objects in A up to isomorphism. For each 1 < i < n, define

U; :={c € U | Hom4(N(c), S;) # 0}.

Foreach ¢ € U, thereis an i such that Hom 4 (N (c), S;) # 0. Thisimplies that U = U?:l U;.
Therefore there is an i such that U; is infinite. Without loss of generality, we may assume
that U = U, is infinite.

Since the action is discrete, there is a simple object T € C such that 7 © S; = ;. Now
Hom 4(N(c), S1) # 0 implies that every simple subquotient of 7 ® N(c) is isomorphic to
S1. In particular, T ® N(c) contains a copy of S; for all c.

Let W be any finite subset of U and let ¢ = {N(c) | ¢ € W}. Using the above paragraph,

Hom4(N(c), T © N(c')) #0

for all ¢, ¢’ € W. This implies that p(A(¢, T © —)) > |W| and fpd(T) > |W]|. Since |W|
can be arbitrarily larger, fpd(7) = oc. O

The following is a part of Theorem 0.4.

Theorem 4.7 Let A be a finite dimensional hereditary algebra and let A = A — mod. Let
C be a monoidal abelian category satisfying Definition 3.1(a,b,c). Suppose that there is an
action of C on A that is discrete. Then the following are equivalent:

(a) A is of finite representation type,

(b) fpd(M) < oo for every irreducible object M € C,

(c) fpd(M) < oo for every indecomposable object M € C,
(d) fpd(M) < oo for every object M € C

Proof (a)—> (d): If A is of finite representation type, then A has only finitely many indecom-
posable objects. This means that there are only finitely many brick sets. Then, by definition,
fpd(o) is finite for every endofunctor o of A. In particular, fpd(M) is finite for every repre-
sentation M € C.

(d) = (¢) = (b): Clear.

(b) = (a): It suffices to show that if A is not of finite representation type, then fpd(M) =
oo for some irreducible representation M € C. The assertion follows from Lemmas 4.5 and
4.6. O

We will use the following lemma concerning a bound of spectral radius of a matrix.

Lemma 4.8 (Gershgorin Circle Theorem [27]) Let A be a complex n X n matrix, with entries
ajj. Fori € {1,...,n}, let R; = Zj# |a,~j| be the sum of the absolute values of the
non-diagonal entries in the i-th row. Let D(a;j;i, R;) € C be a closed disc centered at a;;
with radius R;. Then every eigenvalue of A lies within at least one of the Gershgorin discs
D(aji, R;). As a consequence, p(A) < max;{|a;i| + R;}.

Proposition 4.9 Suppose T is a triangulated category satisfying

(a) 7 is Hom-finite and hence Krull-Schmidt,

(b) there are objects {X1, ..., Xn} such that every indecomposable object in T is of the
form X;[m] for some 1 <i < N andm € Z, and

(c) for every two indecomposable objects X, Y in T, Hom7 (X, Y[m]) = 0 for |m| > 0.

Then the following hold.
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(1) fpd(o) < oo for every endofunctor o of T.
(2) IfCis a monoidal triangulated category acting on T, then fpd(M) < oo for every object
M e C.

Proof Let o be an endofunctor of 7. Since there are only finitely many X; in hypothesis (b),
we can assume that every o (X;) is a direct summand of
. @t

x=| P xil (E4.9.1)

i=1 j=—4

>

for some fixed 6 and &.
‘We make some definitions. Let

o = max{dim Hom+ (X;[s], X) | V s,i},
y = max{|s| | Hom7(X;[s], X) # O for some i}.

For any given finite brick set ¢, it is always is a subset of

D—1
o= (J (Xl Xnljl
j=7D

for some large D > 0. Since ¢ is a subset of &, we have
p(A(9,0)) < p(A(D, 0)).

By Definition 1.3(4), it is enough to show that p(A(®P, o)) is uniformly bounded on & (for
each fixed X as given in (E4.9.1)). For the next calculation we make a linear order on the
objects in ® as

o ={X[-D],..., Xy[-Dl}U{X[-D +1],..., XN[-D + 17}U (E4.9.2)

L UXG[D = 2], .., XNID = 2} U{X4[D — 11,..., Xy[D — 11}

and write is as ® = {Yy, ..., Yoy p}. Write the adjacency matrix A(®P, o) as (a;;). For each
pair (i, j), by definition,

a;j = dim Hom7 (X, [wi], 0 (X [w;1)) < dim Hom (X, [w;]. X[w;]) < e,
for some s;, s;, w;, w;; and by the ordering in (E4.9.2), we obtain

ajj=0 if|i —jl|>2N§+y+2.

Then each R; in the Lemma 4.8 is bounded by (2N§ + y + 2)«. By Lemma 4.8 (Gershgorin
Circle Theorem), there is a bound of p(A(®, o)) which is independent of D. Since every
finite brick set ¢ is a subset of ® for some large D, p(A(¢, 0)) has abound that is independent
of ¢. Therefore fpd (o) is finite as desired. ]

We will use the following special case. Recall that A = A — mod and that 7 = D?(A).

Corollary 4.10 Let A be a finite dimensional hereditary algebra that is of finite representation
type. Then every monoidal triangulated structure on T is fpd-finite.

Proof Since A is of finite type, we can list all indecomposable left A-modules {X1, ..., Xy}
Since A is hereditary, every indecomposable objectin 7 is of the form X;[s] forsome 1 <i <
N ands € Z[14, Lemma 3.3]. Finally, since A is hereditary, then Hom7 (X;, X j[m]) = O for
m # 0, 1. Thus 7 satisfies hypotheses (a,b,c) in Proposition 4.9. Then the assertion follows
from Proposition 4.9(2) by setting C = 7 and © = ®. O
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Lemma4.11 Let A be a finite dimensional hereditary algebra. Let C be a monoidal abelian
category satisfying Definition 3.1(a,b,c). Suppose that C acts on A via ©. Let Op be the
induced action of D?(C) onT. Let M be an object in C, also viewed as an object in Db ©).

(1) Ifn #0, 1, then fpd(M[n] ®p —) = 0.
(2) fpd(M Op —) = fpd(M © —).

Proof (1) Suppose n > 2. Let ¢ be a (finite) brick set. Since A is hereditary, every inde-
composable object is of the form X[m]. Then we can write ¢ = ez 1 where ¢, is either
empty or {X; 1[A], X»2[A], ..., Xa 5 [A]}. Since A is hereditary,

Hom7 (X, s[A], M[n] ©p Xs,+[8]) = Hom7 (X), s[A], (M O X5,¢)[n +68]) =0

forall A < §.Then A(¢p, M[n]®p —) is strictly upper triangular. Therefore p (A (¢, M[n]Op
—)) = 0. As a consequence the assertion follows.

The proof for n < 0 is similar.

(2) Let ¢ be a brick set as in part (1). Similar to the proof of part (1), also see [14,
Lemma 6.1], we obtain that A(¢, M ©p —) is a block lower triangular matrix. So we only
need to consider the case that ¢ = {X{[d], X2[d], ... X;[d]} for the same d. In this case,
A(p, M Op —) = A(¢[—d], M © —). Therefore the assertion follows. ]

Now we are ready to prove Theorem 0.4. We will use the notation introduced in Theorem
4.7 and Lemma 4.11.

Theorem 4.12 Let A be a finite dimensional hereditary algebra and let A = A — mod. Let
C be a monoidal abelian category satisfying Definition 3.1(a,b,c). Suppose that there is an
action of C on A that is discrete. Then the following are equivalent:

(a) A is of finite representation type,

(b) fpd(M) < oo for every irreducible object M € C,

(c) fpd(M) < oo for every indecomposable object M € C,

(d) fpd(M) < oo for every object M € C,

(e) fpd(M Op —) < oo for every indecomposable object M € D),
(f) fpd(M ©p —) < oo for every object M € D (C).

Suppose A is the path algebra k Q for some finite quiver Q. Then any of conditions (a) to (f)
is equivalent to

(g) O is a finite union of quivers of type ADE.

Proof By Theorem 4.7, the first four conditions are equivalent.
(a) = (f): This follows from Proposition 4.9 and the proof of Corollary 4.10.
(f) = (e): Clear.
(e) = (¢): This follows from Lemma 4.11(2). m]

Clearly Theorem 0.4 is a special case of Theorem 4.12.

5 mtt-structures of a monoidal triangulated category

First we recall the definition on a z-structure on a triangulated category. The notion of a
t-structure was introduced by Beilinson-Bernstein—Deligne in [7]. We make a small change
in the definition below.

@ Springer



3192 J.J.Zhang, J.-H. Zhou

Definition 5.1 Let 7 be a triangulated category.

(1) A t-structure on T is a pair of full subcategories (7=°, 729) satisfying the following
conditions.

(la) 7=0 € 7=! and 720 > T=! where we use notation 7=" = T7=9[—n] and 72" =
TZ0[—n].

(1b) If M € T=%and N € T=!, then Hom7 (M, N) = 0.

(1c) For any object X € 7, there is a distinguished (exact) triangle

M—X— N— M[1]
with M € 7<% and N € T=!.
(2) The heart of the t-structure is the full subcategory
70nT=°

which is denoted by H or H(7).

(3) [16, p. 1427] A t-structure is called bounded if for each X € 7T, there exist m < n such
that X € 7=" N 7=",

(4) [16, p. 1427] A bounded ¢-structure is called hereditary if Hom7 (X, Y[n]) = 0 for
n>2and X, Y € H.

As a classical example, if 7 is the derived category D”(A — mod), there is a natural
t-structure on 7 by setting 7= to be the complexes concentrated in degrees less than or
equal to 0 (and similarly for 7=9). In this case the heart of this -structure is A — mod.

Note that hereditary z-structures are very special. Even for the path algebra of a quiver Q of
type Az, there is a z-structure in Db (rep(Q)) that is not hereditary, see [39] for a classification
of t-structures of D?(rep(Q)) of a quiver of Dynkin type.

We would like to introduce a version of the ¢-structure in a monoidal triangulated category.
We use mtt for “monoidal triangulated 7 in the next definition.

Definition 5.2 Let 7 be a monoidal triangulated category in parts (1,2,3) and a triangulated
category in part (4).

(1) A t-structure (7=°, 729 on 7T is called an mzz-structure if the following conditions
hold.

(@ 7070 c7=0and 7= @ 7=0 ¢ 7=-1.
(b) Both 7=0 and 729 are closed under taking direct summands.
(c) There is an integer D > 0 such that 72P @ 72P € 72D,

(2) The minimal integer D in condition (c) is called the deviation of the mtt-structure of 7.
(3) The deviation of (7,1, ®) is defined to be

Dg(7T) = inf{ deviations of all possible mzt-structures of (7,1, ®)}.
(4) Suppose 7 is a triangulated category. The upper deviation of 7T is defined to be
UD(T) = sup{Dg(7) | all possible monoidal triangulated structures on7 }.
The lower deviation of T is defined to be

LD(T) = inf{Dg(7) | all possible monoidal triangulated structures on7 }.
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Example 5.3 We give two classical examples.

(1) If A is a finite dimensional weak Hopf algebra (or a weak bialgebra), then A — mod
has a natural monoidal abelian structure, and consequently, 7 := Db(A — mod) has an
induced monoidal triangulated structure. It is clear that 7 has a canonical mtz-structure
by setting 7=0 (respectively, 7=°) to be the complexes concentrated in degrees less
than or equal to O (respectively, greater than or equal to 0). In this case the deviation
of the mtt-structure is 0. If A is hereditary as an algebra, then the above z-structure is
hereditary.

By definition, Dg (7) = 0 when we consider the monoidal triangulated structure given
above. As a consequence, LD (7)) = 0 when 7 is considered as a triangulated category.
A special case is LD(D? (rep(Q))) = 0 for all finite acyclic quivers Q.

(2) If Xis a smooth projective scheme of dimension d, then 7 := D?(coh(X)) has a canon-
ical mrt-structure by setting 7= (respectively, 7=°) to be the complexes concentrated
in degrees less than or equal to O (respectively, greater than or equal to 0). If X is of
dimension 1, then the above #-structure is hereditary.

Note that the deviation of the canonical mtt-structure of 7 is at most d. By defini-
tion, Dg(7) < d with the natural monoidal triangulated structure. As a consequence,
LD(T) <d when 7 is considered as a triangulated category.

Lemma 5.4 Let T be a monoidal triangulated category with an mtt-structure (T=0, TZ0)
of deviation zero. Suppose that (T=°, TZ%) is a hereditary t-structure of T. Then the heart
of the mtt-structure is a monoidal abelian category.

Proof By [7, Theorem 1.3.6], the heart  is an abelian category.
Since 7 is a monoidal triangulated category, there is a unit object 1 € 7. First we claim
that 1 € H. By definition, there is a distinguished triangle

M—-1— N— M[1] (E54.1)
where M € 7<% and N € T=!. For any object X € H, since X ® — is an exact functor,
XM —>X—>XQN —> XQ®M[1]

is adistinguished triangle. However, XQN € T=1 as the deviation is zero. Then Hom(X, X®
N) = 0 by the definition of ¢-structure, and

XOM[IIZ(XQN)DX[1]=X® (N 1[1)). (B5.4.2)

By hypothesis the m¢t-structure is hereditary. By [16, Lemma 2.1], (E5.4.2) holds for all
X € 7. Take X =1, then M[1] = N & 1[1] and in (E5.4.1), the morphism from 1 to N is
zero. Hence 1 is isomorphic to a direct summand of M, which is in 7 =0

Similarly, for ¥ € 7=%and f : ¥ — 1[—1], there is a distinguished triangle:

y L 1-11 > z > vl

Apply the exact functor X ® — on the above triangle for all X € H, and then we obtain f = 0,
i.e.Hom(Y,1[—1]) = Oforall Y € 7=, Therefore, 1 € 72 Finally,1 € 72°N7T=0 = H.
Thus we proved the claim.

As for the tensor product bifunctor ®, since the deviation is zero, H is closed under ®.
Hence H is a monoidal category with the induced tensor product ®. The exactness of ® in
‘H follows from the exactness of ® in 7, see [16, p. 1426]. O
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Lemma 5.5 Let X be a smooth projective curve and let T be the monoidal triangulated
category D’ (coh(X)).

(1) The deviation of every hereditary mtt-structure on T is positive.
(2) For any finite dimensional weak bialgebra A, DP?(A — mod) with canonical monoidal
structure is not isomorphic to T as monoidal triangulated categories.

Proof (1) Suppose on the contrary that there is a hereditary m¢¢-structure on 7 with deviation
Zero.

Let H be its heart. By Lemma 5.4, H is a monoidal abelian category. Let O, be the
skyscraper sheaf at a point x € X. There is an integer n such that M := Oy[n] is in H. Then
M ® M is in ‘H. By an easy computation,

MROMZ=0O2n]® Ox[2n — 1] = M[n] ® M[n — 1]

which cannot be in H for any n. This yields a contradiction. Therefore the assertion follows.

(2) It is clear that the deviation of the canonical m¢¢-structure of Dg, (D?(A — mod)) is
zero [Example 5.3(1)]. This m¢¢-structure is also hereditary. Now the assertion follows from
part (1). ]

For the rest of this section, we will use Frobenius—Perron curvature, see Definition 1.3(5),
to study the uniqueness of mtt-structures with deviation zero, and then prove Theorems 0.5
and 0.7 .

Definition 5.6 Let C be a monoidal abelian category and M € C. The curvature of M is
defined to be

v(M) = Tim (£(M®"))7
n—o00
where ¢(—) denotes the length of an object.

Lemma 5.7 Let C be a monoidal abelian category satisfying Definition 3.1(a,b,c). Let A be
a finite dimensional weak bialgebra and A be A — mod. Let M be an object in C or A.

(1) If M is inC, then
fpv(M) < v(M) < oo.
(2) If M isin A, then
fpv(M) < v(M) < dim M. (E5.7.1)
3) If A = KkQ for some finite acyclic quiver Q with the tensor defined as in (E2.1.1), then
fpv(M) = v(M) = {Ielzxo{dim(M),-}. (E5.7.2)
(4) If C is discrete, then, for every nonzero object M € C, fpv(M) is positive.

(5) Suppose that C acts on a general abelian category A such that the action is discrete in
the sense of Definition 3.6. Then, for every object M in C,

1 <fpv(M) < oo.
Proof (1) Let Hom denote Homc¢. Let

a = max{{(X; ® X;) | X; and X; are simple},
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and
B = max{dim End(X;) | X; is simple}.
Then, for any objects X and Y in C, we have
L(X®Y) <al(X)L(Y), (E5.7.3)
and
dim Hom(X, Y) < Be(X)¢(Y). (E5.7.4)

By induction, £(X®") < «"~1¢(X)" which implies that v(X) < al(X) < oo.
Given a brick set ¢ = {X1, ..., X, }, define £(¢) := ?ag{E(X)}. By Lemma 4.8,
€

p(A(p, M®" Q¢ —)) < ,max ZdlmHom(Xl,M®”®X )

.....

By (E5.7.3) and (E5.7.4), we have
dim Hom(X;, M®" ® X ;) < afl(X;)(C(M®") (X))
< aB(L($))*(L(M®™))
< apE(@)* (M) +¢)")
for arbitrary small ¢ > 0 and for n > 0. Therefore,

P(A($, M®" @c =) < afr(t(@))* (M) +&)"),

which implies that

p(A(p, M®" @c )7 < (afr(dim $)>)r (v(M) + ), (BE5.7.5)

for n > 0. When n — oo, the limit of right side of inequality (E5.7.5) is v(M) + €, so
fpv(M) < v(M) + ¢ for every small ¢. The assertion follows.
(2) It follows from Definition 1.8 that

dimM ® N < (dim M)(dim N) (E5.7.6)
for all M, N € A. Itis also clear that
dim Hom 4 (M, N) < dim Homy (M, N) = (dim M)(dim N). (E5.7.7)

By (E5.7.6), dim M®" < (dim M)", which implies that v(M) < dim M. Now the assertion
follows from part (1).

(3) Let ¢ = {S(i)} where i is a vertex of Q. Write dim(M); = d;. Then p(A(¢, M®")) is
the integer d;' and nlggo p(A(p, M®"))$ = d;. Hence fpv(M) > d; for all i. It is clear that
v(M) = max{d; | i € Qp}. Therefore part (1) implies that fpv(M) = v(M).

(4) Suppose A is discrete. Then there is a simple object S such that M ® § # 0 and
Hom 4 (S, M ® S) # 0. By induction, one can show that Hom 4(S, M®"* ® S) # 0 for all .
Therefore fpv(M) > 1.

(5) Using a similar proof of part (1), one sees that fpv(M) < oo. Using the proof of part
(4), one can show that fpv(M) > 1. Details are omitted. m}
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Remark 5.8 (1) Let C be a monoidal abelian category acting on an abelian category .A.
Assume that C satisfies Definition 3.1(a,b,c). The action of C on A is called fpv-positive
if
(e) fpv(M) > O for every nonzero object M in C. We say C is fpv-positive if the natural

action of C on itself is fpv-positive.

(2) By Lemma 5.7(5) if an action of C on A is discrete, then it is fpv-positive.

(3) Suppose an action of C on A is fpv-positive. Let C’ be a monoidal abelian subcategory
C. Then the induced action of C’ on A is fpv-positive. In general, such an action is not
discrete.

(4) There are other natural examples that the action of C on A is not discrete, but fpv-positive,
see below.

If A is a finite-dimensional bialgebra and let C = A — mod, then C is fpv-positive.
Let 0 # M € C and let Sy be a simple submodule of M. Then M ® Sy # 0 as
dim M ® So = dim M dim Sy (when A is a bialgebra). For each i > 1, we define S;
inductively to be a simple module of M ® S;_1. So S; € M ® S;_; foralli > 1.
Continuing this process, we will obtain a set of simple object I' = {Sp, S, S2, ...}
Since A has finite many simples, |I'| < co. Hence, there exists m < n € Z*, such that
Sy = Sp. For all i > n, we redefine S; to be S; _i(u—m) Where k is an integer such that
m<i—k(m—n)<n.

By the construction, we have, for alli > m and all s > 0,

dim Hom(S;4+1, M ® S;) > 1 and dim Hom(S; 5, M® ®S;) > 1.

Therefore, by taking the brick set ¢ = {S,,, Sm+1, ..., Sy}, one sees that, for each
s, A(¢, M® ® —) is a non-negative matrix that contains a permutation matrix. As a
consequence, p(A(¢, M® ® —)) > 1 for all s > 1, which implies that fpv(M) > 1.

(5) Inrep(Q) where the tensor defined as in (E2.1.1), fpv(M), unlike fpd(M), is an invari-
ant only dependent on the the dimension vector of M (which is independent of the
orientations of arrows in the quiver).

Next we investigate m¢¢-structures on DP(0).

Lemma 5.9 Suppose that a monoidal abelian category C acts on an arbitrary abelian category
A. Let T = D?(C). Assume that

(a) the above action is either discrete or fpv-positive,
(b) C is hereditary, and
(c) (720,720 s any hereditary mtt-structure of deviation zero on T.

Let H be the heart of the above mtt-structure. Then the following hold.

(1) [16, Lemma 2.1] If M is an indecomposable object in T, then M is in T=b N TZ for
some integer b.

(2) If M € C, then M is in the heart H.

(3) The mitt-structure (T=<9, 720) given in (c) is the canonical mtt-structure of 7.

Proof (2,3) We only prove this when the action is discrete. First we claim that fpy(M © 7 —) >
0if 0 £ M e C. Itis clear that

fpv(M O —) = fpv(M O¢ —).

Now the claim follows from Lemma 5.7(5).
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Let M be an indecomposable objectin C. Then M € T="NT= for some b.If b # 0, then
M®" ¢ T="0 0 T="b by Definition 5.2(a,c). For any fixed brick set ¢, A(¢p, M®" O —) is
zero for n > 0 by the hereditary property of Definition 5.1(4). Therefore fpv(M ©7 —) = 0.
By the first paragraph, fpv(M ©7 —) > 0, yielding a contradiction. Therefore b = 0, or
equivalently, M € 7=0 N 720 =: . This implies that C € H. By [16, Lemma 2.1] and
[59, Lemma 3.6], C = H, and consequently, the m¢¢-structure (7° =0 7 ZO) in hypothesis (c)
must be the canonical mtt-structure of 7. O

The following is basically Theorem 0.7.

Theorem 5.10 Let A be a finite dimensional hereditary weak bialgebra. Suppose that the
monoidal abelian category A is either discrete or fpv-positive.

(1) There is a unique hereditary mtt-structure with deviation zero on D?(A).
(2) The A is the heart of any hereditary mtt-structure with deviation zero on DP(A).
(3) The A is uniquely determined by the monoidal triangulated structure on D?(A).

Proof Let C = A. Then we can easily check all hypotheses in Lemma 5.9. Then part (1)
follows from Lemma 5.9(3).
(2, 3) Follow directly from part (1). ]

Proof of Theorem 0.5 1f A is a bialgebra, by Remark 5.8(4), A is fpv-positive. Therefore the
hypothesis of Theorem 5.10 is satisfied. Now the assertion follows from the uniqueness of
hereditary m¢t-structure with deviation zero in Theorem 5.10. O

Proof of Corollary 0.6 Let Q and Q' be two quivers such that D?(rep(Q)) and D (rep(Q"))
are equivalent as monoidal triangulated categories. By Theorem 0.5, this equivalent induces
an equivalence between rep(Q) and rep(Q’).

Recall that Q and Q' are acyclic. For each acyclic quiver there are finitely many simple
representations, say {S;}?_,, that are associated to vertices {1, ..., n} of the quiver. The
correspondence between those simple representations gives rise to a bijective map f : Qo —
Q6. By [4, Lemma 2.12, p. 84], dim Ext!(S;, §;) is the number of arrows from vertex i to
vertex j. Therefore the number of arrows from f(i) to f(j) is the same as that from i to j.
Thus Q = Q. O

6 Proof of Theorem 0.3

The proof of Theorem 0.3 uses several results about weighted projective lines and takes
several pages in total. The final step of the proof is given at the end of this section. First we
recall some basic definitions concerning weighted projective lines. Details can be found in
[26, Section 1].

Fort > 1, let p := (po, p1,..., pr) be a (t + 1)-tuple of positive integers, called the
weight or weight sequence. Let D := (X, A1, ..., A;) be a sequence of distinct points of the
projective line P! over k. We normalize D so that A9 = 00, A; = 0 and Ay = 1 (if t > 2).
Let R denote the commutative algebra

K[ Xo, X1, ..., X, /(XD = xP + 5,x00 i =2,...,0). (E6.0.1)
The image of X; in R is denoted by x; for all i. Let IL be the abelian group of rank 1 generated
by Yl) fori = 0,1, ..., and subject to the relations
— — — —
pPoXo =---=piXxi =---=piXx; = C.
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The algebra R is L-graded by setting degx; = X, . The corresponding weighted projective
line, denoted by X(p, D) or simply X, is a noncommutative space whose category of coherent
sheaves is given by the quotient category

L
_R
coh(X) = 2

see [45, p. 155].
The weighted projective lines are classified into the following three classes:

domestic if p is (p,q), (2,2,n),(2,3,3),(2,3,4), (2,3,5);
X is {rubular if p is (2,3,6),(3,3,3), (2,4, 4), (2,2,2,2): (6.0.2)
wild otherwise.

In [58, Section 4.4], domestic (respectively, tubular, wild) weighted projective lines are called
parabolic (respectively, elliptic, hyperbolic). Let X be a weighted projective line. A sheaf
F € coh(X) is called forsion if it is of finite length in coh(X). Let T or (X) denote the full
subcategory of coh(X) consisting of all torsion objects. By [58, Lemma 4.16], the category
T or (X) decomposes as a direct product of orthogonal blocks

t
Tor(X) = [1 Tory x [[Ton, (E6.0.3)
x€PN\{A0, A1) i=0

where Tor, is equivalent to the category of nilpotent representations of the Jordan quiver
(with one vertex and one arrow) over the residue field k, and where T ory, is equivalent to
the category of nilpotent representations over k of the cyclic quiver of length p;. A simple
object in coh(X) is called ordinary simple (see [26]) if it is the skyscraper sheaf Oy of a
closed point x € P'\{ro, A1, ..oy A}

Let Vect (X) be the full subcategory of coh (X) consisting of all vector bundles. Similar to
the elliptic curve case [12, Section 4], one can define the concepts of degree, rank and slope
of a vector bundle on a weighted projective line X; details are given in [58, Section 4.7] and
[46, Section 2]. For each 1 € Q, let Vect, (X) be the full subcategory of Vect(X) consisting
of all semistable vector bundles of slope . By convention, Vects (X) denotes Tor (X). By
[58, Comments after Corollary 4.34], every indecomposable object in coh(X) is in

U Ve .
neQU{oo}
The dualizing element of X is denoted by

n
wyi=(t—-2)7 — Z ¥, el. (E6.0.4)

i=1

Below we collect some nice properties of weighted projective lines. The definition of a
stable tube (or simply tube) was introduced in [56].

Lemma 6.1 [14, Lemma 7.9] Let X = X(p, D) be a weighted projective line.

(1) coh(X) is noetherian and hereditary.
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2

D (ep(Ap)) if p=(p.q).
Dl(rep(D,)) if p= (2.2, n),
Db(coh(X)) = Db(rep(IEG)) if p=(2,3,3),
DP(rep(Er))  if p=(2,3,4),
D (rep(Eg))  if p=(2,3,5).

(3) Let S be an ordinary simple object in coh(X). Then Extég (S,8) =k

@) If X is tubular or domestic, then Extég(X, Y) =0forall X € Vect,y(X) and Y €
Vect, (X) with ' < p.

(5) If X is domestic, then Extég(X, Y)=0forall X € Vect,y(X) and Y € Vect, (X) with
w << oo

(6) Suppose X is tubular or domestic. Then every indecomposable vector bundle X is
semistable.

(7) Suppose X is tubular and let v € Q. Then each Vect, (X) is a uniserial category.
Accordingly indecomposables in V ect,, (X) lies in Auslander—Reiten components, which
all are stable tubes of finite rank. In fact, for every p € Q,

Vect, (X) = Vectoo(X) = Tor(X).

Lemma 6.2 Let X = X(p, D) be a weighted projective line.

(1) [45, Theorem 2.2(ii)] Let T be D?(coh(X)). Then T has Serre duality in the form of
Hom7 (X, Y)" = Hom7 (Y, S(X)),

where the Serre functor S is —(wg)[1] and where the dualizing element wy is in (E6.0.4).
(2) [47, Proposition 1.10] Each indecomposable vector bundle has a nonzero morphism to
Tory for every point x in P

The following linear algebra lemma is needed to estimate the spectral radius of some
matrices.

Lemma 6.3 Let I' be the n x n-matrix (a;j)nxn where

1 ifi=1,orj=1,

W= 0  otherwise. (E6.3.1)
Then the spectral radius p(T") > /n.
Proof 1t is not hard to check that the characteristic polynomial of T is
) =x"=x"T— =" 2 =x"22—x — (n— D).
Then
p(r) = 23 ;”_3 > .
O

Lemma 6.4 Suppose T be a triangulated category satisfying

(a) there is an infinite brick set ¢,
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(b) there is a brick object B in T such that Hom7 (B, X) # 0 forall X € ¢,

(¢c) there is an integer m such that Hom7 (B[s], X) = Hom7 (X, B[s]) =0 forall X € ®
and for all |s| > m,

(d) 7 has a Serre functor S, and

(e) there is an integer mg such that Hom7 (B[mg], S(X)) # 0 forall X € ¢.

Let C be a monoidal triangulated category acting on T. Then there is an object M € C such
that fpd(M) = oo.

Proof In the following proof let © denote the action of C on 7 and Hom denote Hom .
By condition (d), 7 has a Serre functor S : 7 — 7 such that

Hom(X, Y)* = Hom(Y, S(X)) (B6.4.1)

forall X,Y in7.

Let 1 € C be the unit object with respect to the monoidal tensor of C. Let m and m be the
integers given in conditions (c) and (e), and let M be the object 1{m] & 1 & 1[my —m]inC.
It is enough to show that fpd(M) = oo. Let ¢, be a brick set consisting of (n — 1) objects in
¢ and one extra special object, namely B[m], where m is in condition (c). Write

¢i‘l = {Xl = B[m]5X25X37'~'7Xn}

where X; € ¢ foralli =2,3,...,n.Let A := (g;;) denote the adjacency matrix A(¢,, M ©
—). We claim that aj; # O and aj; # O forall i, j.
Case 1:

a1y = dimHom(B[m], M © B[m])
> dim Hom(B[m], 1 ® B[m])
= dim Hom(B, B)
=dimk =1 by condition (b).
Case 2: for every i > 2,
ay;; = dimHom(B[m], M © X;)
> dim Hom(B[m], 1[m] © X;)
= dim Hom(B[m], X;[m])
>dimk =1 by condition (c).
Case 3: for every j > 2,
aj; =dimHom(X;, M © B[m])
> dimHom(X j, 1[mo — m] ® B[m])
= dim Hom(X ;, B[mg])
= dim Hom(B[mg], S(X;)) by(E6.4.1)
>dimk =1 by condition (e).

Therefore we proved the claim. This means that every entry in A is larger than or equal
to the corresponding entry in I" as given in Lemma 6.3. By linear algebra,

p(A) = p(T) = /n
where the last inequality is Lemma 6.3. Then, by definition, fpd(M) > +/n for all n. Thus
fpd(M) = oo as desired. O
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Now we are ready to show that every monoidal structure on weighted projective line is
fpd-infinite.

Proposition 6.5 Let X be a weighted projective line and let T be D (coh(X)).

(1) Let C be a monoidal triangulated category acting on T. Then there is an object M € C
such that fpd(M) = oo.
(2) Every monoidal structure on T is fpd-infinite.

Proof Since part (2) is a special case of part (1), it suffices to show part (1). We need to verify
hypotheses (a)-(e) in Lemma 6.4.

Let ¢ be the set {O, | x € P'\{Xo, ..., A,}} and let B be the trivial bundle Ox. It is clear
that ¢ is infinite, so (a) holds. By Lemma 6.2(2), (b) holds. Since coh (X) has global dimension
1, (c) holds. By Lemma 6.2(1), DP(coh(X)) has a Serre functor S which is Ox (wp)[1] ®@x —.
Then S(O,) = O,[1] forall x € Pl\{ko, ..., A} Therefore (e) holds. Finally the assertion
follows from Lemma 6.4. O

Itis not hard to check that Proposition 6.5 also holds if X is an irreducible smooth projective
scheme of dimension at least 1.

We still need quite a few lemmas before we can prove Theorem 0.3. Recall that the
definition of fpd-wild is given in Definition 0.2(3).

Lemma 6.6 Let T be a triangulated category. Suppose that, for each n, there is a connected
brick set ¢ with |¢| > n.

(1) Let C be a Hom-finite Krull-Schmidt monoidal triangulated category acting on T. Then
there is an indecomposable object M € C such that fpd(M) = oo.

(2) Suppose further that T is Hom-finite Krull-Schmidt. Then every monoidal triangulated
structure on T is fpd-wild.

Proof Since part (2) is a special case of part (1), it suffices to show part (1).
Let (C, ®, 1) be a monoidal triangulated category acting on 7 where 1 is the unit object
of C. Write 1 as a direct sum of indecomposable objects

d
1= m;.
i=1
By hypothesis, for each n, there is a connected brick set ¢" with |¢"| > dn. Define
ol = (X €¢" | M © X #0).

Since X =10X = @;‘1:1 (M; ©® X) and X is indecomposable, there is exactly one i such that

M; ©X # 0, and for that i, we have M; ® X = X. Hence, for each n, ¢" is a disjoint union of

¢ fori =1, ...,d. By the pigeonhole principle, there is at least i such that |¢'| > n. This

implies that there is at least one j such that, with this fixed j, there is an infinite sequence
nj . . .

nj such that |¢j | > n ;. Using this sequence of brick sets, one sees that

Hom7(M;[—-1]® X, Y) = Hom7 (X, Y[1]) #0

forall X, Y € ¢r.lj. By definition, fpd(M;[—1]) > n; as |¢;lj| > nj.Since n; goes to infinity,
fpd(M;[—1]) = oo as desired. O
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Next we recall more detailed structures concerning weighted projective lines. Let p be
the weight of X and By = gcd(p; € p). Define v to be the group homomorphism from L to
7. such that v(?i) = l_[s;éi ps- It is easy to see that the image of v is ByZ. In fact, we can
assume that By = 1, so v : L — Z is a surjective morphism. Since rank(ker(v)) = 0, the
kernel of v is finite.

Lemma 6.7 Let X be a weighted projective line and let T be D?(coh(X)).

(1) Thereis apositive integer By, only dependent on’ X, such that, if w1, wy are in L satisfying
v(wy — w1) > By, then Homx (Ox(w1), Ox(@2)) # 0.
(2) Forevery N, there is a positive integer B3(N), only dependent on X and N such that

dim Homx (O(w1), O(@2)) < B3(N)
for all w1, wy in L satisfying 0 < v(wy — w1) < N.

Proof (1) We may assume that w; = 0. Let B; = (r — 1) ]_[2:0 pi. For wy € L with
v(wp) > By, write wp = Zi;é asXs+a; Xy where 0 < a; < ps forall0 <s <r— 1.
Since v(wy) > Bi, a; > 0. Then the w;-degree component of R (see (E6.0.1)) is not zero
and hence Homx (Ox, Ox(w2)) = Ry, # 0.

(2) Again we can assume that @; = 0. Since there are only finitely many w; such that
v(wy) is in between 0 and N. Let B3(N) be the maximum of all possible

dim Homx (O, O(w;))

where w; runs over all wp € Il such that 0 < v(w;) < N. Then the assertion follows. O

The next lemma concerns domestic weighted projective lines. Some un-defined terms can
be found in [44]. Let wg be the dualizing element defined in (E6.0.4).

Lemma 6.8 Let X be a weighted projective line.

(1) [44, Proposition 5.1(ii)] Suppose that the weight p is either (2,2, n), or (2,3, 3), or
(2,3,4) or (2,3,5). Let A be the attached Dynkin diagram and A its extended Dynkin
diagram. The Auslander-Reiten quiver I'(Vect(X)) of Vect(X) consists of a single
standard component having the form ZA. Moreover, the category of indecomposable
vector bundles on X, denoted by ind(Vect(X)), is equivalent to the mesh category of
I'(Vect(X)).

(2) Under the hypotheses of part (1), there is a finite set of indecomposable vector bundles
{Vi}ier such that every indecomposable vector bundle is of the form V;(nwy) for some
n € Z and some i € 1.

(3) [44, Sect. 5.1, page 217] If the weight p is of the form (p, q), then each indecomposable
vector bundle is a line bundle O(w) for w € L.

(4) Under the hypotheses of part (3), there is a finite set of indecomposable vector bundles
{Vi}ier such that every indecomposable vector bundle is of the form V;(nwo) for some
neZz.

Proof (2) There is a ([—1]-shifted) Serre functor F := —(wg) which is also a functor from
ind(Vect(X)) toitself. It is easy to check that v(wp) < 0. Then F induces an automorphism
of the Auslander—Reiten quiver I' (Vect (X)) by shifting forward a distance v(wq). Therefore
there is a finite set of indecomposable vector bundles {V; };<; such that every indecomposable
vector bundle is of the form V; (nwq) for some n € Z and some i € 1.
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(4) Since the map v : L — Z is a group homomorphism with finite kernel, there are
only finitely many w such that v(w) = 0. Similarly, there are only finitely many @ € L such
that v(w) =0, 1, ..., —v(wp) — 1. Then the set {O(w) | 0 < v(w) < —v(wp) — 1} has the
desired property. O

We introduce some temporary notation. By Lemma 6.8(2,4), if X is domestic, then there
is a finite set of indecomposable vector bundles, say K := {Ki, ... Kp,}, such that every
indecomposable vector bundle is of the form K (nw) forsome 1 < s < B4 and somen € Z.
(Here wg € L is the dualizing element given in (E6.0.4).) For each K we fix a sequence of
sub-bundles

0=:Vy0C V1 CVs2C---CVyy, =K, (E6.8.1)

such that each subquotient V; ; / Vs ;1 is aline bundle of the form Ox (wy,; ) for some wy ; € L.
Let ©2(X) be the collection of all such wy ;’s. Hence Q2 (X) is finite. Let

max(Q2) = max{v(w) | v € Q(X)},
min(2) = min{v(w) | ® € LX)}

For every vector bundle V, we write V = K (nwq) for some s and n. Then we fix a sequence
of sub-bundles of V := K (nwp) by applying —(nwp) to (E6.8.1). We have a series of
subquotients

Vs,i(nwo)/ Vs, i—1 (nwo) = Ox (wy,i + nap)

induced by (E6.8.1). Let v(V) denote the positive different between the largest of all v(wy ; +
nwo) and the smallest of all v(w;s,; 4+ nwo). Then it is clear that v(V) < max(£2) — min(€2).
So we have proved part (1) of the follows proposition.

Proposition 6.9 Let X be a domestic weighted projective line.

(1) Let V be an indecomposable vector bundle on X. Then the v(V) is uniformly bounded
by Bs := max(2) — min(£2).

(2) Let V be an indecomposable vector bundle on X. Then the rank V is uniformly bounded
by an integer Bg (only dependent on X).

(3) Suppose ¢ is a brick set consisting of vector bundles on X. Then the size of ¢ is uniformly
bounded by B (only dependent on X).

(4) Suppose ¢ is a brick set consisting of vector bundles on X. Then, up to a degree shift,
¢ is a subset of UQ/:_N K(nwo) for some integer N. As a consequence, ZV€¢ v(V)is
uniformly bounded, say, by Bg (only dependent on X).

(5) Fixavectorbundle V onX. Forevery brick set consisting of vector bundles {X 1, ..., X, },
dim Homx (X;, V ®x X ;) is uniformly bounded by Bo(V') for all i, j (only dependent
on'V and X).

(6) Fixavectorbundle V onX. Forevery brick set consisting of vector bundles {X 1, . . ., X},
dim Homx (V ®x X;, X ) is uniformly bounded by B1o(V) for all i, j (only dependent
on 'V and X).

Proof (2) This is part of [47, Theorem 6.1]. It also can be shown directly as follows.

Since every indecomposable vector bundle V' is of the form K;(w) for 1 < s < By, the
rank of V is uniformly bounded, say by Bs.

(3) Since v(wp) is negative, there is an Ny such that for all » > N and for all sy, 57,

V(Ws,.y,,) — v(ws;,1 — nwo) = By
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where Bj is the constant given in Lemma 6.7(1). By Lemma 6.7(1), for such n, sy, s2,
Homx (Ox (wy,,¥,,)), Ox (@51 — nwp)) # 0.
By (E6.8.1),
Homx (K, Ky, (—nwp)) # 0 (E6.9.1)

for all 51, s and all n > Nj.
Let ¢ be a brick set of vector bundles. We claim that |¢| < N;|K| =: By. If not, by the
pigeonhole principle, there is an s such that ¢ contains a subset

{Ks(niwo), ..., Ks(nqu)}
for some ¢ > Ny where ny < ny < --- < ngy. Then, by (E6.9.1),
Homx (K (ngwo), Ks(niwp)) = Homx (K, Ks((n1 — ng)wp)) # 0.

This contradicts that ¢ is a brick set. Therefore we proved the claim.

(4) Without loss of generality, we may assume that ¢ contains K. Let K (nwg) be any
other object in ¢. By (E6.9.1), |n| < N where N is given in the proof of part (3). Therefore
¢ is a subset of UQ’;_ , K(nawo). As a consequence, > xe # V(X) is uniformly bounded, say
by Bg.

(5) By part (4), up to a degree shift, we can assume that ¢ is a subset of Urllvzf ~y K(nwo)
for a fixed integer N. Note that the global degree shift will not change the assertion. Then
the assertion follows by the fact that Uflvz_ ~ K(nap) is a fixed set.

(6) Similar to the proof of part (5). ]

Lemma 6.10 Let X be a weighted projective line. Let T be D’ (coh(X)).

(1) Let M be a brick object in T. Then M = N[n] where n € 7 and there N € coh(X) is
either a vector bundle, or an ordinary simple Oy, or an indecomposable object in T or;,.

(2) Ifa brick set ¢ consists of indecomposable objects in Tor;,for some ) € P, then |¢| is
uniformly bounded by By (only dependent on X).

(3) IfMisabrickobjectinT or (X), then dim M is uniformly bounded by By, (only dependent
on X).

Proof (1) Tt is well-known that every indecomposable object in coh(X) is either a vector
bundle or a torsion sheaf. The assertion follows by (E6.0.3) and the fact that coh(X) is
hereditary.

(2) This is trivial if A € P\{A¢, ..., A;}. If A = A; for some i, Tor;, is a standard tube of
rank p; with pl.2 brick objects, see [15, Section 2.2]. So the assertion follows.

(3) By (E6.0.3), M € Tor, for some A € P. Itis trivial if A € P\{)g, ..., A;}. Now assume
that A = A;. All brick objectsin T ory, are givenin [15, Corollary 2.8]. As a consequence,
dim M < p;. The assertion follows. O

Since R in (E6.0.1) is commutative, there is a natural tensor product on coh(X), denoted
by ®x. Note that ®x is not (bi)exact. The derived category 7 := D’ (coh(X)) has a canonical
monoidal structure where the tensor functor is defined by

— Q7 — = — ®§Lg —

(the derived tensor product). Note that @7 is biexact so that 7 is a monoidal triangulated
category. Next we show that this monoidal triangulated structure is fpd-tame when X is
domestic.
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Theorem 6.11 Retain the notation introduced above. If X is domestic, then the canonical
monoidal triangulated structure on D?(coh(X)) is fpd-tame.

Proof Let T denote D?(coh(X)). By Proposition 6.5, T is fpd-infinite. By definition, it
remains to show that fpd(M) < oo for every indecomposable object M in 7.

Since M is indecomposable and coh(X) is hereditary, by [14, Lemma 3.3], M is of the
form N[n] for some N € coh(X) and n € Z. By Lemma 6.10(1), N is either a vector bundle
or a torsion. So we fix an N and consider the following two cases.

Case 1: N is a vector bundle. In this case N ®x — is exactand N ® 7 Y = N ®x Y for
allY € coh(X).

If n # 0, 1, by the proof of Lemma 4.11, fpd(N[n] ® 7 —) = 0. Now we deal with the
casen = 0 or M = N. Let ¢ be a brick set. By Lemma 6.10(1), we can write ¢ = sz ¢s.
with § integers ranging from small to large, where ¢s is either empty or of the form

{X5.108], X508, ..., Xs.5[61}
for some X5 ¢ € coh(X). Since
Hom7 (X;55[8], N ®7 Xy ¢[6']) =0

for all § > &', the adjacency matrix A(¢, N ®7 —) is a upper triangular block matrix. Now
the idea of [14, Lemma 6.1] implies that we only need to consider blocks, namely, we can
assume that ¢ = ¢s for some 3. For each block associated to ¢s, we can further assume that
8§ =0and ¢p = {X1, ..., X;} forsome X; € coh(X). Without loss of generality, we assume
that

¢ =d¢0=1{X1,.... X}

forsome X1, ..., X; € coh(X).If ¢ contains an ordinary simple Oy, then, by Lemma 6.2(2),
¢ does not contain any vector bundle. In this case, one can further decompose ¢ according
to (E6.0.3) so that A(¢, N ®7 —) is a block diagonal matrix. For each block, ¢ is either
{Oy} or consisting of objects in Tor;,. So we consider these two subcases. If ¢ = {O,},
it is easy to see that Hom7 (O, N ®7 Oy) has dimension bounded by the rank of N.
This is uniformly bounded. If ¢ is a subset of Tor;,, then there are only finitely many
possibilities [Lemma 6.10(2)]. Hence entries and size of the A(¢, N ®7 —) is uniformly
bounded. Therefore p(A(¢, N ® 7 —)) is uniformly bounded. The second case is when ¢
does not contain any ordinary simple O, . Then the size of ¢ is uniformly bounded by Propo-
sition 6.9(3) and Lemma 6.10(2). We claim that each entry in A(¢, N ®7 —) is uniformly
bounded, or d;; := dim Homx(X;, N ®x X ) is uniformly bounded for all X;, X; in ¢.
If both X; and X ; are vector bundles, the assertion follows from Proposition 6.9(5). If X;
isin Tory; and X; is a vector bundle, then d;; = 0. If X; is a vector bundle and X; is in
Tor,,, then d;; is bounded by rank(X;) rank(N) dim X ;, which is uniformly bounded by
Proposition 6.9(2) and Lemma 6.10(3). If X; and X ; are both in T or;,, then d;; is bounded
by (dim X;) rank(N)(dim X ;) which is uniformly bounded. Combining all these cases, one
proves that fpd (V) is finite by Lemma 4.8 (Gershgorin Circle Theorem).

Next we deal with the case n = 1 (namely, M = N[1]) and re-cycle some notation
used in the previous paragraphs. By Lemma 6.10(1), we can write ¢ = |Jscz ¢s, With
8 being integers ranging from small to large, where ¢s is either empty or of the form
{Xs,108], Xs5,2[8], ..., X5,5[8]}. Since coh(X) is hereditary,

Hom7 (X5,5[8], N[11 @7 X5 ¢[6']) =0
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for all s, s" and all § < §'. Therefore the adjacency matrix A(¢, N[1] ® 7 —) is a lower
triangular block matrix. For each block we can assume that § = 0 and ¢ = {X1, ..., X;} as
in the case n = 0. If ¢ contains an ordinary simple O,, then, by Lemma 6.2(2), ¢ does not
contain any vector bundle. In this case, one can further decompose ¢ according to (E6.0.3)
so that A(¢, N[1] ®  —) is a block diagonal matrix. For each block, ¢ is either {Oy} or
consisting of objects in Tory;. So we consider these two subcases. If ¢ = {O,}, then

Hom7(Oy, N[1]1 ®7 Oy) = Extk(Ox, N @1 Oy)

which is bounded by the rank(N). If ¢ is a subset of Tor;,, then there are only finitely
many possibilities, see the proof of Lemma 6.10(2). Hence the entries and the size of the
A(¢, N[1] ®7 —) are uniformly bounded. Therefore p(A(¢, N[1] @7 —)) is uniformly
bounded. The second case is when ¢ does not contain any ordinary simple Oy. Then the size
of ¢ is uniformly bounded by Proposition 6.9(3) and Lemma 6.10(2). We claim that each
entry in A(¢, N[1] ® 7 —) is uniformly bounded, or

d,'j := dim Homx (X;, N[1] ®x Xj) = dimExt;lg(X,', N ®x Xj)
= dim Homx (N ®x X, X;(wo)) = dim Homx (N (—wp) ®x X, X;)

is uniformly bounded for all X;, X; in ¢. Note that the third equality is Serre duality. If both
X; and X ; are vector bundles, the assertion follows and Proposition 6.9(6). If X; is in T ory,
and X ; is a vector bundle, we obtain that

djj < rank(X ;) rank(N(—wp)) dim X;,

which is uniformly bounded by Proposition 6.9(2) and Lemma 6.10(3). If X; is a vector
bundle and X is in Tor;,, then d;; = 0.1f X; and X ; are both in T ory,, then

dij < dim(X ;) rank(N (—wp)) dim X;,

which is uniformly bounded. Combining all these cases, one proves that fpd(N[1]) is finite
by Lemma 4.8 (Gershgorin Circle Theorem).

Case 2: N is a torsion. By definition, N @7 — = N ®§§ —.Ifn # —1,0, 1, a proof similar
to Lemma 4.11(1) shows that fpd(N[n]) = 0. We need to analyze the cases n = —1,0, 1.
The following proof is independent of 7.

Since N is torsion and indecomposable, by (E6.0.3), N is either in Tory or Tory,. We will
use Gershgorin Circle Theorem [Lemma 4.8]. Let ¢ = {X, ..., X} be any brick set in 7
and let (d;;)mxm denote the adjacency matrix A(¢, N[n] ®7 —) where

dl‘j = dim Hom7 (X;, N[n] ®71 Xj).
By Lemma 4.8, it suffices to show

(a) each d;; is uniformly bounded (only dependent on M := N[n]).
(b) For each j, there are only uniformly-bounded-many i such that d;; # 0.

Proof of (a): For each j, write X; = Y[s;] for some Y; € coh(X) and s; € Z. Since
N e Tory, Hy(X;) := H'(N[n] ®7 Xj)iszerofors #n +s5; — 1,n+s; and HY (X ;)
isin Tory fors =n+s; — 1, n +s;. Since coh(X) is hereditary,

NIl ®7 Xj = Y H'(NIn]®71 X)[-s],

see [16, Lemma 2.1]. If ¥; is a vector bundle, then

dim Hy (X ;) < (dim N)(rank(Y;))
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for all 5. If X; is torsion, then
dim Hy, (X ;) < (dim N)(dim Y;)

for all 5. In both cases, dim H* (X ;) is uniformly bounded by Proposition 6.9(2) and Lemma
6.10(3). Using the Serre duality and Proposition 6.9(2) and Lemma 6.10(3) again, one sees
that

> dim Hom (X;[t], H* (N[n] ®7 Xj)[s]) = Y _ dim Hom (X;[t], Hy (X )[s])

s, 1€l s,t

is uniformly bounded. Hence

dij = Hom7 (X;, N[n] ®T X;) = ZHOIHT(Xi, H'(N[n]l @7 X)[s])

is uniformly bounded.

Proof of (b): As noted before, fpd(N[n]) = 0 when n # —1,0, 1. So, in this proof,
we assume that n is —1 or 0 or 1. Without loss of generality, we only prove that there are
only uniformly-bounded-many i such that d;; # 0. By a complex shift, we can assume
that X1 € coh(X). Since coh(X) is hereditary, one can check that, if X; € coh(X)[m] for
|m| > 3, thend;; = 0.

For each m with |m| < 2, let ¢,, consist of ¥; € coh(X) such that X; = Y;[m] € ¢
and d;; # 0. If ¢, does not contain any ordinary simple O,, then, by Proposition 6.9(3)
and Lemma 6.10(2), |¢;,| is uniformly bounded. If ¢,, contain an ordinary simple O,, then
di1 # 0 implies that x is in the support of N ®x X 1. Therefore there are only finitely many
possible x. Further, X is either Oy or a vector bundle, and in the latter case, d;; # 0 implies
that N must be O,. In both case, N[n] ® 7 X is supported at x. Therefore ¢,, consists of a
single element O,. Combining above, we obtain that Z|m|§2 |¢m| is uniformly bounded. As
a consequence, (b) holds.

Now it follows by Lemma 4.8, fpd(N[n]) < co. Combining Cases 1 and 2, we finish the
proof. O

Now we are ready to prove Theorem 0.3.

Proof of Theorem 0.3 (1) If Q is of finite type, by Corollary 4.10 every monoidal triangulated
structure on Db(rep(Q)) is fpd-finite. The converse follows from Lemmas 6.1(2), 4.3
and 4.5 and Proposition 6.5.

(2) Suppose Q is tame. By Lemma 6.1(2) and Theorem 6.11, there is a fpd-tame monoidal
structure on 7. Applying Lemma 4.6 to A = C = rep(Q), there is a fpd-wild monoidal
structure.

(3) This follows from parts (1,2), Lemmas 4.3 and 6.6.

(4) This follows from part (1). m]

Corollary 6.12 Let Q be a finite acyclic quiver.

(1) Q is of finite type if and only if rep(Q) does not contain an infinite brick set.

(2) Q isof tame type if and only if rep(Q) contains an infinite brick set and does not contain
an infinite connected brick set.

(3) Q is of wild type if and only if rep(Q) contains an infinite connected brick set.

Proof (1) If Q is of finite type, rep(Q) contains only finitely many indecomposable objects.
So rep(Q) does not contains an infinite brick set.
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For the converse, we assume that kQ is of tame or wild type. By Lemmas 4.3 and 4.5,
rep(Q) contains an infinite brick set. This yields a contradiction. Therefore the assertion
follows.

(3) If Q is of wild type, by Lemmas 4.3, rep(Q) contains an infinite connected brick set.
Conversely suppose rep(Q) contains an infinite connected brick set. By Lemma 6.6, every
monoidal triangulated structure on Db (rep(Q)) is fpd-wild. By Theorem 0.3(3), Q is of wild
type.

(2) Follows from parts (1,3). m]

7 Examples

The natural construction of weak bialgebras associated to quivers, given in Lemma 2.1,
produces many monoidal triangulated categories by Lemma 1.9(2). The main goal of this
section is to construct other examples of (weak) bialgebras most of which are related to finite
quivers. We will see that, given a quiver Q, there are different weak bialgebra structures
on kQ such that the induced tensor products over rep(Q) are different from (E2.1.1). As a
consequence, there are several different monoidal abelian structures on rep(Q) generally. We
will also see that there are monoidal triangulated structures on derived categories associated
to noncommutative projective schemes. The first example comes from [35].

Example 7.1 This example follows some ideas from [35, Theorem 3.2]. Let Q be a quiver
with n vertices. We label vertices of Q as 1,2, ..., n. Suppose that 1 is either a source or a
sink, namely, Q satisfies the following condition, either

(1) there is no arrows from 1 to j for every j, or
(2) there is no arrows from j to 1 for every j.

Let e; be the idempotent corresponding to the vertex i, and we use p for a path of length at
least 1.
First we define a bialgebra structure on kQ by

elep) =1, Ae)) =e1®ey,
e(e)) =0, A(e) = Z(e’i Res+esQe)+e Qe

s<i

e(p)=0, A(p)=e1®p+pQRe

for all i > 1 and all paths p of length at least 1. It is routine to check that this defines a
cocommutative bialgebra structure on k Q.

By the above definition, A(x) = e; ® x + x ® e for all x in the ideal J generated by
arrows of Q (this is also the graded Jacobson radical of kQ). Let I be any sub-ideal of J.
Then it is clear that / is a bialgebra ideal of kQ. Therefore there is an induced bialgebra
structure on kQ/1.

Let Q is a finite acyclic quiver. Let (A, €) be a coalgebra structure on kQ. Suppose
|Qo| = n, then A is called a partitioning morphism (cf. [30, p. 460]) if

(1) there are Ey, ..., E, which are subsets of E = {(i, j) | 1 <i, j < n},
(2) E;NE; =0ifi # j,and
(3) forevery l <k <n,A(ex) = Y e ®ej.

(i, j)eEk
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Let Q(i, j) be the set of paths from vertex i to vertex j, then:

Proposition 7.2 [30, Proposition 4] Let Q be a finite acyclic quiver. Suppose kQ has a
coalgebra structure (kQ, A, ¢). Then kQy is a subcoalgebra of kQ and A is a prealgebra
map if and only if

(1) A is a partitioning morphism,
(2) Alar---am) = A1) -+~ Aloy) where o € Q1

3) Aa) € éh kQ@,i") ®kQ(j, j) forany a : k — L.
(i, J)EEL, (', j)EE]

Proof Note the fact that if kQg is a subcoalgebra of kQ and A is a prealgebra morphism,
then A is a partitioning morphism. The rest of the proof is similar to [30, Proposition 4], and
we omit it here. ]

Remark 7.3 (1) Following Proposition 7.2, our first step is to understand all weak bialgebra
structures on k®”. This is already a non-trivial task and we post it as a question.

Can we classify all weak bialgebra structures on k®"?

When n = 2, see Lemma 7.5 below.

(2) There are algebras A which do not admit any weak bialgebra structure. Let A be the
algebra k[x]/(x") for some n. Then A admits a (weak) bialgebra structure if and only
if n = p' where p = char k > 0 and 7 > 1. We give a sketch proof of one implication.
Suppose that A := k[x]/(x") is a weak bialgebra. Note that A is local which implies
that both the target and source counital subalgebras of A are k. As a consequence, A is
a bialgebra. So the augmentation ideal J := ker € is the Jacobson radical of A. So the
associated graded Hopf algebra gr; A, which is isomorphic to A as an algebra, is the
restricted enveloping algebra of a restricted Lie algebra. Therefore the k-dimension of
Ais p' for some ¢ > 1. The assertion follows.

(3) Suppose char k = p > 0. Let A be the finite dimensional Hopf algebra

K[xi, .o 2]/ Gef s xd)
for some n > 2. The coalgebra structure of A is determined by
A()C,') =x Q® 1+1 ® x;

for all i. Since A is local, the only brick object in A is the trivial module k. Therefore
fpd(M) < oo for every object in .A. On the other hand, A is wild when n > 2. Therefore
conditions (a) and (b) in Theorem 0.4 are not equivalent if we remove the hereditary
hypothesis.

Definition 7.4 Let A be an algebra. Two (weak) bialgebra structures (A1, €1) and (A2, &) on
A are called equivalent if there is an algebra automorphism o of A suchthat Ajo = (0 ®0) A,
and 10 = &3.

Lemma7.5 Let B = k%2 = ke| @key. Then there are five different weak bialgebra structures
on B:

(@) Ale;) =e1 Rer, Aler) =erx Rer+e1 Qex+ex ey, ele)) =1 ande(ey) =0.
(b) Ale1) =e1®e1 +er®er, Aler) =e2®e1 +e1 ®e, eer) =1 and e(ez) = 0.
(©) Aler) =ex®er, Ale]) =e1 ®er +e1 Qe +ex®ey, e(er) =0and e(er) = 1.
d) Alex) =er ®er+e1 Qer, Ale]) =e1 Qex+ex ey, e(e)) =0and e(ey) = 1.
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(e) Aler) =e1 ®ey, Aler) =e2 Q@ e, e(er) =l and g(ex) = 1.

Note that (a) and (c) are equivalent bialgebra structures (and so are (b) and (d)). The fifth
one is a weak bialgebra, but not a bialgebra.

Note that (e) in the above lemma is the direct sum of two copies of trivial Hopf algebra
k. Consequently, it is a weak Hopf algebra. Other bialgebra algebras in the above lemma are
not (weak) Hopf algebras.

Proof Fix a (weak) bialgebra structure (A, ¢) on B. Let B; and B; be target and source
counital subalgebras of B, see [54, Definition 2.2.3].

Case 1:dim B; = 1,then B; = B; = k1. Inthis case, B is abialgebra. As a consequence,
e(e1) + e(ex) = e(e1 + e2) = €(1) = 1. Since ¢; are idempotents, €(e;) is 1 or 0. First we
assume that e(e;) = 1 and e(ep) = 0. Write A(e;) = Zi,j ajje; ® ej. By the counital
axiom, we obtain that A(e1) = e1 @ ejor Ae]) =e1 Qe +ex Renr. If Ale]) = e R ey,
we obtain case (a); if A(e]) = e ® e] + €2 ® en, we obtain case (b). The other situation is
e(e1) = 0 and e(e2) = 1. By symmetric, we have (c) and (d).

Case 2: dim B; = 2. Then B; = By = B. By [6, Lemma 2.7], A(e1) = e1 ® e1 and
A(ez) = ex ® ea. Then it is easy to check that we obtain (e). ]

Lemma 7.6 Let A be a bialgebra and J be its Jacobson radical. Suppose that J is nilpotent.
If B :== A/J = k®" as an algebra for some positive integer n, then B is a quotient bialgebra
of A.

Proof Let 7 be the canonical quotient map from A to B. It’s clear that 7 is an algebra map.
Consider the composition of algebra maps:

AS A94 ™ BeB.

Since B ® B doesn’t have nilpotent elements and J is nilpotent, the above algebra map from
A — B ® B factors through the quotient map 7, that is, there exists a unique algebra map
Ap from B — B ® B, such that the following diagram commutes

A A A®A

Ap
B— = B®B.

Furthermore, (Ap ® Id)Ap and (Id ® Ap)Ap are the algebra maps induced by algebra
maps (T QT Qm)(A®Id)A and (7 @ Q) (Id ® A) A respectively from A - BRQBQ® B.
Then A p is coassociative since A is coassociative.

Similarly, let ep : B — k be the algebra map induced by ¢ : A — k. It is not hard to
verify that e satisfies the counital axiom. Consequently, B is a quotient bialgebra of A and
J is a bi-ideal. ]

Now we are ready to classify (weak) bialgebras on a small quiver.

Proposition 7.7 Suppose Q is the quiver with two vertices {1, 2} and w arrows from 1 to
2 with w > 1. Let A be the path algebra kQ. Then there are 5 types of weak bialgebra
structures on A up to equivalences.

(@ Alep) =e1®er, Aler) =e2Q@er+e1 ®er+ex2Qey, eler) =1, e(e2) =0, and for
any arrowr fromlto 2, A(r) =e1 ®r +r Qeyand e(r) =0.
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(b) Ale1) =e1®er +ex®ex, Aler) =e2®e1 +e1 @ e, e(e1) =1, e(e2) =0, and for
any arrowr from 1 to 2, A(r) =r Qe +e1 ®r and e(r) = 0.

(©) Aler) =e2®ex,Ale1) =e1 Qer +e1Qer +exQey, e(ez) = 1,e(e1) =0, and for
any arrowr from1to 2, A(r) =er @r +r Qexand e(r) = 0.

d) Ale) =e1 Qe +er®er, Ale]) =ea ®erp +e1 e, e(er) =1, e(er) =0, and for
any arrowr from1to 2, A(r) =r Q@ ex +ex @r and e(r) = 0.

(e) Ale;) = eiQ®ej, e(ej) = 1fori = 1,2, andthe Jacobson radical J of A is a subcoalgebra
of A.

Proof Let J be the Jacobson radical of A, which is the ideal generated by the arrows from 1
to 2. It is clear that J2 = 0 and A/J = B where B is as given in Lemma 7.5.

We first consider bialgebra structures on A.

By Lemma 7.6, A/J is a quotient bialgebra of A and J is a bi-ideal of A. All bialgebra
structures on B = A/J are classified in Lemma 7.5. We will use this classification to analyze
the bialgebra structures on A.

Case 1: Suppose the bialgebra structure on B is as in Lemma 7.5(a). Lifting the bialgebra
structure on B to A, we have

Ale)) =e1®@e1+e1 @1 +e2@b+1Qe1 +14®@er+ T,
Al =e1Q@er+erR@e+er®er—e1 @1 —e2 @b —130e — 143 Qe — T,

where T € J ® Jandt; € Jforl <i <4, and
ele)) =1, e(e) =0, s(r)=0forallrel.

By counital axiom, we have t{ = f3 = 0. By using the equation A(ejez) = 0, we have
ty = t4 = 0. In the bialgebra structure of A, we have, for every arrow r from 1 to 2,

Ar)=e1Q@r+rQ@e1+ f(r)Q@ex+ex®g(r)+w(r)

where f(r),g(r) € J and w(r) € J ® J. Using the fact that r = re;, we obtain that
f(r)y=g@(r)=0forall r.
Pick any k-basis of J, say {r;}, we can write,

Afer) =e1 ®er + Zaijri ®rj,
iJj

Aler) =e1Qer+er®er +e2Qe — Zaijr,- 7,

ij
Ari)=e1Qri+ri Qe + Zcijkrj ® 1.

j.k
Suppose deg(e;) = deg(ez) = 0 and deg(r;) = 1. Let = denote = modulo higher degree
terms. Then the coalgebra structure above can be written as

Afe)) =e1 ® e
Al@)=e1Q@er+er®e+erQ e
Ari)=e1 ®ri+ri Qey.

By [35, Lemma 3.1], if two different bialgebra structures on A both satisfy the above equa-
tions, then they are isomorphic.
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Therefore, in this case, there exists a unique bialgebra structure on A up to isomorphism,
that is,

Aer) = e1 Qey,
Aler) =e1®erxtex Qe +e2 e,
A(ri) =e1®ri+r; Qei,

which is exactly (a).

Case 2: Suppose the bialgebra structure on B is as in Lemma 7.5(b). Lifting the bialgebra
structure on B to A, we have

Ale))=e1®@e1+erR@er+e1 @1 +er@nh+13Q0e1 +14 Qe+ T,
where T €e J® Jandt; € J forl <i <4, and

Al =e1®er+erQe —e1 @1 —e2@0h —130e —144Qe2 — T,
gler) =1, e(ep)=0, e(r)=0forallr € J.

By counital axiom, we have t; = 3 = 0. By the fact ¢; is an idempotent, we have T = 0. In
the bialgebra structure of A, for every arrow r from 1 to 2, we have

Ar)=e1Q@r+rQ@e1+ f(r)Q@ex+ex®g(r)+w(r)

where f(r),g(r) € J and w(r) € J ® J. Using the fact that e;r = 0, we obtain that
f(r)y=g(r)=0forallr and w(r) +r @ to +t4 @ r = 0. Hence, forall t € J,

A)=e1Qt+1tRel —1tQ@h —14 Q.

Moreover, the coassociative axiom, (Id ® A)A(ez) = (A ® Id)A(ez), implies 1, = 14 = 0.
We obtain (b).

Cases 3 and 4: When the bialgebra structure on B is as in Lemma 7.5(c) and (d), it’s
similarly to case 1 and case 2 respectively, and we obtain (c) and (d).

Next, we consider weak bialgebra, but not bialgebra, structures on A.

Let A; and A; be the target and source counital subalgebras. By [11, (2.1) and Proposition
2.4],dim A; = dim A and Ay commutes with A;. If dim A; = dim A; = 1, by [55, Lemma
8.2], A is a bialgebra since A(1) = 1 ® 1, which is the case we have just finished above. So
dim A; = dim Ag > 2. Since Ay is separable (hence semisimple), A; N J = {0}. Thus there
is an injective map

Ay — AS B

which implies that dim A; = dim Ay = 2 and that 7 (As) = B.

Now we claim that A; = A; = B. Since 7 (Ay) = B, we can write A; = span{l, e; + p}
where p € J.In this case, A; = Aj since the space of elements which commute with e; + p
is Ay itself, and they both are weak bialgebras. Let / denote the idempotent e + p. Assume
that

AD=a1l Q1 +aml@1+a31 QI +asl ®1

where a; € k. By [11, Equations (2.7a) and (2.7b)], a1 +a> = 0and A(l) = (a2 + a4)l .
By A(1) = A(1%), ay = a3 and one of following equalities hold:

OH A =I®],
(i) A) =101 -1 -1+,
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(i) AD)=101-1Q1 -1 +2QI.

However, (i) implies that / is a scalar multiple of 1 and (ii) implies that 1 — [ is a scalar
multiple of 1, which both are impossible. So (iii) holdsand A(1) = 1 -D Q@1 - +I®I,
which means A; = Ay = B as weak bialgebra, where the weak bialgebra structure on B as
in Lemma 7.5(e).

Re-write [{ =l andlp = 1 — 1. Then A(l}) = [} ® [; and A(l3) = I ® [. Note that
A = A; @ J as vector space. Then for any arrow r from 1 to 2, we have

AN)=fN®L+g(r)@L+11® p(r)+1®q(r)+w(r),

where f(r),g(r), p(r),q(r) € Jand w(r) € J® J.Byrly =rand br =r, f(r) =
g(r) = p(r) = q(r) = 0 for all r. That is J is a subcoalgebra of A. It’s not hard to check
any coalgebras structure over J satisfy conditions in Definition 1.7.

Moreover, leto : (A, A,e) — (A, A/, &) viao(l;) =e; and o (r) = r forr € J, where
(A, A/, ¢') is the weak bialgebra as in (¢). Then o is an algebra automorphism and (A, ¢) is
equivalent to (A', &). 0

We finish this section with examples related to both commutative projective varieties and
noncommutative projective schemes in the sense of [2].

Definition 7.8 [34, p. 1230] Let X be a smooth projective scheme.

(1) A coherent sheaf £ on X is called exceptional if Homx (€, £) = k and Extég &,6)=0
for every i > 0.

(2) A sequence &1, ..., &, of exceptional sheaves is called an exceptional sequence if
Ext& (&, &) = 0forall k and forall i > j.

(3) If an exceptional sequence generates DP(coh (X)), then it is called full.

(4) If an exceptional sequence satisfies

Ext&(&,6) =0
for all k > 0 and all i, j, then it is called a strongly exceptional sequence.

The above concepts are extended to an arbitrary triangulated category in [50, Definition
4.1]. The existence of a full (strongly) exceptional sequence has been proved for many smooth
projective schemes. However, on Calabi—Yau varieties there are no exceptional sheaves. When
X has a full exceptional sequence &, ..., &,, then there is a triangulated equivalence

RHomx(&"_,&, —) :  DP(coh(X)) = D’ (mod —A) (E7.8.1)

where A is the finite dimensional algebra Endx(®?_,&;), see [50, Theorem 4.2] (or [9,
Theorem 3.1.7]). By Example 5.3(2), there is a canonical monoidal triangulated struc-
ture on D”(coh(X)) induced by ®x. Then we obtain a monoidal triangulated structure
on Db(Moded —A) via (E7.8.1). By Example 5.3(1), if A is a weak bialgebra, there is a
(different) canonical monoidal triangulated structure on Db(Mod f.a —A) (or equivalently,
on D?(coh(X))). In short, there are possibly many different monoidal triangulated structures
on a given triangulated category.
Next we give an explicit example related to noncommutative projective schemes.

Example7.9 Let T be a connected graded noetherian Koszul Artin—Schelter regular alge-
bra of global dimension at least 2. If 7' is commutative, then 7' is the polynomial ring
k[xo, x1, ..., x,] for some n > 1. Let X be the noncommutative projective scheme associ-
ated to 7 in the sense of [2]. In [2] proj T denotes the category of coherent sheaves on X, but
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here we use coh(X) instead. When 7 is the commutative polynomial ring k[xo, x1, ..., x,],
then X is the commutative projective n-space P"*. On the other hand, there are many noethe-
rian Koszul Artin—Schelter regular algebras 7 that are not commutative. Let r be the global
dimension of 7 and O be the structure sheaf of X. Then

{O(=(r = 1), 0(=(r = 2)),....0(=D), 0}

is a full strongly exceptional sequence for X in the sense of [50, Definition 4.1]. By (E7.8.1)
or [50, Theorem 4.2],

DY (coh(X)) = DP(A — mod) (E7.9.1)

where A is the opposite ring of Endx(®}_, 0;). By [50, Definition 4.6 and Theorem 4.7],
A is the opposite ring of the Beilinson algebra (which is denoted by R in [50, Definition
4.6]). By the description in [49, Definition 4.7], the Beilinson algebra is an upper triangular
matrix with diagonal entries being k. Then A can be written as kQ/I where Q is a quiver
with r vertices and the number of arrows from vertex i to vertex j equals the dimension of
T;_;. It is clear that Q satisfies condition (2) in Example 7.1. By Example 7.1, there is a
cocommutative bialgebra structure on A. Similarly, vertex r in Q satisfies condition (1) in
Example 7.1, which implies that there is another cocommutative bialgebra structure on A.
Via (E7.9.1), D?(coh(X)) has at least two different monoidal triangulated structures induced
by two different bialgebra structures on A.
Now let T be the polynomial ring k[xg, x1]. Then X = P! and

DP(con(PY)) = DP((B)”? — mod)

where B is the Beilinson algebra associated to 7. By [49, Definition 4.7],

_(k kx+ky
)

It is clear that B is the path algebra of the Kronecker quiver given in Example 2.7. In this case
we have two monoidal triangulated structures on DP(coh(P)). One is the monoidal structure
induced by ®p1, and the other comes from the canonical weak bialgebra structure of B = kQ
[Lemma 2.1(1)]. Together with two bialgebra structures on B, see the above paragraph,
we obtain four different monoidal triangulated structures on D?(coh(P')). To show these
monoidal triangulated structures are not equivalent, one need to use some arguments in the
proof of Lemma 5.9 (details are omitted).

8 Proof of Theorems 0.8

Itis important and interesting to calculate explicitly fpd(M) of some objects M in a monoidal
abelian (or triangulated) category. Generally this is very difficult task and dependent on
complicated combinatorial structures of the brick sets. In this section we will work out one
example. Note that some non-essential details are omitted.

A type A, quiver is defined to be a quiver of form (E0.7.1):

ap an ai—1 o Op—1

1 2 i n

where each arrow «; is either —> or <—. For each n > 3, there are more than one isomor-
phism classes of type A, quivers with n vertices, though we denote all of them by A,,. In this
section we provide fairly detailed computation of fpd(M) for every indecomposable object
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in the monoidal abelian category rep(4A,,). Using Lemma 4.11, we obtain fpd(M) for every
indecomposable object M in the monoidal triangulated category D”(rep(A\,)). The result
is summarized in Theorem 0.8. Throughout this section, the tensor product is defined as in
(E2.1.1).

First we try to understand brick sets in rep(4,). Recall that M{i, j}, fori < j, denotes
the representation of A, defined by

k i<s<j,

0 otherwise,

(M{i, j}s ::

Id, i<s<],
0 otherwise.

(M{i, jPa, = :

We start with easy observations.

Lemma 8.1 If {M{1, m}, M{k,l}} is a brick set and m > k > 3, then {M{2, m}, M{k,l}}
also is a brick set.

Proof This is clear since k > 3. O
Lemma8.2 Forany 1l <i < j <n, {M{1,i}, M{1, j}} is not a brick set.

Proof There are two cases.
. . . Id k<i .
Case 1: s(aj) = i.Let f: M{1, j} - M{l,i}be (/)i = 0 Eoi . Then it is clear
> |
that f € Hom(M{l1, j}, M{1,i}) and Hom(M{1, j}, M{1,i}) # 0.
Id k<i
Case 2: 1(ai) = i. Let g : M{Li} — M{Lj}be (e = | k—’, . Then g €
>
Hom(M{1, i}, M{1, j}) and Hom(M {1, i}, M{1, j}) # 0.
Combining these two cases, one sees that {M{1, i}, M{1, j}} is not a brick set. o

In the above, we can replace 1 by any positive integer no more that i.

Lemma8.3 Suppose i < j < k. Then one of spaces Hom(M{i, j}, M{i, k}) and
Hom(M{i, k}, M{i, j}) is isomorphic to k while the other is zero.

Proof An idea similar to the proof of Lemma 8.2 shows that one of spaces is nonzero and
the other is zero. For the one that is nonzero, it must be k by Lemma 4.2. O

Lemma8.4 If f : M{i, k} — M{i,l} is a non-zero morphism and k # 1, then for any j < i,
Hom(M{i, 1}, M{j, k}) = 0 and Hom(M{j,l}, M{i, k}) = 0.

Proof Assume that ¢ : M{i,l} — M({j, k} is non-zero morphism, then it can induce a
non-zero morphism g : M{i,l} — M{i, k}. By Lemma 8.3, f = 0 which contradicts the
assumption. Therefore, Hom(M{i, [}, M{j, k}) = 0. Similarly, Hom(M{j, I}, M{i, k}) =
0. O

Next we define a binary relation, denoted by >, that does not necessarily satisfy the usual
axioms of an order.

Definition 8.5 For N, N’ € rep(A,), we write N > N’ if Hom(N, N’) = k. Usually we
only consider indecomposable objects N, N’.
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Another easy observation, following from Lemma 8.3, is

Lemma8.6 Let I C {1,2,...,n}and §; = {X; | X;i = M{1,i},i € I}. Then (S;,>) isa
totally ordered set. Similarly, {Y; | Yi = M{i,n},i € I} is a totally ordered set.

Lemma8.7 Let N = M{i, j}, N = M{k,l}andk < j < L.

(1) Ifs(aj) = jandi <k, thenHom(N', N ® N') =k where N @ N' = M{k, j}.

(2) Ift(aj) = j, then for allm < j, Hom(N', M{m, j}) = 0.

Proof (1) In this case, we have i < k < j. By definition, N’ = M{k,l} and N ® N’ =
Id ifk<s<j

Mik, j}. Let f : N' — N ® N be defined by (f); = .
0  otherwise

. Then it is not

hard to check 0 # f € Hom(N’, N ® N’').
If f/ € Hom(N’, N @ N’), then there is a scalar ¢ € k such that (f')y = cId for all
k <s < j.Then f' = c¢f and Hom(N', N ® N') = k.
(2)Since k < j <1, (N')j41 =k Let f € Hom(N', M{m, j}). Then, for every s > j,
fs =0as (M{m, j})s = 0. So we have
(f)j(NVa; = (M{m, j}a;(f)j+1 =0.

Since (N')q ;=1 dy, we obtain (f); = 0. Using a similar equation as above and induction,
one sees that f; = 0 for all s < j. Therefore f = 0 as desired. O

For the rest of this section we use ¢ for a brick set in rep(A,,). Given a brick set ¢» and an
indecomposable representation M {i, j}, we define three subsets of ¢ according to {7, j}:

(1) ¢i ={N e¢ | (N)i =k, (N); =0},
() ¢j={Neg|(N)i=0,(N); =k,
(3) ¢ij={N e | (N) =k, (N); =k}.

It is clear that ¢ contain the disjoint union of ¢;, ¢; and ¢;;. Note that ¢, for / being either
i or j, can be divided into the following two parts:

b ={(Neg | M, jl®N = M{i, j}},

¢ ={N € ¢ | M{i, j} > M{i, j} ® N}.

Lemma 8.8 Let N be anobjectin ¢ that satisfies either M{i, j}QN = Oor M{i, j}J®N = N.
Then

p(A(¢, Mfi, j} ® —)) = max{a, p(A@\(N}, M{i, j} ® —))}

0 M, j}®N=0,
where a =
1 ifM{i,j}® N=N.
Proof Write ¢ = {Ny, ..., Ny} where N; = N. By the hypothesis on N,
dim Hom(Ny, M{i, j} @ N) =0

for 2 < k < m. Hence, in the matrix A(¢p, M{i, j} ® —), ax;1 = O forall k > 2. As a
consequence,

p(A(p, M{i, j} ® —)) = max{a, p(A@\{N1}, M{i, j} ® —))}
where a := ay is the (1, 1)-entry in A(¢, M{i, j} ® —). Clearly a has the desired property.

[m}
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Lemma8.9 Let N € ¢; and N' € ¢;. Then {N, M{i, j} ® N'} and {M{i, j} ® N, N'} are
brick sets.

Proof Write N as M{i’, j'}. Theni’ <iand j' < j.Similarly, N' = M{k, [} for some k > i
and [ > j, and consequently, M{i, j} ® N’ = M{k, j}. A version of Lemma 8.1 shows that
{M{i’, j’}, M{k,}} being abrick setimplies that {M {i’, j'}, M {k, j}}isabrick set. Therefore
{N,M{i, j} ® N’} is a brick set. A similar argument shows that {M{i, j} ® N, N'} is brick
set. |

Lemma8.10 Let j be a positive integer no more than n. If j = n or s(a;) = j, then
A(gj, M{i, j} ® —) is similar to an upper triangular matrix in which all diagonal entries
are 1.

Proof If j = n,then |¢;| = 1 and A(¢;, M{i, j} ® —) = (1)1x1 by Lemma 8.2.
If j <nands(aj) = j, by Lemma 8.6, the set ({M{i, j} ® N | N € ¢;}, >) is a totally
ordered set. Let |¢;| = m and we can label the objects in ¢; so that

M{i, j} @ Ny > --- > M{i, j} ® Np,.

By Definition 8.5,
0 ifl<k
Hom(M{i, j N, M{i, j N)) = ’ E8.10.1
(M{i, j} ® N, M{i, j} ® Ni) {k — ( )
And, by Lemma 8.7(1),
Hom(Ng, M{i, j} ® Ny) = k. (E8.10.2)

Combine (E8.10.1) and (E8.10.2), then

0 ifl <k,
dim Hom(Ny, M{i, j} ® N)) = 1 -
1 ifl >k.
The assertion follows. ]
The next theorem is Theorem 0.8(2).

Theorem 8.11 Let Q be a quiver of type A, given in (E0.7.1) for some n > 2. Then the
following hold in rep(Q):

1 if M{i, j} is a sink,
fpd(M{i, j}) = {min{i,n — j + 1} if M{i, j}is a source,
1 if M{i, j} is a flow.
Proof First we show that
1 if M{i, j}is a sink,
fpd(M{i, j}) > {min{i,n — j + 1} if M{i, j}is a source, (E8.11.1)
1 if M{i, j}is a flow.

Let ¢ be the singleton consisting of M{i, j}. It is clear that A(¢, M{i, j} ® —) is (1)1x1-
Hence fpd(M{i, j}) > 1.Now suppose that M {i, j}isasource. Letd = min{i,n—j+1}. We
construct a brick set with d elements as follows. By Lemma 8.6, ({M{k,i} | 1 <k <i},>)
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and ({M{j, m} | j <m < n}, >) are two totally ordered sets. We list elements in these two
sets as

Miky, i} = - > M{k, i} and M{j, mi} > - = M{j, m,_js1} (E8.11.2)

where {kl}f= , and {m;};:lj *1 are distinct integers from 1 to i and from j to n respectively.
Since d = min{i, n — j + 1}, we have a set of d elements

¢ ={Miki,mp_j1}, Miko,mp_j}, ..., Mikq, my_ji2_q}}.

We claim that ¢ is a brick set. If there is a nonzero map from M{ks,m,_ji2-} to
M{k;, my_jy2} for some s < t, then, when restricted to vertices {j, j + 1,...,n}, we
obtain a nonzero map from M{j, m,_j>_s} to M{j, m,_jy>,}. This contradicts the sec-
ond half of (E8.11.2). Therefore there is no nonzero morphism from M{ky, m, ;> s} to
M{k;, my_jyo 4} fors < t.Similarly, there is no nonzero morphism from M {k;, m,—j 12—}
to M{ks, my_jy2s} fors < t, by using the first half of (E8.11.2). Thus we prove our claim.
Using this brick set, one see that every entry in the matrix A(¢, M{i, j} ® —) is 1, conse-
quently, p(A(¢, M{i, j} ® —)) = d. Therefore fpd(M{i, j}) > d if M{i, j} is a source.
Combining with the inequality fpd(M{i, j}) > 1, we obtain (E8.11.1).
It remains to show the opposite inequality of (E8.11.1), or equivalently, to show that

1 if M{i, j}is a sink,
p(A(p, M{i, j} ® —)) < Amin{i,n — j + 1} if M{i, j}is a source, (E8.11.3)
1 if M{i, j}isa flow,

for every brick set ¢ in rep(Q). We use induction on the integer |¢|+n. If |¢|+n is 1, nothing
needs to be proved. So we assume that |¢| +n > 2. If |¢| = 1, then A(¢p, M{i, j} ® —) is
either (0)1x1 or (1)1x1. Itis clear that the assertion holds. Now we assume that |¢| > 2. This
forces that n > 3 (but we will not use this fact directly). If there is an object N € ¢ such that
either M{i, j} @ N =0or M{i, j} ® N = N, then (E8.11.3) follows from Lemma 8.8 and
the induction hypothesis.

For the rest of the proof we can assume that

NZEM{i,j}®N#0

for every object N € ¢. Note that the above condition implies that ¢ is the disjoint of ¢;, ¢;
and ¢;;. Now it suffices to consider ¢ satisfying the following conditions:

*) ¢ =¢iUg; U,
(**) forevery N € ¢, M{i, j} @ N £ N.

Let w be the number of objects in ¢. Suppose that ¢; is not empty. If there is an N € ¢;
suchthat N@ M{i, j} = M{i, j}, welet Ny, be the objectin ¢; U¢;; such that N, @ M{i, j}
is largest in the set

{N®M{i, j} | N €¢;Udgi}

Such an object N,, exists by a version of Lemma 8.6. It is easy to see that Ny, € ¢;. By the
choice of Ny, one can show that, for every Ny € ¢; U ¢;; with k # w,

Hom(N, Ny ® M{i, j}) = 0.
If Ny € p\(¢; U ¢;;), then, by Lemma 8.9,
Hom(Nk, Ny @ M{i, j}) =0.
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Therefore ay,, = 0 for all k < w as an entry in the adjacency matrix A(¢, M{i, j} ® —). As
a consequence,

p(A(p, M{i, j} ® —)) = max{l, p(A(P\{Nw}, M{i, j} ® —))}.

Assertion (E8.11.3) follows by induction hypothesis. The other possibility is that for every
N e ¢; we have M{i, j} > N ® M{i, j}. Now let N be the object in ¢; U ¢;; such that
N1 ® M{i, j}is smallest in the set

{(N@M{i, j} | N € ¢; Uy}

Such an object Ny exists by a version of Lemma 8.6. It is easy to see that N € ¢;. By the
choice of Ny, one sees, for every Ny € ¢p; U ¢;; with k # 1,

Hom(Ny, Ny ® M{i, j}) =0.
If Nk € ¢\(¢; U ¢;j), then, by Lemma 8.9
Hom(Ny, Ny ® M{i, j}) =0.

Therefore aj; = 0 for all k > 1 as an entry in the adjacency matrix A(¢, M{i, j} ® —). As
a consequence,

p(A(@, M{i, j} ® —)) = max{l, p(A@\{N1}, M{i, j} ® —))}.

Assertion (E8.11.3) follows by induction hypothesis. Combining these two cases, we show
that (E8.11.3) holds by induction when ¢; is not empty.

Similarly, (E8.11.3) holds by induction when ¢; is not empty. The remaining case is when
¢; and ¢; are empty, or

) ¢ = ¢i;.

We divide the rest of the proof into 5 small subcases.

Subcase 1: t(a;—1) = i. Pick any object in ¢, say N. Suppose that (N1);—1 # 0. Then
Hom(Ny, M{i, j}) = 0. Note that in this case M{i, j} = M{i, j} ® N for all N € ¢.
Therefore aj; = 0 for all k > 1 as an entry in the adjacency matrix A(¢, M{i, j} ® —). As
a consequence,

p(A(p, M{i, j} ® p(A(P\{N1}, M{i, j} ® —)).

Assertion (E8.11.3) follows by induction hypothesis. Therefore, without loss of generality,
we can assume that (N1);—; = 0 for all N € ¢. Now everything can be computed in the
subquiver quiver Q\{1}. Then we reduce the number of vertices from n to n — 1. Again the
assertion follows from the induction hypothesis.

Subcase 2: f(«j) = j. This is equivalent to Subcase 1 after one relabels vertices of Q by
settingi’ =n+1—iforalll <i <n.

Subcase 3: i = 1. Since ¢ = ¢;;, by Lemma 8.6, ¢ consists of single object. As a
consequence, A(¢, M{i, j} ® —) iseither (0)1x; or (1);x1. Then p(A(p, M{i, j}®—)) <1
and the assertion follows trivially.

Subcase 4: j = n. This is equivalent to Subcase 3 after one re-labels vertices of Q by
settingi’ =n+1—iforalll <i <n.

Subcase 5: Not cases 1-4, namely, i > 1, j <n,t(¢j—1) =i — land t(a;) = j + 1. In
this case M{i, j} is a source. We list all objects in ¢ = ¢;; as

M{iy, ji}, oo M{iw, jw}
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where | <ig <iandj < j; <n.ByLemma 8.3, all i are distinct. The same holds true for
Js. Therefore |¢| = w < d := min{i, n — j + 1}. Since every entry of A(¢, M{i, j} ® —)
is at most 1, we obtain that p(A(¢, M{i, j} ® —)) < |¢| < d as desired.

Combining (E8.11.1) with (E8.11.3), we finish the proof. ]

Note that, for M, N € rep(Q),
Hom pp rep(0y) (M[0], N[1]) = EXtrlep(Q)(M’ N).

For the rest of this section we use Ext! (M, N) instead of Extrlep(Q) (M, N). The Euler char-

acteristic of two representations M and N of Q is defined to be

(dimM, dimN)g = Y xoyy — Y Xs)Vi(a)

veQo acQi

where dim denotes the dimension vector and x, = dim((M),), y, = dim((N),) for any
v € Qp. By [25, p.65], we have

dim Hom(M, N) — dim Ext!(M, N) = (dimM, dimN)g. (E8.11.4)
One can verify the following.
Lemma 8.12 Assume Q is of type A,. Let N = M{iy, j1}, N' = M{iz, j»} and i1 < i.

(1) If j1 < iy —2, then Ext'(N, N’y = Ext'(N’, N) = 0.
(2) Suppose that j; =i, — 1.

(@) Ifs(aj,) = ji, then Ext'(N, N') =k, Ext!(N’, N) = 0.
(b) Ifs(aj,) = io, then Ext'(N, N') = 0, Ext! (N, N) = k.

(3) Suppose eitheriy < iy < j1 < jporii <iza < jo < ji-

(a) IfHom(N, N') =k, then Ext'(N, N') = 0, Ext'(N’, N) = k.
(b) IfHom(N’, N) =k, then Ext'(N, N') 2k, Ext!(N’, N) = 0.
(c) If{N, N'} is a brick set, then Ext' (N, N') = Ext'(N’, N) = 0.

4) Ifiy =iy or j1 = jo, then Ext'(M, N) = Ext'(N, M) = 0.
Proof When j; < ip — 2, itis easy to see

dim Hom(N, N') = dimHom(N’, N) =0
and

(dimN, dimN') o = (dimN’, dimN) o = 0.

Therefore, Ext' (N, N') = Ext!(N’, N) = 0.
As for (2), (3) and (4), the proofs are similar and we omit them here. ]

A direct corollary of Lemma 8.12 is
Corollary 8.13 Assume Q is of type A,. fHom(M{iy, j1}, M{iz, j2}) =k, then
Ext'(M{i1, j1}, M{iz, j2}) = 0.

Any brick set ¢ in rep(Q) is also a brick set in Db (rep(Q)). In the next lemma we are
working with the category D (rep(Q)) and ¢ (respectively, ¢; and ¢;) still denotes a brick
set in rep(Q).
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Lemma 8.14 Retain the notation above. Then A(¢;, M{i, j}[1] ® —) is similar to a strictly
lower triangular matrix.

Proof By Lemma 8.6, ({M{i, j} ® N | N € ¢;}, >) is a totally ordered set, which can be
listed as

M{i,j1}>-M{i,j2}>—~-~M{i,j|¢|[}. (E8.14.1)

When we compute the adjacency matrix A(¢;, M{i, j}[1] ® —), we order elements in ¢;
according to (E8.14.1). For any two objects M {iy,, js, }, M{is,, js,} in ¢; with s1 < 52, we
have M{i, js,} > M{i, js,}. An easy analysis shows that either {M {iy,, js,}, M{i, js,}} is a
brick set or Hom(M {is,, js, }, M{i, js,}) = k. By Lemma 8.12(3),

Ext! (M{iy,, js,}, M{i, j} ® Ml{is,, js,}) = 0.
By Lemma 8.12(4), we have
Ext! (M{iy,, js, }. M{i, j} ® M{is,. js,}) = BExt'(M{iy,, j, }. M{i, jo,}) = 0.
As a consequence, A(¢;, M{i, j}[1] ® —) is a strictly lower triangular matrix. ]
Lemma8.15 Let N € $;, N' € ¢; U¢;j and N € ¢;. then
Ext' (N, M{i, j} ® N') = Ext'(N', M{i, j}® N") = Ext'(N, M{i, j}® N") = 0.

Proof Similar to the proof of Lemma 8.12, we only prove the first equation and leave out the
proof of the last two equations.

Write N = M{iy, j1} and N’ = M{i,, j»}. By definition, q;j is nonempty. This implies
that s (o, —1) =11 — 1.

First we suppose that N € ¢;. If jo # iy — 1, then, by Lemmas 8.1 and 8.12 (1,3¢),
Ext'(N,M{i,j} @ N') = 0. If j» = i; — 1, then Ext'(N, M{i, j} ® N') = 0 by
Lemma 8.12(2). Therefore, Ext' (N, M{i, j} ® N’) = 0 always holds for N’ € ¢.

Next we supposethat N’ € ¢;;. Theneither {N, M{i, j}}isabrick setorHom(N, M{i, j})
=~ k. By Lemma 8.12(3), Ext' (N, M{i, j} ® N') = 0 since M{i, j} ® N’ = M{i, j}.

The assertion follows. m]

Now, we prove Theorem 0.8(3).

Theorem 8.16 Let Q be a quiver of type A, given in (E0.7.1) for some n > 2. Then

min{i — 1,n — j} if M{i, j} is a sink,
fpd(M{i, j}H1]) =41 if M{i, j} is a source,
1 if M{i, j} is a flow.

Proof Since this is a statement about the derived category Db (rep(Q)), we need to consider
all brick objects in this derived category. However, by the argument given in the proof of
Lemma4.11 (2), we only need to consider brick sets of the form

¢ ={N1,..., Nu | Ny € rep(Q)}

which consists of objects in the abelian category rep(Q).

The rest of the proof is somewhat similar to the proof of Theorem 8.11.

If there exists anobject Ny = M {io, jo} € ¢ satisfying M {i, j}® N = N,by Lemma8.2,
there exist at most one object No = M({iy, ji} € ¢ satisfying j; = ip — 1 and at most one
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object N3 = M{i», jo} € ¢ satisfying i» = jo + 1. Then, by Lemmas 8.1 and 8.12 , in
the first column and the first row of A(¢, M{i, j}[1] ® —), all entries are zero except for
aiz, azy, ais, asy, and appaz) = ajzaz; = 0. No matter which case is, we always have

p(A(p, M{i, j}11® —)) = p(A@\{N1}, M{i, j}H1] ® —)).
Also, if there is an object N € ¢ satisfying M{i, j} ® N = 0, we also have
p(A(p, M{i, j}1] ® —)) = p(A(P\{N}, M{i, j}[1]1 ® —)).

Similar to the proof of Theorem 8.11, it suffices to consider the brick set ¢ satisfying the
following conditions:

*) ¢ =i Uop; Udij,
(**) forevery N € ¢, M{i, j} @ N 2 N.

By Lemma 8.14, if we re-arrange objects in ¢ as ¢3j, qSi, bijs ¢~>I- and qﬁj, then
Ao, M{i, j}[1] ® —) is a block lower triangular matrix. By Lemma 8.15,

p(p, M{i, 1] ® —) = p(dij, M{i, jH1]1® —).

Therefore, for the rest we consider the brick set ¢ satisfying ¢;; = ¢.

We divide the rest of the proof into 3 small cases.

Case 1: M{i, j} is a source. In this case, for any N € ¢, Hom(N, M{i, j}) =
Then by Lemma 8.12(3), Ext! (N, M{i, j}) = 0. As a consequence, the adjacency matrix
A(p, M{i, j}H[1] ® —) is a zero matrix. Therefore, in this case, fpd(M{i, j}[l]) =0.

Case 2: M{i, j} is a flow, without loss of generality, assume that ;| = aj =<—.
For any N = M{iy, j1} € ¢, if iy = i, by Lemma 8.12(4), Ext!(N, M{i, jbh = 0. If
i1 < i,either Hom(N, M{i, j}) = kor {N, M{i, j}} is a brick set, then by Lemma 8.12(3),
Ext! (N, M{i, j}) = 0. As a consequence, the adjacency matrix A(¢p, M{i, j}[1]® —) isa
zero matrix. Therefore, in this case, fpd(M{i, j}[1]) = 0.

Case 3: M{i, j} is a sink. In this case, for any N = M{iy, j1} € ¢, if iy = i, by
Lemma 8.12(4), Ext' (N, M{i, j}) = 0. If j; = j, by Lemma 8.12(4), Ext' (N, M{i, j}) =
0. Therefore, since M{i, j} ® N = M{i, j}, we can assume that i; < i and j; > j. Now,
it’s easy to see Ext! (N, M{i, 7} = k by Lemma 8.12(3). As a consequence, all entries in
the adjacency matrix A(¢, M{i, j}[1] ® —) are 1 and p(A(¢, M{i, j}[1] ® —)) = |¢;j| <
min{i — 1,n — j}.

On the other hand, by Lemma 8.6, ({M{k,i} | 1 < k < i — 1},>) and ({M{j, m} |
j + 1 <m <n}, >) are two totally ordered sets. We list elements in these two sets as

Miky, i} = - = Miki—y, i} andM{j, m1} > --- = M{j, m,_;}

where {kl} - Mand {ml} J are distinct integers from 1 to i — 1 and from j + 1 to n respectively.
Letd =min{i — 1,n — ]} then we have a set of d elements

¢ =Mk, m,_j}, Mlka, mp_j 1}, ..., Mikq,mp_ji1-a}}

which s a brick set. Using this brick set, one see every entry in the matrix A(¢, M{i, j}[1]1®—)
is 1 by Lemma 8.12, consequently, p(A(¢, M{i, j}[1] ® —)) = d. Hence, in this case,
fpd(M{i, j}[1]) = min{i — 1,n — j}. o

Proof of Theorem 0.8: (1) This follows from Lemma 4.11(1).
(2) This follows from Lemma 4.11(2) and Theorem 8.11.
(3) This follows from Theorem 8.16. ]
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