
IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS 1

Predicting Stance Polarity and Intensity in Cyber
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Abstract—In online deliberation, participants argue in support
or opposition to one another’s arguments and ideas to advocate
their position. Often their stance expressed in their posts are
implicit and must be derived from the post’s text. Existing stance
detection models predict the polarity of the user’s stance from
the text, but do not consider the stance’s intensity. We introduce
a new research problem, stance polarity and intensity prediction
in response relationships between posts. This problem seeks to
predict both the stance polarity and intensity of a replying post
toward its parent post in online deliberation. Using our cyber
argumentation platform, we have collected an empirical dataset
with explicitly labeled stance polarity and intensity relationships.
In this work, we create six models: five are adapted from top-
performing stance detection models and another novel model
that fine-tunes the deep bi-directional transformer model BERT.
We train and test these six models on our empirical dataset
to compare their performance for stance polarity and intensity
prediction and stance detection. Our results demonstrate that
our method of encoding the stance polarity and intensity labels
allows the models to predict stance polarity and intensity without
compromising their accuracy for stance detection, making these
models more versatile. Our results reveal that a novel split
architecture for fine-tuning the BERT model outperforms the
other models for stance polarity and intensity prediction by 5%
accuracy. This work is the first to train models for predicting
both the stance polarity and intensity in one combined task while
maintaining good accuracy.

Index Terms—Stance Prediction, Stance Detection, Cyber Ar-
gumentation

I. INTRODUCTION

Online platforms, such as Facebook, Twitter, and Wikipedia,
have become the primary virtual public forums for people
around the world to come together to discuss and debate
issues of local, national, and international importance. With
such massive participation, these online discussions contain a
wealth of valuable information about public opinion on various
topics. However, due to the limited structure of the discourse
data produced in these platforms, analyzing the discussion
information is an increasingly difficult task.

One crucial task in analyzing online discussions and debates
is determining the different argumentative stance relationships
between online posts in a discussion. Typically, in online
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debates, when a user replies to another user’s post, they either
argue for (supporting) or against (attacking) the entirety or
some part of the original post. Thus, in terms of stance, the
argumentative relationships between two posts include both
the stance polarity (attacking/supporting/neutral) and intensity
(degree of support/attack) from the child post (the replying
post) toward the parent post.

Automatically identifying the stance relationships between
posts has many potential research applications and is a goal
in the fields of stance detection [1], [2] and argumentation
mining research [3]. Stance detection research seeks to de-
velop predictive models to classify the polarity (Supporting,
Attacking, or Neutral) of a text’s stance toward another text,
topic, entity, or theme [1]. Stance detection has many ap-
plication areas, including fake news detection [4] and rumor
veracity detection [5]. Similarly, argumentation mining seeks
to identify and classify the relationships between arguments
and their components from a given text, including the stance
polarity between arguments [3]. However, in both research
areas, attention is paid primarily to the polarity of the stance
relationships, while the intensity is often ignored.

Some stance detection research has tried to incorporate both
stance polarity and intensity into a single predictive model
by expanding the classification categories to include intensity
information (e.g., Strongly For, For, Other, Against, Strongly
Against) [6]; however, these expanded categories resulted in
significantly lower model performance compared to classifying
polarity alone. Thus, effective incorporation of stance intensity
into stance prediction remains an issue.

Including the stance intensity into stance polarity prediction
has two main benefits. The first benefit is that including the
intensity in stance prediction allows for the consideration of
partial agreement. Often in discussions, users will express
partial approval or disapproval of others ideas and arguments,
instead of simply fully supporting or opposing them. This
partial agreement may not be captured by standard stance
detection models, because they can only distinguish the po-
larity of the stance. This inability to capture partial agreement
can make it difficult to accurately capture the rationale behind
users’ opinions on complex issues. Even in highly polarized
discussions, such as the abortion debate in the U.S., users
from opposite sides often still agree on underlying values
and concepts related to the topic. By capturing the partial
agreement of users in a discussion, researchers can gather
a more nuanced and comprehensive analysis of the users’
opinions on important, complex issues.
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Secondly, research in cyber argumentation has demonstrated
that incorporating both stance polarity and intensity informa-
tion into analytical models provides a more nuanced analysis
of various deliberation phenomena, such as capturing users’
rationale [7], collective opinion analysis [8], argument credi-
bility [9], identify factions in discussions [10], argumentation
polarization analysis [11], and opinion outlier detection [12],
compared to using stance polarity only. Thus, by developing
a model to predict both the stance polarity and intensity
relationship between online posts in online deliberation, these
powerful cyber argumentation models can be applied to the
online discussions from non-cyber argumentation platforms,
such as Twitter, Facebook, and Reddit.

In this work, we address the issue of stance polarity and
intensity prediction in a responsive relationship between posts.
To enable a model to predict both the stance polarity and
intensity of the stance relationship while still maintaining
good accuracy, we encode the stance relationship as a single
continuous value. This value represents the partial agree-
ment between the posts, which we call the agreement value.
Agreement values are bounded between -1.0 and +1.0, where
the stance polarity is encoded in the argument value’s sign
(positive is supporting, negative is attacking, zero is neutral),
and the stance intensity is encoded as the value’s magnitude
(0 to 1.0). This formulation allows for a model to predict the
stance polarity and intensity without creating many separate
categories.

By its nature, stance polarity and intensity is a difficult
problem because it includes both stance detection and stance
intensity recognition. In addition to the stance polarity infor-
mation, models trained for this task must also associate stance
intensity information to various words during training. This
added burden placed on the models suggests that current state-
of-the-art stance detection models may not be most suitable
for stance polarity and intensity detection if they are not able
to capture the stance intensity information effectively. In this
work, we explore six different stance polarity and intensity
prediction machine learning models.

Five of the models are adapted from the top-performing
models for stance detection: Ridge M Regression, Ridge-S Re-
gression, SVR-RF-R, pkudblab-PIP, and T-PAN-PIP, adapted
from Mohammad et al. (2016) [1], Sobhani et al. (2016) [13],
Mourad et al. (2018) [14], Wei et al. (2016) [15] and Dey et al.
(2018) [16] respectively. These models are adapted from their
original form as classification models to instead predict the
stance polarity and intensity agreement values from a text. The
sixth model we explore is a new model that applies the pre-
trained deep bi-directional Transformers model BERT [17] for
stance polarity and intensity prediction. BERT is a pre-trained
language model, whose purpose is to calculate representation
of text that includes both word semantics and local context
information. The BERT model has been used to generate
language representations that have been applied effectively
to many downstream natural language tasks. We test several
different configurations for fine-tuning the pre-trained BERT
model for stance polarity and intensity prediction, including
using different fine-tuning architectures, using different sizes
of the BERT model, and freezing or unfreezing the BERT

weights during fine-tuning.
We train each of the six models on an empirical dataset of

over 22,000 online arguments from over 900 users collected
using a cyber argumentation platform, the Intelligent Cyber
Argumentation System (ICAS). In this platform, when a poster
creates a new argument in reply to another post, they must
explicitly annotate their argument with an agreement value.
Thus, every argument in the discussions in ICAS have an
annotated agreement value associated with it. We train and
evaluate the models on this empirical data.

The results of this research demonstrate that the five adapted
stance detection models perform similarly in terms of accuracy
when predicting stance polarity and intensity as they do
when predicting only stance polarity. These results suggest
that our method of encoding stance polarity and intensity
as agreement values can be effectively used to incorporate
stance intensity into the predictions, without penalizing the
accuracy of the model, and, in the case of some models, can
improve the accuracy of the stance prediction. Our results of
comparing several different architectures and configurations
for the BERT model show that using a novel Split architecture,
where both the child argument and parent argument are fed
into BERT separately, achieved much higher accuracy than
using a standard Combined architecture, where the arguments
are fed into the BERT model together. Lastly, a comparison of
the six different models shows that the fine-tuned BERT model
using a Split architecture had the best performance for stance
polarity and intensity prediction with a root mean squared
error (RMSE) of 0.528. To our knowledge, this research is
the first time that learning models have been trained to predict
an online post’s stance polarity and intensity simultaneously
in cyber argumentation.

The contributions of our work are as follows:

• We introduce the research problem of stance polarity and
intensity prediction. We offer and evaluate a method of
encoding the stance polarity and intensity relationship
as an agreement value. Our empirical results using this
encoding method demonstrate that models trained for
stance polarity and intensity maintain their accuracy for
stance polarity detection, which is an improvement over
prior methods of incorporating stance intensity.

• We investigate and develop a stance polarity and intensity
prediction model that fine-tunes the pre-trained deep bi-
directional transformer model BERT. We investigate sev-
eral different fine-tuning architectures and configurations
for BERT. Our results show that separately encoding each
post using the Split architecture significantly increased
the accuracy of the predictions compared to encoding
both posts together. This architecture is novel and dis-
tinctly different from prior works using BERT for stance
detection and other natural language understanding tasks.

• We compare the performances of the fine-tuned BERT
model and the five adapted models on the stance polarity
and intensity prediction task. Our empirical results show
that the fine-tuned BERT model using the Split architec-
ture outperformed the other models in terms of RMSE
and regression accuracy.
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II. RELATED WORK

A. Stance Detection

Stance detection is the research task of classifying the stance
of a given text toward another text, entity, or concept. Stance
detection has its roots in emotion classification; however,
unlike emotion classification, which focuses on classifying
text as containing positive, negative, or neutral language in
general, stance detection focuses on determining the attitude a
text has toward a specific topic. Research in stance detection
is relatively new; most papers have been published within
the last ten years [4]. Early explorations of stance detection
did so under the name of opinion mining [18] or sentiment
analysis [19], but the recent increase in research attention has
propelled stance detection to be distinguished as a field on
its own. Stance detection has recently played a role in many
research challenges, which has seen stance detection applied to
Twitter [1], determining the veracity of online rumors [20], and
detecting fake news [21]. Many different types of texts have
been the subject of stance detection, including congressional
floor debates [22], online forums [23], [24], news articles [25],
and on social media and networking data like Twitter [1].

Stance detection has two main variations: target specific
stance classification and open stance classification [26]. Target
specific stance classification focuses on determining the stance
of text toward known, pre-determined targets. This task is
suited for situations where the target is known or explicitly
stated in the text (see [1], [27], for example). Open stance
classification, on the other hand, does not have known, pre-
determined targets, and is more suitable for emerging news or
novel contexts [26].

The vast majority of stance detection research has only
focused on stance polarity (i.e., Classifying texts into Support,
Oppose, or Neutral categories). Some work has tried incor-
porating stance intensity into their predictive categories (e.g.,
”Strongly for,” ”For,” ”Other,” ”Against,” ”Strongly Against”),
however, these additional categories lowered the model’s ac-
curacy considerably [6]. No work, to our knowledge, has
tried to quantify the stance relationship to include intensity
information.

Modeling approaches for stance detection often depend on
their specific applications. For topic-based stance classification
on Twitter, the SemEval 2016 Task 6 competition [1] provided
an annotated dataset that has been heavily used in stance
detection research. This competition contained two tasks, the
first task was to perform target specific stance classification,
where the target entity was provided during training, and the
second task was to perform open stance classification, where
the target entity was not provided during training. This dataset
has many similarities to our dataset in terms of post length
and topics addressed, thus we focus on these models in this
work. We adapt the top-performing models applied to the first
task on this competition dataset. Several modeling approaches
were taken to perform stance detection on this Twitter dataset,
including using SVMs [1], [13], [28], convolutional neural
networks [29], [30], [15], recurrent neural networks [31], [16],
and deep learning approaches [32], [33]. We adapted the best
performing models taken from the different approaches that

could be adapted given their feature sets. Some models, such
as [32], we could not adapt due to the specificity of the feature
set for Twitter data.

B. Application of Language Models for Stance Detection

In addition to the more common machine learning ap-
proaches described in the previous section, some researchers
have tried applying natural language models, such as BERT
[17], to stance detection tasks for rumor veracity and fake
news detection. In SemEval 2019 competition Task 7A for
rumor stance detection, both the first place model [34], and the
second place model [35], used ensembles of language models,
using OpenAI GPT [36] and BERT [17] respectively. Pre-
trained language models have also been used successfully in
stance detection for fake news detection [37].

C. Argumentation Mining

Argumentation mining analyzes argumentative text to iden-
tify the significant argumentative components and their rela-
tionships toward one another [38], [3], which has applications
of stance detection. The argument mining framework has two
major stages, 1) argument extraction, where arguments are
identified in some larger text, and 2) Relations predictions,
where the argument relationships are identified, including
stance relationships [39]. Argumentation mining distinguishes
itself from stance detection by focusing on the relationships
between arguments and argument components [40], as op-
posed to the stance toward a specific topic or entity. End-to-end
argumentation mining seeks to solve both argumentation min-
ing tasks at once [41], [42], [43]. However, many researchers
focus on one subtask at a time.

Approaches for predicting argument relationships are sim-
ilar to those used in stance detection, such as attention-
based neural networks [40], and non-neural network-based
approaches including using textual entailment suits [44], [45],
or traditional machine learning classifiers using different
feature-sets including, structural and lexical features [46], and
sentiment features [47]. Argumentation mining, like stance
detection, is a relatively new field, and the best approaches to
identifying argument relationships remains a somewhat open
question.

D. Cyber Argumentation Platforms

Cyber argumentation platforms are designed to help fa-
cilitate massive online discussions and improve analysis of
the discussion process and outcomes. These systems typically
implement argumentation frameworks, such as IBIS [48] and
Toulmin’s structure of argumentation [49], to provide structure
to the online discussions and enable higher-quality reasoning
compared to unstructured discussions. In addition to these
frameworks, cyber argumentation platforms often provide ad-
ditional features to enhance discussion quality and analysis.
For example, computer-supported argumentation visualization
systems provide graphical interfaces and visualizations of
large scale discussions to improve comprehension [50]. Other
systems provide analysis of the argumentation process, such
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as the HERMES system [51] that analyzes the quantity of
evidence for an argument, the Synergy platform [52] that
analyze the probability that an argument will be accepted by
the participants, the Deliberatorium [53], [54], [55], [56] that
uses moderation and a formalized argument map to analyze
support for each idea in the discussion, and the ICAS platform
[57], [58], [8], [59] that uses partial agreement information to
capture the rational in group discussions.

III. BACKGROUND

A. ICAS Platform
The Intelligent Cyber Argumentation System (ICAS) is

a deliberation-centric platform that seeks to better facilitate
massive online deliberation and provide AI-powered analytics
to help inform users of the various outcomes and phenomena
occurring in the large discussions [8], [7], [60], [57], [58], [12],
[59]. ICAS serves as the primary data collection mechanism
for the dataset used in this research. While the specific details
of ICAS are outside of the scope of this paper, this section
will give a broad impression of the system and highlight the
key aspects of ICAS that related to the data collection for this
research.

Discussions in ICAS are issue-centric, meaning that each
discussion centers on a specific issue. In ICAS, each issue
is addressed or solved by a position, which is a proposed
resolution or strategy for dealing with the issue. The discus-
sions in ICAS take place under each position, where users
post arguments that argue against or for the topic position or
other posted arguments. ICAS structures these discussions as
discussion trees, where the root of the discussion tree is the
topic issue, the first level of the tree are the positions, and
the remaining levels of the tree are the various arguments dis-
cussing their respective positions. Fig. 1 provides an example
of a discussion tree in ICAS.

ICAS differentiates itself from other deliberation platforms
by allowing users to express partial agreement or stance with
other users’ positions or arguments. This partial agreement
is expressed through agreement values associated with each
argument in ICAS. When posting an argument replying to
another post, the user must provide their argument text and
an agreement value describing their stance polarity (whether
they agree, disagree, or are neutral toward the post) and
intensity (the degree of their agreement/disagreement). These
agreement values are on a scale from -1.0 to +1.0 and can
be selected by the user at 0.2 intervals. Each agreement value
corresponds to a semantic value (e.g., +1.0 is ”Completely
Agree,” while +0.2 is ”Slightly Agree”), which is shown
to the users when making their selection. The agreement
value describes the user’s intended stance toward the post
to which they are replying. The values above the arguments
in Figure 1 represent the agreement values associated with
stance relationships between the child argument toward their
parent. In stance polarity and intensity prediction, our goal is
to predict a post’s agreement value from its text.

B. BERT
One effective approach for many NLP tasks is to develop

pre-trained language models to learn representations of words

Fig. 1. An example discussion structure in ICAS. The value above each
argument is their agreement value.

in specific contexts. These pre-trained models can then be
fine-tuned by adding a thin network or layer on the output of
the generic language model to solve specific NLP tasks [36],
[17]. One advantage of this method is that using a pre-trained
language model reduces the number of training iterations
necessary for fine tuning [17] because the language represen-
tations have already been learned during pre-training. Prior
transfer learning approaches to dealing with text data focused
mainly on using pre-trained word embeddings. However, these
embeddings are static and do not consider the local context
in which the words are appearing. More modern language
models, such as OpenAI GPT [36] and BERT [17], address
this issue by incorporating the local context into the initial
word embeddings, using a variety of different techniques. The
embeddings produced from these models have much more
accurate word meaning and association information encoded
within them, making them very useful for downstream tasks.
This approach should be advantageous for tasks where acquir-
ing large datasets is difficult, such as our task of predicting
stance polarity and intensity.

Recently, Devlin et al. (2019) [17] published the Bidirec-
tional Encoder Representations from Transformers, or BERT,
model. BERT uses a bidirectional Transformer architecture
[61]. Evaluations of BERT have demonstrated its effectiveness
on a diverse set of natural language understanding tasks. By
utilizing the pre-trained BERT model, a fine-tuned model for
stance polarity and intensity prediction will contain the learned
knowledge from the pre-trained model as well as learn the new
associations relevant to the stance polarity and intensity task.
Prior work incorporating BERT into stance detection, and its
related applications of Fake news detection and rumor veracity
research, have shown that this strategy is effective [62], [37],
[35]. However, none of these works have addressed the issue
of predicting both stance polarity and intensity simultaneously.

IV. EMPIRICAL DATASET DESCRIPTION

The dataset used in this research was constructed from three
separate empirical studies collected in Fall 2017, Spring 2018,
and Spring 2019. In each study, a class of undergraduate
students in a general sociology class was offered extra credit
to participate in multi-weeklong discussions in the ICAS
platform. The students were asked to discuss four different
issues relating to their course work. The issues were selected
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based on their controversial nature and relevance to the topics
covered in the class. The issues were:

• Healthcare: Should individuals be required by the gov-
ernment to have health insurance?

• Same-Sex Adoption: Should same-sex married couples
be allowed to adopt children?

• Guns on Campus: Should students with a concealed carry
permit be allowed to carry guns on campus?

• Religion and Medicine: Should parents who believe in
healing through prayer be allowed to deny medical treat-
ment for their child?

Each issue had four pre-written positions (except for the
healthcare issue in Fall 2017, which had three positions). The
positions were designed such that each issue had one strong
conservative position, one moderately conservative position,
one moderately liberal position, and one strong liberal po-
sition. The students were asked to post ten total arguments
under each issue, spread out across each position at their
discretion. The studies were completed with IRB approval
(Protocol #1710077940).

When a student posts an argument in the ICAS platform,
they are required to annotate their argument with an agreement
value. The students selected an intensity value using a slider
input that allowed them to select their level of agreement
with the post to which they are replying. The slider input
corresponded to the agreement value on a scale from -1 to
+1 at 0.2 intervals. Each of the 11 intervals corresponded to
an ordinal text description that was displayed to the students
when sliding the bar. The ordinal text descriptions mapped
to the following continuous agreement values: Completely
Agree (+1.0), Strongly Agree (+0.8), Moderately Agree (+0.6),
Weakly Agree (+0.4), Slightly Agree (+0.2), Indifferent (0.0),
Slightly Disagree (-0.2), Weakly Disagree (-0.4), Moderately
Disagree (-0.6), Strongly Disagree (-0.8), Completely Disagree
(-1.0). All of the negative values signify disagreement at some
intensity, while all of the positive values signify agreement at
some intensity. Indifference (0.0) is indicative of a lack of
stance polarity or intensity. This input method simplified the
process for the users while still collecting detailed annotations
for analysis.

In total, the dataset contains 22,606 total arguments from
904 different users across the three studies. Of the arguments,
11,802 (52%) of the arguments are replying to a position, and
the remaining 10,804 (48%) are replying to other arguments.
Concerning tree depth, 52% of the arguments are on the first
discussion level (replying to positions), 44% are on the second
level, 3% are on the third level, and 1% were on levels 4 and
5. In terms of agreement value, the arguments skewed more
positively. Fig. 2 shows a histogram of the agreement values
associated with each argument.

It is important to note that in the empirical dataset, we
use the self-annotated agreement values as the ground truth
labels. The users provide their agreement values to pair with
their arguments without any outside approval. These labels,
therefore, should be interpreted as the accurate reflects of the
author’s true intended opinion. The data set will be made
available upon request.

Fig. 2. Histogram of the different agreement values present in the combined
dataset.

V. FINE-TUNING THE BERT MODEL

For implementing the Fine-Tuning of BERT, we used the
Transformers library by Hugging Face for implementation
[63]. We experimented with multiple different designs. First,
we examined two architectures of the model in terms of inputs
and outputs from the BERT model, shown in Fig. 3 and 4.

Fig. 3. The architecture for the Combined BERT fine-tuning model.

Fig. 3 has the architecture we label Combined. This ar-
chitecture encodes both the input post and the parent post
into a single output from the BERT model, which is then fed
through the thin network layer. This setup allows the words
from the parent and child posts to be embedded with respect
to one another. This architecture matches the architecture for
Sentence Pair Classification from the original BERT paper
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Fig. 4. The architecture for the Split BERT fine-tuning model.

(see Fig. 4a in [17]), and prior works using BERT for stance
detection applications [62], [37], [35].

Fig. 4 has the architecture which we label Split. This archi-
tecture encodes the input post and the parent post separately,
through the same BERT model, producing one output for each
post and then feeding the concatenated output into the thin
network layer. This architecture does not encode a post relative
toward one another and instead does so independently. The
output of the Split model feeds each post into the thin layer,
which is a shallow dense network on top of the output of the
BERT model that learns to determine the relationship between
the posts. This approach contrasts the Combined model, where
the thin layer learns the relationship based on one combined
embedding. Since both the input and parent posts are passed
through the same BERT model, this does not significantly
increase the number of trainable parameters in the model.
To our knowledge, this architecture has not been explored in
stance detection or stance detection adjacent research.

In addition to the model architecture, different configura-
tions were also examined, including:

• Freezing/Unfreezing the BERT weights during training:
Freezing the BERT weights meant that they were not
further trained during the fine-tuning learning while un-
freezing them did alter their values during training.

• BERT Model Size: The Transformers library used to
implement the pre-trained BERT model had two in-
stances: the BERT base model (12 layers, 768 Hidden
state size, 12-head transformers, and 110M parameters)
which we label small, and a large BERT model (24-layer,
1024 hidden state size, 16-head transformers, and 340M
parameters).

The thin network layer is a linear layer followed by a
Tanh layer. We experiment with several different thin network

configurations (e.g., linear + tanh + linear, linear + tanh +
linear + tanh, and linear + sigmoid), however using different
thin network layers did not produce meaningfully different
results. The output from the BERT model depended on the
BERT pre-trained model size (768 for Small and 1024 for
Large) and whether the architecture was Combined (1x BERT
output) or Split (2x BERT output), and the output size of the
thin network layer was one.

Each model was trained using the ADAM optimizer [64].
The input text was limited to 512 words. All the frozen models
(BERT parameters not trained) used training batch size 64, and
learning rate 0.001, while unfrozen model (BERT parameters
trained) used batch size two and learning rate 2 ∗ 10−5. All
models were trained using the MSE loss function.

VI. ADAPTED MODELS FOR STANCE POLARITY AND
INTENSITY PREDICTION

In addition to fine-tuning the BERT model, we also adapted
five top-performing stance detection models based on their
performance on the SemEval 2016 stance classification Twitter
dataset [1].

A. Ridge Regressions (Ridge-M and Ridge-S)

Two top-performing models used SVMs for stance detection
using different feature sets:

• Mohammad et al. (2016) [1] used word 1-3 grams and
character 2-5 grams as features.

• Sobhani, Mohammad, and Kiritchenko (2016) [13] used
word 1-3 grams, character 2-5 grams, and the sum of
trained word embeddings with dimensionality 100.

These models only used the input posts, and do not consider
the parent post when predicting the stance relationship. To
adapt these models, we replaced the underlying model from
SVMs to linear ridge regressions, resulting in two adapted
models: Ridge-M, which is the ridge regression trained using
Mohammad et al. (2016)’s features, and Ridge-S, which is
the ridge regression trained using Sobhani, Mohammad, and
Kiritchenko (2016)’s features. In our dataset, we filtered out
English stop words, tokens that existed in more than 95% of
posts, and tokens that appear in less than 0.01% of posts for
word N-grams and fewer than 10% for N-gram features. In
total there were 838 N-gram features. For the summed word
embeddings, we trained a word-embedding model (skip-gram
word2vec, dimensionality 100) on the dataset. For each post,
the word embeddings for each word in the post were summed
to create the combined word embedding features. In total the
Ridge-M model (N-gram features only) had 838 features, and
the Ridge-S model (N-gram + word embedding features) had
938 features.

B. Ensemble of Regressions (SVR-RF-R)

This model was adapted from Mourad et al. (2018)’s model
[14], which used a majority-vote ensemble of an SVM, a
Random Forest, and a Naı̈ve Bayes classifier. Their model used
features consisting of linguistic features, topic features, word
embedding features, the similarity score between the input
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post and the parent post’s text, Tweet-related features, context
features, and sentiment features, among others. To limit their
feature set, they used the reliefF feature selection technique
[65] to select the top 50 features to use for classification. Aside
from the similarity score, the model only considers the features
from the input post.

We adapted this model by creating an average-voting ensem-
ble consisting of an Epsilon-Support Vector Regression model
(SVR), a Random Forest Regressor, and a ridge regression
model. For the features, we adapted their original feature set
as best we could for our dataset. Those features include:

• Linguistic Features:
– Word 1-3 grams encoded as binary count vectors (0

or 1 if appeared in the text), count vectors (number of
occurrences in the text), and tf-idf weighted vectors.

– Character 1-6 grams encoded as count vectors.
– POS tagged 1-3 grams, where the POS was

concatenated with their words (e.g. word1 POS1,
word2 POS2, . . . ) and with the POS appended to the
end of the sentence (e.g. word1, word2, . . . , POS1,
POS2,. . . ).

• Topic Features: the topic membership of each post after
performing LDA topic modeling across the dataset [66].

• Word Embedding Features: The 100-dimensional word
embedding sums for each word in a post and the cosine
similarity between the summed embedding vectors for the
input post and its parent post.

• Lexical Features: Sentiment Lexicon features outlined in
Mourad et al. (2018) [14]:

– The ratios of positive words and negative words
to all words, and sum counts of the positive and
negative words, and the positive and negative counts
for each POS tag identified by the MPQA [67] and
SentiWordNet [68] lexicons.

– The ratios of positive and negative words to all
words, and the sum counts of positive and negative
words from the Hu Liu Lexicon [69].

– The sum score, max score, positive sum, and negative
sum for the sentiment tokens from the NRC lexicon
[70].

In total, there were 2855 features. To replicate the feature
reduction, we tested using the reliefF feature selection and
principle component analysis (PCA) to reduce the feature size
to 50. We found that the full feature set performed significantly
better than the reduced feature sets using reliefF and PCA. So,
we used the full feature set in the final model.

C. pkudblab-PIP

The pkudblab model [15] was the highest performing con-
volutional neural network applied to the SemEval 2016 bench-
mark dataset. Their model used skip-gram word embeddings
as input that fed into a 2D convolutional layer, a max-pooling
layer, and a softmax output layer. We adapted the pkudblab
model for stance polarity and intensity prediction (pkudblab-
PIP) by replacing the output softmax layer with a fully-
connected layer using a sigmoid activation function.

Fig. 5 illustrates the architecture of pkudblab-PIP. For
input, we used pre-trained word embeddings published by the
word2vec team (Mikolov et al. 2013) (dimensionality 300).
The input to this model is only the input post and does not
consider the parent post. Given the input post, encoded as word
embeddings of size d by |s|, where d is the dimensionality
of the embeddings (d = 300) and |s| is the normalized post
length (|s| = 150, posts that were longer than 150 words
were truncated, and posts that were shorter were padded), the
input post is fed into the convolution layer. The convolution
layer contains n filters, (n = 100), of window length m, (m
had sizes 3, 4, and 5). The output of the convolution layer
was passed into a max-pooling layer, then passed to a fully-
connected sigmoid layer, which produced the final predicted
output. The model was trained using a mean squared error loss
function, using a 50% dropout layer during training, batch size
of 64, and the Adam optimizer [64].

Fig. 5. The architecture for the pkudblab-PIP model for stance polarity and
intensity prediction.

D. T-PAN-PIP

The T-PAN model is a framework by Dey et al. (2018)
[16], that uses a two-phase recurrent neural network that was
the highest performing neural network model on the SemEval
2016 dataset. The framework uses a two-phase LSTM model
with attention, based on the architecture proposed by Du et al.
(2017) [71]. Unlike the other models, which only consider the
input post to make the prediction, the T-PAN model uses both
the input post and the parent post in its prediction. To adapt
this model for stance polarity and intensity (T-PAN-PIP), we
used only a single-phase architecture (more closely resembling
Du et al.’s original architecture) that used a fully-connected
sigmoid layer as the output layer.

The T-PAN-PIP architecture is shown in Fig. 6. Like with
pkudblab-PIP, T-PAN-PIP uses word embedding features as in-
put (we used the same pre-trained embeddings as in pkudblab-
PIP, d = 300, |s| = 150). The input post is fed into a bi-
directional LSTM, that outputs the hidden states (128 hidden
units) for each direction (for a total of 256 hidden units).
On a separate branch, the parent post’s word embeddings
are summed together and appended to each of the token
embeddings of the input post. The appended topic embeddings
are then fed into a fully-connected softmax layer. The output
of the parent post is used as attention weights (vector size
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256) and represents what Dey et al. (2018) [16] called the
”subjectivity attention signal.” The weights of the ”subjective
attention signal” are used as the weighted attention applied to
the output of the bi-directional LSTM. The idea behind this
layer is to process the input post relative to the parent post.
The output of the weighted attention layer is then fed into a
fully-connected sigmoid layer and used as the stance polarity
and intensity output layer. We trained the model using a mean
absolute error loss function, using a batch size of 64, and using
the Adam optimizer [64].

Fig. 6. The architecture for the T-PAN-PIP model for stance polarity and
intensity prediction.

VII. EXPERIMENTAL SETUP

Our experiments have three primary objectives:
1) Determine if the adapted models for stance polarity and

intensity prediction can retain their ability to perform
stance detection.

2) Determine which architectures and procedures yielded
the best results for fine-tuning the BERT model for
stance polarity and intensity prediction.

3) Compare our fine-tuned BERT model with the adapted
stance detection models for the stance polarity and
intensity prediction task.

For training and testing each model, the dataset was divided
using a 75-25 split. For the neural network-based models
(Fine-Tuned BERT, pkudblab, pkudblab-PIP, T-PAN, and T-
TAN-PIP), 10% of the training data was separated as validation
data. The datasets were split such that each issue was repre-
sented proportionally in both the training and testing datasets
with a maximum discrepancy of less than one percent.

A. Comparing the Adapted Models on Stance Detection

For the first task, we compare the adapted stance polar-
ity and intensity models to their original stance detection
counterparts. The purpose of this experiment is to investigate
whether training the models for stance polarity and intensity
prediction degrades their performance for stance detection, as
is the case for prior works that included stance intensity into
their predictions [6]. Ideally, the models trained for stance
polarity and intensity prediction should retain or improve their

performance for stance detection, while still learning how to
predict the stance intensity.

To make this comparison, we train each adapted model
using the stance polarity and intensity data. We then train each
of the adapted model’s original stance detection counterparts
on the dataset by converting the continuous agreement values
to categorical values based on the agreement value’s sign. If
the agreement value is positive, it is categorized as Favoring.
If it is negative, then it is categorized as Opposing, and if the
value is zero, it is categorized as Neutral. In total, the dataset
contains 12,258 Favoring arguments (54%), 8962 Opposing
arguments (40%), and 1386 Neutral arguments (6%). To
compare the adapted models to their original counterparts, we
convert the continuous agreement value predictions from the
stance polarity and intensity models into categorical values,
using the same method described, and compare with the
converted ground truth categories.

To evaluate the performance for the models trained for
stance detection (polarity only), we report the overall model
accuracy for the classification and the macro-average F1-
scores for the Supporting and Opposing classes on the testing-
set only. This F1-scoring scheme allows us to disregard the
Neutral category as a class since it is not of interest [14] and
is underrepresented in the dataset.

B. Comparing BERT Fine-Tuning Architectures

The second task compares various fine-tuning architectures
and configurations for stance polarity and intensity prediction.
In total, we tested six different configurations using the two
types of architectures (Combined or Split), BERT model
sizes (Small or Large), and either freezing or unfreezing the
BERT weights during training (frozen or unfrozen). Each
configuration was trained using the same training, testing, and
validation datasets. The training was done using early stopping
if the validation loss did not improve for five consecutive
epochs, with a maximum of 20 training epochs. The models
were trained on an NVIDIA Quadro P4000 video card using
Python with the huggingface Transformer libraries [63]. The
details for each of the trained models are in Table I. Due to the
memory limits of the graphics card, we were not able to test
the configuration with a large BERT model that had unfrozen
weights during training.

C. Comparing model performance for Stance Polarity and
Intensity prediction

To evaluate the performance of the models for stance
polarity and intensity prediction, we report both RMSE of the
testing dataset and a weighted percentage we call Regression
Accuracy (Reg Acc), which takes the testing RMSE as a
percentage of the maximum RMSE possible. The maximum
possible RMSE is calculated by measuring the worst possible
prediction on the testing data labels.

To calculate the worst possible predictions, we created
a prediction model that takes in a label and outputs the
prediction with the most distance from that labels, while still
being within range of an agreement value (-1.0, +1.0). If the
label is less than one, the model will predict one, and if



IEEETRANSACTIONSONCOMPUTATIONALSOCIALSYSTEMS 9

TABLEI
THECONFIGURATIONSTESTEDFORFINE-TUNINGBERT

Architecture BERTSize Frozen Weights LearningRate TotalTrainingEpochs BestValidationEpoch

Combined Small Yes 0.001 20 15
Combined Small No 2.0∗10 5 7 2
Combined Large Yes 0.001 20 18

Split Small Yes 0.001 20 17
Split Small No 2.0∗10 5 7 2
Split Large Yes 0.001 12 6

TABLEII
THECLASSIFICATIONACCURACYANDF1-SCORESOFTHESTANCEPOLARITYPREDICTION MODELSANDTHESTANCEPOLARITYANDINTENSITY

PREDICTION MODELSFORSTANCEDETECTION(POLARITYONLY)CLASSIFICATION.

StancePolarityPrediction Model PolarityandIntensityPrediction Model Difference
Model Accuracy F1-Score Model Accuracy F1-Score Accuarcy F1-score

Baseline(MostFrequent) 54.36% 0.352 Baseline(Mean) 54.36% 0.352 0.00% 0.000
SVM-H 68.48% 0.701 Ridge-H 68.16% 0.695 -0.32% -0.006
SVM-S 67.63% 0.697 Ridge-S 68.84% 0.703 +1.21% +0.006
SVM-RF-NB 68.31% 0.705 SVR-RF-R 70.43% 0.721 +2.12% +0.016
pkudblab 67.28% 0.688 pkudblab-PIP 66.89% 0.672 -0.39% -0.016
T-PAN 65.55% 0.673 T-PAN-PIP 66.64% 0.678 +1.09% +0.005

BestSplitBERT 76.02% 0.780

thelabelisgreaterthanorequaltozero,it willpredicta
negativeone.Thismodelensurestheworstpossibleoutcome.
Forourtestingdataset,themaximumRMSEwas1.6833.The
regressionaccuracyisthencalculated,asshownin(1).

RegAcc=1−
InstanceRMSE

MaxRMSE
(1)

Thisrepresentationdisplaystheerrorasanaccuracyvalue,
suchthata0.0regressionaccuracywouldindicatetheworst
possible RMSEvalue,andavalueof1.0 wouldindicate
perfectaccuracy.

VIII. RESULTS

A.StanceDetectionResults

Wecomparetheadaptedstancepolarityandintensitypre-
diction modelstotheiroriginalstancedetectioncounterparts
onthestancedetectiontask.TableIIshowsthecomparison
betweenthemodelsonthetestingdatasetintermsofaccuracy
andmacroF1-scores.

Oftheadapted models,SVR-RF-Rhadthebestaccuracy
overallat70.43%,anF1-scoreof0.721,andhadthe most
improvementfromitsstancedetection modelcounterpart,
improvingby2.12%inaccuracyand+0.016inF1-score.
Thebestun-adaptedstancedetectionmodelswereSVM-RF-
NBintermsofF1-scoreandSVM-Hintermsofaccuracy.
TheadaptedversionofSVM-H,Ridge-H,underperformedits
counterpartslightly.

Overallthedifferencebetweentheadaptedstancepolarity
andintensitymodelsandtheiroriginalstancedetectionmodels
wasrelativelyminor,withtwooftheadaptedmodels,Ridge-
Handpkudblab-PIP,under-performingtheiroriginals,and
theotherthreeadapted models,Ridge-S,SVR-RF-R,andT-
PAN-PIP,outperformingtheiroriginals.Theperformanceof
theoriginalstancedetection modelsincomparisontoone
another matchestheirrelativeperformancesontheSemEval
2016dataset[1],[14],[16].

TABLEIII
THEPERFORMANCEOFTHEVARIOUSCONFIGURATIONSFOR

FINE-TUNINGBERTONTHETESTINGSET.

Architecture BERTSize Weights RMSE RegAcc

Combined Small Frozen 0.6576 60.94%
Combined Small Unfrozen 0.6316 62.48%
Combined Large Frozen 0.6772 59.77%

Split Small Frozen 0.5737 65.92%
Split Small Unfrozen 0.5288 68.58%
Split Large Frozen 0.5761 65.77%

B.Fine-TuningBERTResults

Theresultsforthevariousarchitecturesandconfigurations
forfine-tuningtheBERT modelareshowninTableIII.In
everyconfiguration,theSplitarchitectureoutperformedthe
combinedarchitecturebyaround5.6%inregressionaccuracy
and0.1RMSE.Thesmallerpre-trainedBERTmodeltended
toperformslightlybettercomparedwiththelargermodelby
around0.66%forbothCombinedandSplitarchitectures.Un-
freezingtheBERTmodelweightswhiletrainingalsoincreased
performanceby2.66%ontheSplit modeland1.54%on
theCombinedarchitecture.Thebestperformingconfiguration
usedtheSplitarchitecture,thesmallpre-trainedBERTmodel,
andunfrozenparametersduringtraining,andhadaregression
accuracyof68.58%andRMSEof0.528.

C.StancePolarityandIntensityResults

Theresultsforcomparingboththefine-tunedBERTmodel
andtheadapted modelsforstancepolarityandintensity
predictiononthetestingdatasetareshowninTableIV.The
bestSplit BERT model(Split/Small/Unfrozen)significantly
outperformedthebestadaptedmodel,SVR-RF-R,byslightly
lessthanfourpointsofregressionaccuracyand0.068RMSE.
ThebestCombinedBERTmodel(Combined/Small/Unfrozen)
performedinthe middleofthepackoftheadapted models.
Theadapted modelsperformedsimilarlyrelativetoonean-
otheronthestancepolarityandintensitypredictiontaskas
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TABLE IV
THE RESULTS FOR THE DIFFERENT STANCE POLARITY AND INTENSITY PREDICTION MODELS ON THE TESTING SET.

Model Model Type RMSE Reg Acc
Baseline Mean Value Prediction 0.718 57.35%

pkudblab-PIP Convolutional Neural Network 0.657 60.97%
Best Combined BERT Combined/Small/Unfrozen BERT Fine-Tune 0.632 62.48%

T-PAN-PIP RNN + Attention 0.623 62.99%
Ridge-M Ridge Regression 0.620 63.17%
Ridge-S Ridge Regression 0.615 63.58%

SVR-RF-R Ensemble 0.596 64.59%
Best Split BERT Split/Small/Unfrozen BERT Fine-Tune 0.528 68.58%

TABLE V
BREAKDOWN OF THE TESTING SET PREDICTION RMSE OF THE BEST

SPLIT BERT MODEL BY ISSUE.

Issue RMSE
Same Sex Adoption 0.5101

Religion and Medicine 0.5204
Healthcare 0.5337

Guns on Campus 0.5495

Fig. 7. Breakdown of the testing set prediction RMSE of the BERT model
by stance polarity and intensity label.

they did on the stance detection task, with SVR-RF-R being
the best model out of the adapted models.

A breakdown of the testing set results from the best Split
BERT model reveals that the instances with stance intensity
are the extremes (near -1 or +1) were a larger source for error
than the instances with lower intensities. Fig. 7 shows the
testing set results for the best Split BERT model broken down
by the ground-truth label. Intensities between the range −0.4
and +0.4 had an RMSE of 0.4 or below while the instances at
the extremes (less than -0.6 and greater than 0.6) had RMSE
values of 0.49 or above.

The input argument length and the topic issue of the
instances had very little impact on the performance of the best
Split BERT model. The word count of the input argument
had almost no relationship with prediction RMSE, with a
correlation value of 0.0004. Likewise, the issue the argument
originates from has very little impact on the error. Table V
shows a breakdown of the best Split BERT model’s RMSE
for testing data by the instance issue. The difference in RMSE
between the best performing issue, SameSex Adoption, and the
worst performing issue, Guns on Campus, was only 0.0394.

The best Split BERT model also outperformed all of the
adapted models in the stance detection task as well, as shown
in the bottom row of Table II, with an accuracy of 76.02% and

Fig. 8. A confusion matrix for the stance polarities of the testing dataset
predicted by the best Split BERT model.

F1-score of 0.780. This result is a 5.59% increase in accuracy
over the best performing adapted model SVR-RF-R. Fig. 8
shows a confusion matrix for the polarity predicted by the best
Split BERT model for the Favor (value greater than zero)and
Oppose (value less than zero) categories. The neutral value
(zero) was underrepresented in the testing set and omitted from
the confusion matrix.

These results suggest that the best Split BERT model pro-
duces predictions that are consistent across the four different
issues and across inputs of varying word counts and is very
good at determining the polarity of the stance relationships
with 76.02% accuracy. However, the model struggles to iden-
tify strong stance intensity in the relationships, with more error
occurring when the actual stance intensity is closer to one.

IX. DISCUSSION

The results of the first experiment, comparing the adapted
models to their original on the stance detection test, reveal
that the adapted models retrain their ability to perform stance
detection with similar accuracy as their original models. This
observation is important because it demonstrates that our
process of encoding stance polarity as floating-point agreement
values allows the models trained on this data to maintain
both their ability to detect the stance polarity and allows the
additional functionality of detecting the stance intensity as
well. Compared to prior categorical approaches to capturing
stance intensity and polarity, our approach can capture both
components without compromising the models’ accuracy for
stance detection.
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The second and third experiments compared the overall per-
formances of the fine-tuning BERT models with the adapted
models reveals that the strategy of using pre-trained language
models is beneficial for stance polarity and intensity predic-
tion, but only when the Split BERT architecture was used.
The Combined BERT architecture performed about the same
as the other neural network models, T-PAN-PIP and pkudblab-
PIP, which were models that were trained from scratch and did
not use a pre-trained model. Thus, a straightforward approach
to incorporating the BERT model, such as the Combined ar-
chitecture, does not provide any improvement in performance
compared to the other models, while the Split architecture
outperforms them in all the configurations. Overall the adapted
models’ performance for stance polarity and intensity matched
their relative performances on stance detection, with SVR-RF-
R having the best performance, being only outperformed by
the Split BERT model.

The Split architecture does have a larger output space since
it has two outputs (one from each post), which could be
causing the improved performance. However, we tested having
multiple outputs with the Combined architecture (such as one
output on the head [CLS] token and one on the middle [SEP]
token that separates the parent and child posts). The results
were still significantly worse than the Split architecture. Our
results support the idea that encoding each post separately is
more effective for a task that is identifying contrast between
posts.

More broadly, this result suggests that when fine-tuning
language models, finding the proper architecture for incor-
porating the pre-trained model is crucial for leveraging the
benefits of transfer learning. The prior works using BERT did
not explore various architectural setups, so it is not clear if
the split architecture is advantageous for all stance detection
applications or only our specific task of stance polarity and
intensity prediction. However, in this case, it made a significant
difference.

X. CONCLUSION

We introduce a new research problem, stance polarity and
intensity prediction in response relationships between posts
in online deliberation. This task encapsulates stance detection
and includes the additional task of determining the intensity
of the stance relationship. In this work, we adapted five top-
performing stance detection models for stance polarity and
intensity prediction and developed a novel model that fine-
tunes the pre-trained BERT language model for stance polarity
and intensity prediction. We experimented using different
architectures and configurations for fine-tuning the BERT
model, including a novel Split architecture which encodes the
parent and child posts separately through the BERT model and
combines them in the output layers. We trained and tested
the models on an empirical dataset collected using a cyber
argumentation platform. Our results show that our encoding
method for producing labels as floating-point agreement values
can be used to train the stance polarity and intensity models in
such a way that they retain their accuracy for stance detection.
To our knowledge, this is the first encoding method that

allows including stance intensity along with the polarity that
can be used to train models without adversely affecting their
performance. Our results also demonstrate that the fine-tuned
BERT model using the novel Split architecture was the best
performing model on the dataset. To our knowledge, this fine-
tuning architecture is new and has not been utilized in the
stance detection literature prior. This Split architecture may
prove useful in many other related tasks in stance detection
and argumentation mining.
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