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Abstract—Cyber argumentation platforms offer specially de-
signed environments for users to discuss and debate their stances
and viewpoints on important issues. However, argumentation
polarization often occurs in discussions and debates on these
cyber argumentation platforms. Several researchers investigated
argumentation polarization qualitatively in the past, but none
have developed a quantitative model for measuring the degree of
argumentation polarization. We addressed this important and
challenging issue by developing an innovative argumentation
polarization model to measure argumentation polarization by
incorporating four important attributes of argumentation polar-
ization: 1). The total number of argumentation poles, 2) The
population size of the argumentation poles, 3) similarity within
argumentation poles, and 4) the dissimilarity between argumen-
tation poles. Its baseline model was derived from an economic po-
larization model proposed by Esteban and Ray, which measures
polarization using three features: 1) Homogeneity within each
group, 2) Heterogeneity across groups, and 3) a small number
of significant groups. We adapted their model by incorporating
population sizes for poles, normalizing for population size, and
normalizing for parameter selection, to fit our formulation of
argumentation polarization. This model was evaluated using
an empirical study conducted using our cyber argumentation
platform, the Intelligent Cyber Argumentation System (ICAS).
This model was evaluated with two other distribution-based
opinion polarization models that were applied in online discussion
contexts, both analytically and empirically, since there are no
existing argumentation polarization models. The analytical and
empirical evaluations indicate that our model performs more
effectively in terms of the definition of argumentation polarization
and the four attributes.

Index Terms—Polarization, Cyber Argumentation, Online De-
liberation, Polarization Modeling, Agreement Analysis

I. INTRODUCTION

YBER argumentation platforms are specialized online

discussion and debate platforms that encourage produc-
tive deliberation through the platform’s design and provide
analysis on the deliberation process and outcomes [1]-[7].
These platforms are alternatives to popular online platforms,
such as social media and networking platforms, which serve
as the de facto public forums for online deliberation and
debate on important topics [8]. Those platforms, while popular,
often result in undesirable deliberation outcomes, such as echo
chambers [9]-[13], where only like-minded users discuss ideas
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with one another which isolates them from diverse opinions,
viewpoints, and ideas, often leading to extreme opinions
[11], animosity toward out-group members [14], and a more
polarized environment [12]. Likewise, discussions in online
social media and networking platforms also tend to have very
low deliberation quality [15]-[19].

Thus, many researchers in online deliberation and cyber
argumentation have investigated various argumentation struc-
tures and features to promote higher quality online deliberation
[19]-[21]. Many research groups have proposed specialized
cyber argumentation platforms that use a variety of approaches
to promote more productive deliberation and provide analysis
on the deliberation process and outcomes [1]-[7]. However,
providing structure and features alone is not enough to ensure
a productive discourse environment. One major factor that
can detrimentally affect online discussions and debate is
polarization.

Polarization has been shown to have many detrimental
effects on discussion in both offline [22] and online [13],
[23] settings. In online settings, polarization has shown to
lower the quality of the crowd-wisdom from discussions [13],
increased tension between ideological groups [14], contributed
to decreased civility in public discourse [24], and polarize
attitudes at the individual level [25]. Much attention has been
paid to opinion polarization in online settings, such as social
media [9], [23], [26]-[30], among political blogs [31], [32],
and in comment sections [15]. However, polarization in online
argumentation has not received much research attention.

Polarization in discussions in cyber argumentation, which
we refer to as argumentation polarization, differs in some key
ways from opinion polarization in other contexts, such as in
social media and network platforms. We define argumentation
polarization as the degree to which the discussion participants
in cyber argumentation form distinct, internally consistent
argumentation poles or groups of significant size that conflict
to some degree with one another based on the degree of
their agreement or disagreement with the discussion topic.
Discussions in cyber argumentation are typically centralized,
meaning all of the posts in a discussion are located in the same
place and are available to all participants. This centralization
of the discussions means that participants are exposed to a
wide variety of viewpoints and opinions from their peers and
are encouraged to engage with them. In cyber argumentation,
the participants must defend their stances and attack opposing
users’ stances by making arguments. Thus, opinions formed
through argumentation are more informed through consider-
ation of alternative views, ideas, and experiences [33]-[37],
compared to unjustified opinions collected through polling



or surveying, which do not reflect these considerations [38].
Furthermore, because discussions in cyber argumentation are
centralized, users cannot easily isolate their views within an
echo chamber, as often happens in social media and network-
ing platforms. Social media and networking platforms focus
on user interaction through social connections, while cyber
argumentation focuses on interaction through discussion and
debate in a shared space. Thus, the network approaches taken
to model polarization in social media, which rely on social
connections as the main mechanism for opinion influence [23],
[39], [40], do not apply to argumentation polarization, where
social connections are de-emphasized.

Developing a polarization model specifically for argumen-
tation polarization is important because the opinion data pro-
duced for cyber argumentation has specific qualities that need
to be considered. Furthermore, because the opinions in cyber
argumentation are justified through the argumentation, the
opinions reported through cyber argumentation are more spe-
cific and nuanced than opinions collected without justification.
As such, the polarization model ought to consider even small
differences in opinions between users as somewhat significant
and adjust its measurement of polarization accordingly. An
argumentation polarization model must place more emphasis
on the differences between user opinion, even when those
differences are small, when measuring the polarization in
cyber argumentation.

Some prior research has been done to investigate argu-
mentation polarization. Avrapalley et al. [41] proposed a
method of assessing polarization in cyber argumentation for
collaborative decisions using Fuzzy c-means clustering. They
clustered discussion participants based on their opinions in
several debates under a shared issue. They asserted that each
cluster represented a polarized group and each participant’s
fuzzy membership with the clusters represented the extent
to which they as individuals are polarized. Klein et al. [42]
proposed a method of assessing cyber balkanization (which is
related to polarization [28]) in Reddit forums by encoding the
discussions into signed interaction graphs and analyzing the
different graph connections between the users. However, these
investigations only focus on the presence of argumentation
polarization and do not quantitatively model argumentation
polarization to quantify the degree of argumentation polariza-
tion.

In this work, we address this important issue by developing
an innovative argumentation polarization model to measure the
degree of argumentation polarization among the participants
in cyber argumentation. To develop this model, we identify
four important attributes of argumentation polarization that
characterize its presence in cyber argumentation, based on the
distribution of the participants’ opinion stance (agreement or
disagreement) toward the discussion topic. Given the distri-
bution of the participants’ opinion stances, our four identified
attributes that characterize argumentation polarization are: 1)
The total number of argumentation poles, 2) the population
size of the argumentation poles, 3) the similarity within
the argumentation poles, and 4) the dissimilarity between
argumentation poles.

Given these four attributes, we develop a novel argumenta-

tion polarization model by adapting a multi-modal economic
polarization model proposed by Esteban and Ray [43]. Their
original model used three features to measure polarization
among different income groups: 1) homogeneity within each
group, 2) heterogeneity across groups, and 3) a small number
of significant groups, which are similar to our attributes 1, 3,
and 4. However, we still need to incorporate attribute 2 into
their model to make it suitable for argumentation polarization.
Their original model measures polarization as a result of
conflict between any two individuals, regardless of whether
they are in a pole or not. Argumentation polarization, on
the other hand, requires that polarization may only occur as
the result of conflicts between two significant groups/poles of
users. Thus, we adapted their model to consider the population
sizes of each user group (attribute 2) by introducing a mini-
mum pole strength threshold requirement to the model. This
threshold ensures that only users in a sufficiently strong pole
will produce polarization, and users who are not in a pole will
not produce polarization. Additionally, we also normalized
the model by total discussion population size to ensure that
discussions containing more participants are not always more
polarized than discussions containing fewer participants (as
is the case in their original model) and we normalize the
index based on selected parameters in the model to ensure the
polarization index output by the model is between 0 and 1.
These adaptations ensure that the resulting modified argumen-
tation polarization model (MAP) considers all four important
attributes of argumentation polarization and is normalized by
the population size.

We evaluate our model on an empirical dataset of online
discussions collected using our cyber argumentation platform,
the Intelligent Cyber Argumentation System (ICAS). ICAS
is equipped with a powerful fuzzy logic argument reduction
system, which was used to approximate each user’s overall
agreement stance toward the discussion topic, based on their
discussion posts. The resulting distribution of user agreement
(i.e. their opinion stance toward the discussion topic) in
a discussion was fed into the model as input to evaluate
the degree of argumentation polarization in the agreement
distribution.

To our knowledge, we are the first to present a model
of argumentation polarization, so we are not able to directly
compare our model to other existing argumentation polariza-
tion models. Instead, we compare our model to two other
distribution-based polarization models that have been applied
to online discussions, Flache and Macy’s model (FM) [44]
and Morales et al.’s model (MBLB) [27]. These models have
been applied in contexts similar to cyber argumentation, and
demonstrate two popular approaches to modeling polarization:
a variance-based approach and a bi-modal based approach
respectively. We compare these models to our model, both
analytically and on the empirical dataset, in terms of their
ability to capture the four attributes of argumentation polar-
ization. Our analytical and empirical results indicate that our
model performs more effectively in terms of the definition of
argumentation polarization and our four attributes.

We further justify our model’s multi-modal approach to
argumentation polarization by examining the topic selection



made by the participants in their arguments in the discussion.

The results of this analysis show that a bi-modal assumption

does not sufficiently capture the important differences between

participants and a multi-modal approach is more effective.
This article makes the following contributions:

1) We present a novel model of argumentation polariza-
tion that measures the polarization within an agree-
ment distribution in cyber argumentation. We identify
four key attributes of polarization within the agreement
distribution that must be considered when modeling
polarization, which our model captures.

2) We compare our model to two other polarization models
used in online discussion and online deliberation litera-
ture, both theoretically and on empirical data. Our results
indicate that the other models do not sufficiently capture
our four attributes of argumentation polarization, which
results in some unorthodox polarization values in the
empirical data.

3) We justify our model’s multi-modal approach based on
our analysis of frame and topic selection in discussions
from our empirical data.

II. RELATED WORK
A. Cyber Argumentation Platforms

Cyber argumentation and online deliberation systems are
specialized platforms that focus on facilitating and analyzing
high-quality online discussion. gIBIS [1] was one of the
first online deliberation platforms and used the IBIS method
[45] to structure and visualized discussions around issues.
Convince Me [46] both aimed to increase the reasoning of its
participants, as well as facilitate discussions, by providing a
knowledge-eliciting interface and simulation-driven feedback.
The HERMES system [2] improved discussions for online
collaborative decision making by integrating database query-
ing capabilities and providing analytics around the amount of
evidence related to an argument, among other analytics. The
Araucaria system [3] provided argumentation diagraming to
explicitly represent various relationships between different el-
ements in an online discussion. The CoPe_it! tool [4] provided
different visualizations and levels of formality (sets of rules
in the system) to facilitate many different types of online dis-
cussions. The Synergy platform [47] analyzes an argument’s
probabilities of being accepted by the participants, in addition
to providing structure to the discussions. The Deliberatorium
[6], [7], [42], [48], [49] platform uses moderators along with a
formalized argument map discussion structure to support large
scale discussions. Other debate centric platforms originating
from for-profit and non-profit enterprises such as Debatepedia
(Debatepedia.org), Kialo (kialo.com), debate.org, procon.org,
and idebate.org, provide structured discussions and are notable
for attracting large audiences or for generating data used in
online argumentation research (see [50], [S1] for examples).

Many of these platforms identified the unstructured na-
ture of online forums, social media, and social networking
platforms as a major issue in facilitating high-quality online
deliberation, and addressed it by enforcing explicit argu-
mentation structures centered around discussions of issues,

such as Toulmin’s model of argumentation [52], IBIS [45],
and Zeno [53]. Many platforms also improved understanding
and readability of online argumentation by visualizing key
elements of argumentation [1], [3], [4] and sectioning off
unrelated content from one another [2], [48].

Our platform used in this research, the Intelligent Cyber
Argumentation System, is the newest iteration of the platform
originally developed by Liu et al. [5]. ICAS is a platform
designed for large scale deliberation, like the Deliberatorium,
and provides a fuzzy-logic based argument reduction system
for approximating user opinion on the discussion topic, which
will be discussed in the next section.

B. Polarization Modeling

In the broader polarization literature, there are typically
three approaches to modeling and measuring opinion polar-
ization: 1) A survey-based approach, 2) A network-based
approach, and 3) A distribution-based approach.

The survey-based approach is the most common and uses
the difference between user responses on surveys to measure
the total amount of polarization between groups [26], [54]-
[59]. Polarization itself is measured by combining the survey
responses using some relevant measurement, spanning from
simple measurements [54], [56], such as averages, variance,
and differences, correlation analysis between responses [55],
regressions [26], [57], and prediction models [29]. Survey
approaches, however, have the weakness that the opinion
expressed by the users may not be well considered or well-
informed [38].

The network-based approach models polarization as the
degree to which a social network is clustered into distinct,
conflicting groups [23], [31], [32], [39], [40], [60]. This
approach to polarization is popular among those studying
polarization in social media [23], [39], [40] or other online
content like blogs [31] and those modeling polarization using
agent-based network simulations [60]-[62]. Typically these
models approach opinion formation as a result of social
interactions through network connections [23], [39], [40] and
measure polarization as the degree of group cohesion in the
network [23], [31], [32], [63].

The distribution-based approaches models polarization as a
function of a single or multiple variables distributed across
a population [27], [43], [44]. This approach conceptualizes
polarization as a division of a population into distinct, conflict-
ing, internally-cohesive groups along some axis. While some
studies used basic metrics [64], such as the number of peaks
in the distribution [65], to measure polarization, often studies
present their own unique models of measuring polarization on
a given distribution [27], [43], [44], depending on the type of
polarization being modeled.

Of these approaches, only the distribution-based ap-
proach applies to argumentation polarization. Survey-based
approaches gather opinion information from surveys, which do
not require users to justify their opinions, as argumentation po-
larization does. Network-based approaches require the subjects
to be arranged in a social network, where users formulate their
opinions based in part on their network connections. However,



cyber argumentation does not require users to form a social
network and instead encourages opinion formulation through
deliberation. Thus, a distribution-based approach, using the
user’s agreement or disagreement toward the discussion topic
as the distribution variable, is most applicable to argumentation
polarization.

Work by Bramson et al. breaks down distribution based
polarization measurements into nine different, pairwise-
independent senses of polarization [66], [67]. These nine
senses of polarization, spread, dispersion, coverage, region-
alization, community fragmentation, distinctness, and group
divergence, are designed to help examine polarization models
to determine which senses of polarization are and are not
captured by the model. The authors note that different types
and contexts of polarization can focus on different subsets of
their proposed senses. We discuss our model’s coverage and
the coverage of other relevant models of these nine senses in
later sections.

III. BACKGROUND

A. ICAS

In this section, we will briefly outline our argumentation
platform ICAS that was used to collect our empirical dataset
and derive the user opinion distribution used as input into the
opinion polarization models evaluated in this work.

ICAS is a large-scale issue-based online argumentation
platform. ICAS is the newest iteration of the argumentation
system first developed by Liu et al. [5]. It uses the IBIS model
[45] to structure its discussions in a tree-like structure. At the
root of each discussion tree is the topic issue. Under each root,
at the first level of the tree, there are one or more positions,
which serve as the solutions or policies to address the root
issue. Discussions in ICAS take place under each position
node in the tree. Under each position, there is a sub-tree of
arguments that argue for or against their parent position or
another argument to a certain degree.

ICAS is unique to other platforms in that it allows users to
explicitly express partial agreement (or disagreement) toward
another argument or position. When creating an argument in
ICAS, the user must provide two components, the argument
text and an agreement value. The agreement value is an
explicit value associated with the argument that indicates
the argument’s stance (supporting, neutral, or attacking) and
intensity toward the argument/position to which it is replying.
Each agreement value is encoded on a scale from -1.0 to
+1.0, where the value’s sign corresponds to the stance polarity
(positive is agree, negative is disagree, and zero is neutral),
and the value’s magnitude corresponds to the intensity of the
opinion (e.g. 1.0 is strong, 0.2 is weak, etc.). The agreement
value is selected using a sliding input bar that allows the user
to select a value from -1.0 to +1.0 at 0.2 intervals, where
each interval is associated with a text description (e.g. -1.0
is complete disagreement, -0.8 is strong disagreement, etc.).
Fig. 1 gives an example tree structure for an issue in ICAS.

Discussions in ICAS are asynchronous, unmoderated, and
users as assigned anonymous screen names during discussion.

Issue

Position 2

+0.8 +1.0
| Argument 1 | | Argument 2 | | Argument 3 |

-0.6

-0.4 +0.6
| Argument 4 | | Argument 5 |

Fig. 1. Example discussion structure used in ICAS. The agreement levels of
each argument towards their parent nodes are displayed above the argument.

B. ICAS Argument Reduction

This section outlines the argument reduction process in
ICAS that is used to approximate each user’s agreement toward
a position. Each discussion in ICAS happens at the position
level. Thus, every position will have an agreement distribution
which describes the extent to which each user agrees or
disagrees with the position. This agreement distribution is the
input to our argumentation polarization model described in the
next section.

To derive the user agreement distribution, we first need to
determine each user’s overall agreement toward the position.
This is done by averaging the agreement values of each
argument a user made in the discussion of the position. This
process is simple for arguments that are made to directly
address the root position, such as arguments 1, 2, and 3 in
Fig. 1, however, we must also consider the agreement values
from arguments further down the tree, such as arguments 4
and 5. Those arguments do not directly relate to the position,
meaning their agreement values are about other posts. There-
fore, to capture the impact these arguments had on the user’s
agreement, we first need to reduce their values such that they
related directly to the root position, instead of their current
parent, so they can be considered when calculating a user’s
overall agreement. This argument reduction process is done
using ICAS integrated fuzzy logic engine to approximate the
agreement values of an argument towards its root position.

ICAS’s fuzzy logic engine uses trapezoidal fuzzy logic rules
and 25 inference rules to reduce an argument’s agreement
value one level up the tree at a time until the argument’s
agreement value relates directly to the parent position. The
reduction updates the agreement value an argument has toward
its parent to relate instead to its grandparent by identifying the
implicit relationship between the child and the grandparent
(such as implicit attack/support) and updating the agreement
value using the fuzzy logic update rules. This reduction step
repeats until the child argument is reduced to relating directly
toward its root position.

An example of argument reduction is shown in Fig. 2. For
a more in-depth explanation of the reduction process, please
refer to Liu et al. [5].

Once each argument has been reduced to directly relate
to the root position, ICAS calculates each user’s overall
agreement on the position by averaging all of their argument’s
reduced agreement values together. The averaged value is



After Reduction

Before Reduction

Position 1

+0.8 +0.8 -0.5
I Argument 2 I | Argument 2 | I Argument 4 I
-0.4

Argument 4

Fig. 2. An example of an argument reduction. The example shows Argument
4’s relationship and agreement value before (left) and after (right) the
reduction step.

used as the user’s overall agreement toward the position.
This process is performed for each user, whose agreement
values are collected into one user agreement distribution on
a position, which is used as input into the argumentation
polarization model.

IV. ARGUMENTATION POLARIZATION FORMULATION

To model argumentation polarization as a function of the
agreement distribution of the users in a discussion, we must
first identify the key attributes of the agreement distribution
that characterize polarization.

A. Polarized vs Non-Polarized Argumentation Distributions

The first consideration to make in investigating argumen-
tation polarization is to identify distributions that are at the
extremes of polarization. The most polarized scenario for a
distribution is widely considered to occur when the entire
population is split evenly among the most two most extremes
[27], [43], [44]. In this scenario, both poles have a maximum
distance between one another, collectively contain the entire
population (no outliers), are entirely internally consistent, and
have equal strength (in terms of population and similarity).
This is the only scenario for maximum polarization.

For a distribution that contains no polarization, there are two
scenarios. The first scenario is when only one pole forms in
the distribution. If all of the users in the distribution agree with
one another, there is only one pole, and there are no rival poles
to cause polarizing tension. Likewise, even if some individual
users dissent from the pole, they are treated as outliers and
have no impact on the polarization, unless they coalesce into
a like-minded pole with a substantial enough population size
to rival the original pole.

The second scenario is when all of the users disagree with
one another, to the extent to which that is possible, resulting in
the uniform distribution. If each user is uniformly distributed
across all agreement values, then there are no groups of similar
users of significant size, and thus there are no poles. Every sec-
tion of the distribution has the same population and similarity
as every other section of the same size. Since no conflicting
groups of significant size form in the uniform distribution,
according to our definition of argumentation polarization, no
polarization can occur in the distribution. Thus, a uniform
distribution yields no polarization.

B. Attributes of Argumentation Polarization

From our examination of the maximally and minimally
polarized distributions, we can observe four main attributes of
the distribution that determine the degree of argumentation po-
larization. These attributes can be seen as the key determinants
of polarization in the agreement distribution in argumentation.

Attribute 1: The total number of argumentation poles.

The biggest indicator of argumentation polarization is the
total number of poles in the distribution. As discussed in the
previous subsection, if a distribution does not contain at least
two poles, then no polarization can exist. So, the distribution
needs at least two argumentation poles for argumentation
polarization to occur.

However, in the maximal polarization distribution, there are
only two poles. The addition of more than two poles would
lower the argumentation polarization because the population
would be split between all of them, which would weaken each
individual pole. From this observation, we can say that the
population of an argumentation pole is an important factor in
the pole’s overall strength, which leads to attribute 2.

Attribute 2: The population size of the argumentation poles.

The population size within an argumentation pole is the
main component of its strength. Poles with more users within
them are stronger than poles with fewer users. If more users
are grouped into conflicting poles, more polarization should
occur. Likewise, the ratio between two poles’ population size
is important when determining the amount of conflict between
them. If one pole has significantly more population in it than
the other, then the stronger pole overwhelms the weaker pole,
resulting in lower polarization. If the poles have a similar
population size then they are more equal in strength and thus
produce more polarization. However, population size is not the
only component of a pole’s strength, which leads to attribute
3.

Attribute 3: The similarity within the argumentation poles.

In addition to the population, the strength of the agreement
pole is also related to the agreement similarity of the users
within it. The more unified the users in the pole are, the
stronger the pole. In our distribution with maximum polariza-
tion, each pole was entirely internally consistent. If the poles
were not entirely consistent and had some internal variance,
they would be weaker poles and the overall argumentation
polarization would be lower. Thus, the internal distances
between the users in the pole impact the strength of the pole
and the overall argumentation polarization.

Attribute 4: The dissimilarity between the agreement poles.

The polarizing tension created between argumentation poles
is measured by their difference in agreement. The larger the
difference between two poles the more polarization is occur-
ring as a result. In our distribution with maximum polarization,
the poles were at a maximum distance from one another.
If they were to move closer to each other, then the overall
polarization would lower.

These four attributes characterize the presence and intensity
of argumentation polarization in the agreement distribution of
a discussion in cyber argumentation. In general, polarization
is greater when there are fewer poles (but more than two)
(attribute 1), when more of the population is a member of



a pole (attribute 2), when argumentation poles are internally
similar (attribute 3), and when distinct argumentation poles
are externally dissimilar (attribute 4).

From Bramson et al’s examination of distribution-based
polarization measurements, they identify nine pair-wise inde-
pendent senses that describe various aspects of polarization
[66], [67]. These nine senses were designed to be broad
enough to cover several types of polarization in a variety of
contexts, so all nine senses may not apply to every context.
While our attributes were developed independently from these
senses (we were unaware of Bramson et al’s work at the
time), they map neatly to four of the nine senses that are
most indicative of argumentation polarization: community
fracturing, group divergence, group consensus, and size parity.
The other five senses do not directly reflect the absence
or presence of argumentation polarization in the context of
cyber argumentation and so are not covered by attributes. For
example, the spread of the distribution may not be indicative of
argumentation polarization if extreme views are held by outlier
users in the distribution (which was common in our empirical
data). Thus our model does not explicitly cover these senses,
though these senses are captured implicitly in the model due
to its formulation, which we outline in the next section.

V. ARGUMENTATION POLARIZATION MODEL

The argumentation polarization model will take in a distri-
bution of user agreement toward a position as input and calcu-
late the total amount of argumentation polarization according
to our four identified attributes. Our model is adapted from a
distribution-based polarization model by Esteban and Ray [43]
for measuring economic polarization. Their model is designed
using an axiomatic approach based on three basic features
they observed about economic polarization: 1) homogeneity
within each group, 2) heterogeneity across groups, and 3) a
small number of significantly sized groups. While designed
for economic polarization, this model has been applied to
other domains to measure polarization within a distribution
[68]-[71]. As we can see, their features are very similar to
our attributes 1, 3, and 4, which makes this model a good
fit for argumentation polarization. But, we still need to adapt
the model to consider attribute 2 (population sizes of poles).
Additionally, we want to ensure that the polarization index
produced from the model is normalized by the population size
so that discussions with more population do not always result
in increased polarization, so we also normalized the model by
population size.

Their original extended model is shown in (1) and (2). The
model takes in a distribution (7, i), which is a set of user-value
pairs (7;, y;), where m; is the total number of users with value
y; in the distribution. Their model measures polarization as the
linear representation of the distances between each user along
the distribution, weighted by the mass of similarly clustered
users. The max function (max(|y; —y;| — D,0)) calculates
the distance between users. The parameter D, is a threshold
value that determines if two users are similar (|y; — y;| < D)
(do not produce polarization) or are dissimilar (|y; —y;| > D)
(produces polarization) with each other. The identity function

(I;) for a user is the total amount of similarity a user has
with their near-by neighbors. Here, identity is equivalent to
the internal strength of the user’s pole (i.e. the more similar
others are, the more the user identifies them as in their
pole). The function (w(y;)) is a user-defined function that
determines how the degree of similarity is weighted in the
identity function. The variable « acts as an identity intensifier
and determines how important identity (i.e. a pole’s internal
strength) is in the model. Esteban and Ray prove that o must
be bounded by a € (0, a*] where a* = 1.6, to satisfy their
axioms.

N N
P(m,y)=> > mmI¥ max{|y; — y;| — D,0} (1)
i=1 j=1

>

Jilyi—y;|1<D

I, = Tiw(y;) 2)

Their model captures their three basic features: 1) homo-
geneity within each group, 2) heterogeneity across groups,
and 3) a small number of significantly sized groups, which
are analogous to our attributes 1, 3, and 4. The first feature
is captured through the identity function. If a user’s neighbors
are more similar to them (homogeneous), in terms of distance
along the distribution, then their identity value will be larger,
which will result in more polarization. The second feature is
captured through the max distance function. If two groups of
users are further away from one another (heterogeneous), their
total distance along the distribution will increase, which will
result in a greater amount of polarization. The third feature
is captured through the product of the distance function and
identity function. Since the population size is finite, if more of
the population is distributed among a smaller number of poles,
each pole’s identity value will be larger, resulting in greater
polarization value. For brevity, we will not outline how the
model performs on specific theoretical cases, and instead will
refer to their original paper [43] for these cases and a more
in-depth discussion of the base model. Our modifications do
not change the fundamental operation of the model relating
to these features, so their examples and discussion are still is
applicable to our modified model.

Their original model does not explicitly consider the pop-
ulation sizes of poles (attribute 2). Instead, the model implic-
itly considers population size by weighing the polarization
produced from a user by their identity function (I;) which
is the sum the similarity of their neighbors. So, users with
more neighbors (i.e. are in a bigger pole) will produce more
polarization than users with fewer neighbors. This approach is
sufficient for economic polarization because their distribution
domain is unbounded (from O to infinity). So, for example,
the polarization for a uniform distribution in an unbounded
domain would have each user in their own pole (I; = 1)
and would yield a small polarization value (assuming we
normalize by population size). However, our agreement dis-
tribution domain is bounded (from -1 to +1). So a uniform
distribution in our distribution domain would not yield small
identity values for the users and instead would measure a
substantial amount of polarization. From our formulation of



argumentation polarization, a uniform distribution does not
contain polarization, so the model should output a polarization
index value of zero when given a uniform distribution, which
their model, in its original form, does not.

Thus, we adapt the model by defining a threshold value for
a user’s internal pole strength (i.e. their identity value ([;)). If
a user’s identity value is greater than the threshold, 7', they
are considered a member of a significant pole and can produce
polarization. This threshold checks if a user is in a valid pole
or not, as shown in (3). This threshold ensures that users are
only considered a member of an agreement pole if their pole
is sufficiently strong enough to produce polarization.

pOZe(Wi’yi) =

True if I; >T 3)
False if I; <T

Since we are using the uniform distribution as the baseline
for a non-polarized distribution, we can set the value of 7' to
be the expected identity value from a uniform distribution.
If a user does not have an identity value greater than 7T,
then they are not identifying more than they would in a
uniform distribution, and thus are not considered part of a
pole. Using this definition, we set T" as a function of y; (the
user’s agreement value) and the parameter D. The function
T(y;) shown in (4) calculates the expected identity value of
the user at y; if they were in a uniform distribution, bounded
by [—1, +1]. The second term (|y;| + D > 1) accounts for the
distribution boundary.

D/2 if ly;|+D<1

T(y:) = {2D2_(|ZiiD+D_1)2 if |y;|+D>1 @
In addition to the threshold 7', we also want to normalize
the polarization model to the total population size. Esteban
and Ray’s original model does not weight by population, so
adding more users in the distribution will always increase
polarization, regardless of where they are in the distribution.
Therefore we normalize the model by the total population size

N. The resulting adapted model is shown in (5) and (6).

N N
T T4 o
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where ¢ : pole(m;, y;), j : pole(m;,y;) (5)

2 G(-) o
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For the identity function (6), we implemented the w(y;)
function as the linear distance away from the target user.
Notice that the identity function is normalized by population
size. We add one to the summation to ensure the identity value
is always greater than one, which is important to ensure that
parameter « operates as an identity intensifier and behaves as
intended.

The resulting adapted model shown in (5) now explicitly
considers the population size of an argumentation pole (at-
tribute 2). If a user does not have an identity value greater than

I =1+

T, then they are not within a pole with sufficient population
and similarity to be considered a valid argumentation pole.
In this model, a uniform distribution would not produce any
polarization.

However, depending on the parameter values selected for
variables D and «, the maximum value of (5) may be greater
than or less than one. To fix our model’s output range to
be between zero and one, we normalize the model using
min-max normalization. The maximum value of P, given the
parameters, can be calculated by providing the maximally
polarized distribution: [((N/2), —1), ((N/2),+1)]. Since the
model normalizes the distribution by population size, we can
derive P,,.x as a function of D and « as shown in (7).

Poax = (1 - l;) (1.5%) 7

Using this maximum (and since we know the minimum
value is zero), P can be normalized with respect to the input
parameters is shown in (8). We define the value of P, as
the polarization index value in our final model.

Pnorm(7T7 Y, N) = M (3

Our adapted model still satisfies Esteban and Ray’s original
axioms used to develop their model, if we assume that all of
the poles in the axioms are above threshold T' (except pole p
in Axiom 4, which they describe as insignificant) [43].

In terms of our four attributes of opinion polarization
in cyber argumentation, our model also accounts for each
of these attributes as well. The similarity within each pole
(attribute 3) is modeled by the identity function I;, which
increases the polarization produced by a pole as a factor of
its total internal similarity. The number of poles (attribute
1) is also modeled by the identity function by increasing
the amount of polarization produced by a pole based on the
proportion of the population contained within it. More poles
mean each pole has a smaller portion of the population and
thus a lower identification value, which in aggregate lowers
the total polarization. The dissimilarity across different poles
(attribute 4) is modeled by the max function. The difference
in population size (attribute 2) is modeled by the threshold
T and by weighing the polarization produced by each pole
by their proportion of the population; maximum polarization
between two poles occurs when they contain equal population
proportionality.

The model has a runtime complexity of O(n?) (identity
values can be computed in advance) where n is the number
of unique (7;,y;) pairs. The total number of pairs depends on
the total number of unique agreement values, and since the
distribution is bounded from -1.0 to +1.0, the total possible
number of pairs is bounded by the precision of the agreement
values. Small differences in agreement (< 0.01) have very
little impact on the polarization value, so the number of
unique pairs can be limited by rounding the values to a lower
precision. For example, rounding the values to two decimal
places will ensure that the number of unique pairs will be less
than or equal to 201.



Referring back to Bramson et al.’s nine senses of polariza-
tion [66], [67], this model covers four senses explicitly (from
the attributes) and five senses implicitly. Community fracturing
(attribute 1), group divergence (attribute 4), group consensus
(attribute 3), and size parity (attribute 2) are all covered
explicitly by the four attributes. Spread, dispersion, coverage,
regionalization, and distinctness are captured implicitly, but
only under some conditions. The biggest condition being
that our model tries to ignore outliers using the threshold
parameter 7'. So, revisiting our previous example, the spread
of the distribution could be ignored in some cases where the
extreme users in the distribution are treated as outliers (i.e.
non-poles) by the model. Due to our formation of a single
combined polarization model, each sense cannot be examined
independently of one another. However, in most common
scenarios these five senses are implicitly captured.

VI. ARGUMENTATION POLARIZATION MODEL
PARAMETERS

In the previous section, we introduced the polarization
model. In this section, we will discuss the two user-defined
parameters, D, and «, their role in modeling opinion polar-
ization, and recommended value to use for measuring polar-
ization.

A. Parameter o

The parameter « is designed as an identity intensifier and
determines how important internal pole strength is in the
model. An « value of zero means internal pole strength does
not impact the polarization at all, making the model more
similar to inequality measures [43], while an « value of 1.59
(near maximum) would indicate that the model will strongly
weigh internal pole strength when measuring polarization.

The « parameter chiefly affects the importance of the
internal similarity within the agreement poles in the model
(attribute 3). Fig. 3 shows how various « values affect the
polarization index value for a simulated bi-modal distribution
with different standard deviations within the poles (higher
standard deviation creates less internal similarity). The greater
the value of «, the more sensitive the model is to changes in
the internal similarity of the poles.

In practice, we recommend larger values of «. Argumenta-
tion polarization describes the degree to which the users have
formed internally similar groups based on their agreement with
the topic, making internal identification very important in the
modeling of argumentation polarization. An « value that is too
low will not take internal similarity of the poles into account,
thus we recommend an « value between 0.8 and 1.59.

B. Parameter D

The parameter D acts as the maximum agreement distance
threshold that determines if two users are similar to one
another (i.e. are in the same pole) or not. For example, if
user A has an overall agreement value of +0.5, and user B
has an agreement value of +0.68, then these two users would
identify with one another if D was greater than or equal to
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Fig. 3. Comparison of different o values on the polarization index for a
simulated bimodal distribution with different standard deviations within the
poles. Other parameters: D = 0.3, T' = 0.

0.18. This parameter acts as the model’s consideration of the
similarity between two user agreement values. If the D value
is set to a small value, then the model will consider smaller
differences between agreement more important. Likewise, for
larger values for D, the model will only consider larger
differences important.

Given the bounds of the agreement distribution, we recom-
mend D values between 0.2 and 0.5. If the value of D is
too large, then the model will group users who have large
differences in agreement, which will affect the total number
of poles the model will consider. For example, if D = 1.0,
it is not possible to have three non-overlapping poles in the
distribution. However, D values that are too small will cause
the model to over exaggerate the minor differences in user
agreement in its measurement of argumentation polarization.

VII. EXPERIMENTS AND COMPARISON WITH
POLARIZATION MODELS

In this section, we compare our proposed modified argumen-
tation polarization model (MAP) with two other distribution-
based polarization models that have been applied to online de-
liberation research. We compare the models both theoretically
on their design in terms of both our four identified attributes
of argumentation polarization and using Bramson et al.’s nine
senses of polarization [66], [67].

We also compare the models’ performance on an empirical
dataset of cyber argumentation discussions collected using
our cyber argumentation platform ICAS. In that comparison,
we demonstrate how the different approaches taken by each
model affect how polarization is reported for three illustrative
discussions in our ICAS empirical dataset.

A. Flache and Macy’s Model (FM)

In 2014, Gabbriellini and Torroni presented an agent-based
dialogue simulation model for argumentative reasoning [72].
As part of their analysis, they measure the polarization of the



simulated dialogs using a polarization measurement presented
by Flache and Macy [44].

Flache and Macy’s model (FM) is relatively straightforward.
Given a distribution of user opinions on a bounded scale of
-1 to +1, the distance between two users’ opinions is d;j. The
level of polarization of the population N is the variance of
the distribution of all distances between every user as shown
in (9).

N

N
P=m22<dm—8f ©)

i=1 j=1,
i#

Where d is the average opinion distance across all pairs of
opinions (excluding self-distances).

B. Morales, Borondo, Lasada, and Benito’s Model (MBLB)

Morales, Borondo, Losada, and Benito’s polarization model
(MBLB) [27] was originally used to measure polarization in
a Twitter discussion about the late Venezuelan present, Hugo
Chaves, in 2015.

Their model assumes a bi-modal distribution. Given a dis-
tribution of opinion values of the range -1 to +1, polarization
is measured by calculating the center of gravity (average) of
each side of the distribution, both positive (range: (0,+1]) and
negative (range: [-1,0)), and subtracting each center of gravity
from one another. Then the value is scaled by the maximum
possible distance between the centers of gravity and by the
difference in both sides’ population sizes. The model is shown
in (10).

‘Npos - Nneg| |gCJr —gc™ |

P=(1- 10
( ¥ 5 (10)
Where N is the total population size, N, is the population
size with opinion greater than 0, N,, is the population size
with opinion less than 0, and gc™ and gc™ are the averages of
the opinion values in populations, Ny, and N4 respectively.

C. Theoretical Comparisons of Models

We compare the assumptions and approaches made the two
models introduced in the previous section in terms of our
definition and attributes of argumentation polarization, and the
nine senses of polarization proposed by Bramson et al. [66],
[67].

The MBLB model is most distinct from the other two in that
it takes a bi-modal approach to model polarization. Bi-modal
approaches are very common in analysis of polarization [29],
[39], [40], [58]. This approach assumes that polarization is
the result of a population dividing into two groups that are in
opposition to one another. The direct analog to argumentation
polarization would be to assign the participants to agree and
disagree groups based on their agreement polarity. However,
a consequence of grouping participants in this way is that it
strips out the strength of their agreement or disagreement in
the model.

Research in political psychology has suggested that careful
consideration of opposing arguments surrounding an issue can

cause ambivalence among the participants [73]-[75], resulting
in a weak commitment to attitudes about an issue [73], [74]
Likewise, group polarization research suggests that some users
become more extreme in their opinion as a result of group
discussion, especially when users mostly engage with their
like-minded peers [76]-[79] and ignore the arguments and
viewpoints with which they disagree. Since participation in
online argumentation may produce different outcomes for
different types of users, it is somewhat misleading to group
the participants based only on whether they agree or disagree
with a position, regardless of their agreement strength. In cyber
argumentation, more ambivalent users likely have more in
common with one another, even if they are on the other “’side”
of the agreement spectrum than with more extreme users.

This approach that assumes the group boundary exists at the
origin may not be conducive to cyber argumentation, since it
does not consider the ambivalence of the participants. Fur-
thermore, this model does not consider intra-group similarity
(our attribute 3) or Bramson et al.’s sense of group consensus
[66], [67]. As previously discussed, this sense/attribute is
important to argumentation polarization, as the strength of the
user agreement/disagreement is very consequential in group
discussions. In addition to group consensus, MBLB does not
consider the spread, regionalization, or coverage senses, which
indicates that this model is unable to detect the presence
(or absence) of distinct groups in various regions of the
distribution.

The FM model characterizes polarization as the variance of
the distribution of distances between the users’ agreement. Us-
ing the variance is a common polarization modeling technique
[54], [80], [81]. This approach does not explicitly consider the
formation of poles and instead only focuses on the distances
between the user agreement.

In terms of Bramson et al.’s senses of polarization [66],
[67], this model only explicitly covers dispersion and does
not cover the other eight senses, including community frac-
turing, distinctness, group divergence, and size parity which
we explicitly identify in our four attributes as important for
capturing argumentation polarization. As a result, the FM
model may register polarization being present in a distribution
that contains zero poles. Consider our previous example of
a uniform distribution. As previously discussed, the uniform
distribution does not contain any poles, since there are no
significant clusters of users, and as such there can be no
polarization. However, the FM model does not consider the
formation of clusters or poles, so it will measure a non-zero
polarization value.

As discussed in Section IV, the presence or absence of poles
is important to argumentation polarization. Argumentation
polarization is not merely a lack of consensus, instead it is
explicitly characterized by the formation of internally similar
groups in the agreement distribution. In terms of our attributes,
FM ignores the number of poles (attribute 1).

D. Empirical Comparison of Models

In the previous subsection, we outlined the major theoretical
differences between our model and two other distribution-
based models used in polarization analysis of discussions in



terms of our definition and attributes of argumentation polar-
ization. In this section, we build on that analysis by comparing
how the models measure polarization on empirical discussion
data collected using our cyber argumentation platform ICAS.

We compare the polarization results for each model on
three discussions from two of the four issues in the empirical
dataset. Since each of the polarization models only considers
the distributions of the user agreement, not discussion topics
themselves, and all of the participants were the same across
all issues, we can compare the discussions of the two issues
together without issue.

These three discussions were selected because they best
demonstrate how the approaches of the models affect how
polarization is calculated from the distribution. By comparing
the polarization results from each model to the underlying user
agreement distribution, we illustrate how the FM and MBLB
models can produce polarization values that run counter to our
conceptualization of argumentation polarization outlined in our
four attributes of argumentation polarization, while our MAP
model produces results that are consistent with the attributes.

1) Empirical Dataset: In the spring of 2018, we conducted
an empirical study on an undergraduate class of general
sociology. We offered extra credit for students if they used
our argumentation platform ICAS to discuss and debate four
issues relating to their coursework. The study began on April
10th and ended on May 5th, 2018. The students were asked to
discuss four issues; each issue had four positions under them.
The positions were constructed such that for each issue, there
was a strong conservative position, a moderately conservative
position, a moderately liberal position, and a strong liberal
position. The students were asked to post 10 arguments under
any of the positions for each issue. The issues in the study
pertained to the content they were covering in class. The issues
where:

o Healthcare: Should individuals be required by the gov-

ernment to have health insurance?

e Same Sex Adoption: Should same sex married couples
be allowed to adopt children?

o Guns on Campus: Should students with a concealed carry
permit be allowed to carry guns on campus?

o Religion and Medicine: Should parents who believe in
healing through prayer be allowed to deny medical treat-
ment for their child?

The study contained 308 users (N=308, Gender: 40% Male,
60% Female, Race: 79% White, 21% Non-White) who posted
a total of 10,573 arguments under the four issues. On average,
users posted 2.6 arguments per discussion. The study was
completed with IRB approval (Protocol # 1710077940).

Using the agreement reduction method described in Sec-
tion III-B, each user was assigned an overall agreement value
for each position discussion. If the user did not participate in
the discussion they were not included in the distribution. These
overall agreement values were used as the input agreement
distribution for the polarization models.

2) Comparison of Models on Empirical Data: Table 1
shows the polarization index value for each of the models
on each of the discussions of the positions. For brevity, we
will examine only the Same Sex Adoption and Religion and

TABLE I
THE RANK AND POLARIZATION VALUE FOR ALL OF THE POSITIONS IN THE
RELIGION AND MEDICINE AND SAME SEX ADOPTION ISSUES FOR EACH
POLARIZATION MODEL.

Rank  MAP (Score) FM (Score) MBLB (Score)
1 R2 (0.0297) S4 (0.2914) R3 (0.4662)
2 R1 (0.0264) S1 (0.2437) S3 (0.4633)
3 S3 (0.0059) R3 (0.2183) R1 (0.3000)
4 R4 (0.0048) S3 (0.2133) S2 (0.2674)
5 S2 (0.0029) S2 (0.2102) S1 (0.2269)
6 R3 (0.0002) R1 (0.1781) S4 (0.2032)
7 S4 (0) R4 (0.1741) R2 (0.1994)
8 S1 (0) R2 (0.1652) R4 (0.1496)

Medicine issues. The labels for the positions are assigned as
such: the first letter reflects the issue the position is under
(S = Same Sex Adoption, R = Religion and Medicine), and
the number represents the ideological tilt of the position
(1 = Strong Conservative, 2 = Moderately Conservative, 3
= Moderately Liberal, 4 = Strong Liberal). Fig. 4 shows
the agreement distributions for each of the positions that
are assigned the highest polarization value by each model.
Our model, MAP calculated that R2 was the most polarized
position (0.0297), FM calculated S4 (0.2914), and MBLB cal-
culated R3 (0.4662). MAP was run with parameters D = 0.5,
a=1

FM’s most polarized discussion is S4 with a polarization
value of 0.2914. From our attributes of argumentation polariza-
tion, S4 is not very polarized since almost all of its population
concentrated between agreement +0.5 and +1.0, creating only
one major pole (attribute 1). Intuitively, positions R2 and R3
are more polarized than S4, as the users in these distributions
are more spread out. However, FM’s approach to modeling
polarization does not consider the formation of poles, and
instead only considers the variance between the distances
between users. The variance of the distance distribution in S4
is greater than R2 or R3 because the concentration of users
in the agreement distribution at +1.0 creates greater distance
with every other user. In R2 and R3, the users are more evenly
distributed from one another, resulting in distances that are
closer to the average distance. Since FM only considers the
variance of the distances and does not consider the formation
of poles in the agreement distribution (attributes 1 and 2), its
measurements on the empirical study produce results that are
inconsistent with our definition of argumentation polarization.
Similar scenarios can be observed in positions S1, R4, and G4
(see Appendix).

MBLB’s most polarized discussion is R3 with a polarization
value of 0.4662. MBLB’s definition of polarization focuses
on the concentration of user agreement at the extremes, as
does the model’s approach. MBLB primarily gives higher
polarization values to distributions that are evenly split across
the origin and are closer to the extremes. This is true of
position R3’s distribution, however, MBLB does not explicitly
look for poles, it instead assumes they are there. Thus, R3’s
distribution is assumed to be in two poles (one on the positive
side and one on the negative), even when the distribution, as
shown in Fig. 4c, has its population relatively evenly spread.
The population in R3 is evenly distributed (48% negative,
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Fig. 5. The population pole sizes for poles centered at each agreement value
in positions S4, R2, and R3. The dashed line is the uniform distribution
threshold.

52% positive) with either side’s center of gravity (i.e. average
agreement value) roughly in the middle of the distribution
(negative center: -0.51, positive center: +0.45). In the MBLB
model, this distribution is interpreted as decently polarized,
however, when looking at the actual distribution in Fig. 4c, the
distribution more closely resembles a uniform distribution than
a bi-modal distribution. A similar scenario can be observed in
position H4 (see Appendix).

Our model MAP, for comparison, measured a polarization
index value of 0.0002 for position R3, one hundred times
lower than for position R2. This low polarization value was
due mostly to only very few of the users in R3 being above
the pole strength threshold 7'. Fig. 5 shows the identity values
of the users in the distribution compared to the threshold 7.
The majority of R3’s population was distributed too evenly to
have an identity value greater than the threshold. MAP’s most
polarized discussion was position R2. Position R2 had the most
users with an identity value that was greater than 7" that were
far enough away from one another (a distance greater than
D=0.5) to generate polarization. Position S4, by contrast, only
had users in poles that were between +0.5 and +1.0, which
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Histograms of users by their overall average agreement for each position.

TABLE I
THE TOPIC DESCRIPTIONS FOR EACH OF THE TOPICS IN THE RELIGION
AND MEDICINE ISSUE.

Topic Number  Topic Description

0 Focuses on arguing that the child’s health is more
important the parent’s religious freedom.

1 Focuses on autonomy of children and who should
be allowed to make decisions for whom.

2 Religion’s coexistence with Medicine; How reli-

gion should play into life and death decisions.

were not far enough away from one another to conflict. Even
though position R2 had the most users in conflicting poles,
the total distance between the conflicting pole users was fairly
low, resulting in a low polarization index value of 0.0297 for
R2.

The polarization results and accompanying histograms for
the other discussions can be found in the Appendix.

VIII. JUSTIFYING A MULTI-MODAL APPROACH USING
TopriC MODELING

Previously, we discussed the limitations of a bi-modal ap-
proach to polarization because it excludes ambivalence and the
reservations that users have concerning their agreement toward
a position in cyber argumentation. Instead, our model uses a
multi-modal approach. While this assumption of a distinction
between ambivalent users and users near the extremes is
supported theoretically, we want to confirm this difference
empirically from our dataset to present a stronger argument.

Thus we examined the agreement groups in terms of topic
and framing that users selected during argumentation. Framing
and argument topic selection indicate what an author selects
as important to discuss [82]. Discussions containing various
topics and framings indicate which aspects associated with
the issues that the participants are focusing on, and thus
indicate their underlying values and thoughts. Topic modeling
techniques have shown to be an effective approach to capturing
framing in online discussions [30].

We used an LDA model in MALLET [83] to perform topic
modeling over all of the arguments under the issues in the
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Fig. 6. The average topic membership for each user grouped by the user’s overall agreement value toward the discussion position. The topic membership is

determined by all of the arguments posted by the user by issue.

empirical data. The number of topics per issue was selected
based on the highest coherence score; we tested two to five
topics per issue. For brevity, we will only examine the Religion
issue.

The Religion issue had three topics, summarized in Table II.
Fig. 6 shows the topic distributions for R4 (the most liberal
position) and R1 (the most conservative position). Fig. 6 shows
that Topic 0, which focused on prioritizing health over religion
(a traditionally liberal argument), tended to be more popular
among more liberal participants (i.e. those who disagreed with
R1 and agreed with R4). On the other hand, Topic 1, which
focused on the autonomy of children versus parental authority
(a more conservative argument), tended to be more popular
with more conservative participants (i.e. those who agreed
with R1 and disagreed with R4). Topic 2, which discussed
the coexistence between religion and medical treatment, was
not preferred by either liberal or conservative users.

The tendencies of users to discuss these topics were not
uniformly consistent across all user agreement groups. Users
near the extremes tended to favor one topic over another. Those
who disagreed with R4 favored Topics 1 and 2 over Topic 0,
those who more strongly agreed with R4 favored Topics 0
and 2 over Topic 1, those who more strongly agreed with R1
favored Topics 1 and 2 over Topic 0, and those who strong
disagreed R1 favored Topics 0 and 2 over Topic 1. On the other
hand, more moderate or ambivalent users were more likely to
discuss all three topics instead of only one or two.

Taken as a whole, the topic distribution by agreement value
indicates that users at various levels of agreement, even within
the same ”’side” of the distribution, have different concerns
surrounding the issue. Furthermore, it suggests that more mod-
erate users are discussing a wider variety of topics than those
at the extremes, which reflects the literature suggesting that
ambivalence is caused in part by considering many arguments.
Thus, the approach of assuming a bi-model distribution, based
only on whether the user agrees or disagrees, inadvertently
combines groups of users who behave differently, discuss
different topics, and have different underlying values. Thus,

we assert that a multi-modal approach is more suitable for
detecting this divide between users than a bi-modal approach.

IX. DISCUSSION

Polarization is a broad concept that can be examined from
many different perspectives. For example, polarization can be
examined as the quality of respect and attitude from one group
toward another (affect polarization) [56], or it can be examined
as phenomena that push people toward extreme ideologies
(group polarization) [84]. It is unlikely that any one model
or definition can cover every facet of polarization.

In this work, we focus on covering polarization from the ar-
gumentation perspective. Argumentation polarization focuses
on the polarization of the users’ agreement toward a discussion
topic in cyber argumentation. Unlike other types of polar-
ization, argumentation polarization assumes that the users’
attitudes have been developed through informed, thought-
ful deliberation. Argumentation requires the participants to
carefully consider, defend, and formulate their stance on an
issue, which leads to opinions and stances that are better
informed through consideration of alternative views, ideas, and
experiences [33]-[37] than unjustified opinions [38].

The argumentation process may have different outcome
effects on different users. As previously discussed, some users
may moderate their opinions and become more ambivalent as
they carefully consider arguments from the opposing sides of
the debate [73]-[75], while other users may ignore or dismiss
the arguments and posts made by those they disagree with
and engage mostly with their like-minded peers, becoming
more extreme in their stance [76], [77]. Our analysis of topic
selection seems to support both of these theories; users on
the extremes of the agreement distribution tended to focus on
one or two topics while ignoring the topic favored by their
opposition, while more moderate users tended to consider all
of the topics more equally.

Our model’s multi-modal approach is able to make a
distinction between users on the extreme and users who are
more ambivalent, and pays more attention to the disagreement



between users, even when they are on the same side of the
distribution. The model’s parameters can be adjusted to make
the model more sensitive to smaller differences in the user
agreement or increase the importance of the formation of
argumentation poles.

Polarization as a concept differentiates itself from other
phenomena, such as inequality or a lack of consensus, in that
it requires the formation of distinct, strong poles that conflict
with one another. Our comparison with the FM and MBLB
models highlights the importance of how each model handles
the presence or absence of poles. FM did not consider poles at
all, which resulted in odd modeling behavior in our empirical
results. MBLB, on the other hand, always assumes there are
only two poles on either side of the distribution, even if the
underlying distribution does not match that assumption, which
is reflected in the empirical results. Our model does not make
prior assumptions about the number and locations of poles in
the distribution and instead tries to identify users in poles by
proposing a threshold value, 7', based on the user’s identity
with their neighbors. This approach handles different types of
distributions better than the bi-modal assumption of MBLB,
while still considering the importance of poles, which is key
to our definition of argumentation polarization.

Our empirical results showed that argumentation polariza-
tion in the discussions in ICAS was lower than one might
have expected due to the controversial nature of the issues
discussed. Many discussions resulted in either near consensus
(such is the case in S4) or near-uniform distribution (such as
for R3). For the distributions for each position, please refer
to Fig. 7. While these results are only among undergraduate
students in a controlled setting, it does suggest that for these
issues, users are not polarized as a result of argumentation
discussion.

X. CONCLUSION

Online deliberation through cyber argumentation platforms
offers an environment for users to discuss and debate their
opinions, viewpoints, and stances on important issues. These
well-structured debates help users develop well-informed opin-
ions and stances. However, argumentation polarization often
arises in discussions of controversial topics. Thus, we present
an argumentation polarization model, adapted from an eco-
nomic polarization model, to measure the polarization among
users in terms of their agreement with the debate topic in cyber
argumentation. We discussed how argumentation polarization
manifests itself in the distribution of user agreement toward
the discussion topic and identified four key attributes of argu-
mentation polarization that a model must capture to effectively
measure it. We presented a model that measures the argu-
mentation polarization of an agreement distribution derived
from discussions in our cyber argumentation platform. We
justified our model’s design and adaptations, in terms of our
four attributes of argumentation polarization, and compared
it to two other distribution-based polarization models. Those
models’ approaches: treating polarization as the variance of
distance between users, and treating polarization as bi-modal
phenomena. Both produced results on our empirical data that

did not align with our definition and key attributes of argumen-
tation polarization. Our model’s multi-modal approach more
closely aligns with our observations of argumentation polar-
ization in the empirical data, better adapts to the behaviors of
the participants, as shown in our topic modeling analysis, and
allows different parameter values to increase or decrease the
granularity of the measurement. Thus, our proposed model is
effective at measuring argumentation polarization in terms of
our definition and attributes of argumentation polarization.

APPENDIX A
POLARIZATION RESULTS ON ALL POSITIONS

The full list of the polarization values for each of the
positions in the dataset for each of the models is shown in
Table III. The labels for the positions are assigned as such:
the first letter reflects the issue the position is under (G =
Guns on Campus, H = Healthcare, S = Same Sex Adoption,
R = Religion and Medicine), and the number represents the
ideological tilt of the position (1 = Strong Conservative, 2 =
Moderately Conservative, 3 = Moderately Liberal, 4 = Strong
Liberal).

The histograms of each of the user overall agreement
distributions for each of the positions in the dataset are shown
in Fig 7.

TABLE III
THE POLARIZATION VALUE FOR ALL OF THE POSITIONS FOR EACH
POLARIZATION MODEL.

Position ~ MAP M MBLB
Gl 0 0.2649 0.4289
G2 0.0032 0.1998 0.3616
G3 0.0027 0.2350 0.4135
G4 0.0034 0.2328 0.2059
H1 0.0148 0.1808 0.3493
H2 0.0239 0.1819 0.2558
H3 0.0210 0.1629 0.2567
H4 0.0001 0.2259 0.4601
R1 0.0264 0.1781 0.3001
R2 0.0297 0.1652 0.1994
R3 0.0002 0.2183 0.4662
R4 0.0048 0.1741 0.1496
S1 0 0.2437 0.2269
S2 0.0029 0.2102 0.2674
S3 0.0059 0.2133 0.4633
S4 0 0.2914 0.2032
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