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ABSTRACT

Graphics Processing Units (GPUs) provide very high on-card mem-
ory bandwidth which can be exploited to address data-intensive
workloads. To maximize algorithm throughput, it is important to
concurrently utilize both the CPU and GPU to carry out database
queries. We select data-intensive algorithms that are common in
databases and data analytic applications including: (i) scan; (if)
batched predecessor searches; (iii) multiway merging; and, (iv)
partitioning. For each algorithm, we examine the performance of
parallel CPU/GPU-only, and hybrid CPU/GPU approaches.

There are several challenges to combining the CPU and GPU for
query processing, including distributing work between architec-
tures. We demonstrate that despite being able to accurately split
the work between the CPU and GPU, contention for memory band-
width is a major limiting factor for hybrid CPU/GPU data-intensive
algorithms. We employ performance models that allow us to explore
several research questions. We find that while hybrid data-intensive
algorithms may be limited by contention, these algorithms are more
robust to workload characteristics; therefore, they are preferable to
CPU/GPU-only approaches. We also find that hybrid algorithms
achieve good performance when there is low memory contention
between the CPU and GPU, such that the GPU can perform its
operations without significantly reducing CPU throughput.
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1 INTRODUCTION

Graphics processing units (GPUs) have been exploited to improve
data-intensive algorithm throughput. Algorithms can now be de-
signed to use the CPU or GPU [12, 26], in addition to hybrid
CPU/GPU approaches that exploit both architectures [21]. In shared-
memory systems, the distribution of work and tasks between CPU
and GPU architectures has to be carefully considered to optimize
resource utilization and algorithmic efficiency.

GPU global memory bandwidth is an order of magnitude higher
than the CPU-GPU interconnect (e.g., PCle v3.0 has 32 GiB/s bidirec-
tional bandwidth [23] and Nvidia Volta has 900 GiB/s global mem-
ory bandwidth [22]). For data-intensive algorithms, the CPU-GPU
interconnect is a bottleneck [26]; however, there is an opportunity
to exploit the GPU’s high on-card memory bandwidth.

A recent study by Gowanlock et al. [12] proposed a work splitting
strategy to assign work to the CPU and GPU for hybrid memory-
bound database primitives. However, their paper made several sim-
plifying assumptions about work distribution between the CPU
and GPU which we believe are unable to adequately capture the
performance of their examined hybrid database primitives. In par-
ticular, contention for memory bandwidth can be detrimental to
hybrid CPU/GPU algorithm performance, thus we fundamentally
disagree with the approach taken by Gowanlock et al. [12].

While we disagree with the modeling approach used to split
the work between the CPU and GPU in Gowanlock et al. [12], the
authors proposed a comprehensive testbed of database primitives.
In particular, the authors proposed hybrid batched predecessor
searches, multiway merging, and k-way partitioning. We summa-
rize each of these algorithms in Section 4. The algorithms use a
significant fraction of available main memory bandwidth in the sys-
tem. Therefore, these primitives provide a good testbed of common
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Figure 1: Synthetic example with an (a) near-even split and
(b) uneven split of work between the CPU and GPU. TUPPer
is the upper bound on performance derived by the combined
throughput of the CPU-only and GPU-only algorithms.

database workloads that can be used for examining the impacts of
contention on hybrid CPU/GPU algorithm performance.

To elaborate on the prior work and pitfalls of Gowanlock et al. [12],
as an illustrative example, we show that there are two major limi-
tations that may hinder hybrid CPU/GPU algorithms.

First limitation: Splitting the Work. This limitation was con-
sidered by Gowanlock et al. [12]. The upper bound on the speedup of
a hybrid algorithm over both CPU-only and GPU-only approaches
is when the work is evenly split between the two architectures
(i.e., each architecture computes half of the total work). Figure 1(a)
shows a synthetic example of the response time vs. input size, n,
where the CPU-only and GPU-only algorithms achieve nearly the
same performance, and where TUPP€T is the modeled upper bound
throughput. TUPP€" is simply the combined throughput of the
CPU-only and GPU-only algorithms. In this case, there is signifi-
cant potential for a hybrid algorithm to outperform its CPU-only
and GPU-only counterparts. In contrast, Figure 1(b) shows the case
where the GPU-only algorithm performs much worse than the
CPU-only algorithm. In this case, the upper bound on performance
is similar to the CPU-only performance, indicating that at most, a
hybrid algorithm will only achieve negligible performance gains'.

Second limitation: Contention for Resources. This limita-
tion was not considered by Gowanlock et al. [12]. In the case where
an even distribution of work between architectures is possible, mem-
ory bandwidth contention can significantly reduce performance.
This is a major concern for data-intensive algorithms. Figure 2(a)
shows the best case for a hybrid CPU/GPU algorithm where there
is a near-even split of work, and low contention for main memory
bandwidth. Here, the measured hybrid algorithm response time
is close to the upper bound on performance (TUPP€T). Figure 2(b)
shows that despite a near-even split in work between the CPU
and GPU, contention for main memory bandwidth limits the per-
formance of the hybrid algorithm over the GPU-only algorithm.
Figure 2(c) shows that when there is an uneven split, the perfor-
mance gain of the hybrid algorithm over the CPU-only algorithm is
minimal despite low memory contention. And lastly, in Figure 2(d),
we find that the hybrid algorithm has worse performance than
the CPU-only algorithm due to both the uneven work split and
Note that if the CPU-only algorithm performs much worse than the GPU-only algo-

rithm then this would yield the same upper bound performance and have the same
implications.
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Figure 2: Synthetic example with even and uneven even
splits of work between the CPU and GPU for low and high
contention scenarios.

high contention. Consequently, the hybrid algorithm should not be
employed in this case.

Due to these limitations, hybrid CPU/GPU approaches do not
perform well across all workloads. However, we show that we can
selectively employ hybrid algorithms by using performance models
that quantify: (i) the upper bound on performance; (ii) contention;
and (iii) memory bandwidth saturation.

Major Benefit of Hybrid Algorithms: Depending on workload char-
acteristics, hybrid algorithms only achieve performance gains in
certain cases. Despite this, they are more robust as they can improve
performance in scenarios where the CPU/GPU-only algorithms do
not perform well.

Research Questions Answered by the Models: Models are used
to answer the following questions: (i) Are common data-intensive
workloads amenable to heterogeneous architectures? (ii) Is main
memory bandwidth saturated by canonical data-intensive algo-
rithms? (iii) New architectures are heterogeneous and require dif-
ferent algorithms to achieve peak performance. What algorithm
properties indicate that they will yield good performance when
executed in a hybrid fashion? (iv) To what extent does memory
contention degrade the performance of a hybrid algorithm?

As a demonstration of the potential improvement over CPU/GPU-
only database primitives, we efficiently compute: (i) scan; (ii) batched
predecessor searches; (iii) multiway merging; and, (iv) k-way par-
titioning. These four data-intensive algorithms are used in sev-
eral canonical database applications [13, 15, 28, 29, 32]. Follow-
ing Gowanlock et al. [12], to reduce the memory pressure of the
CPU/GPU-only and hybrid approaches, we employ algorithms that
are optimal in the well-known external memory (EM) model [1].
This paper makes the following major contributions:

o We employ database primitives that are optimal in the EM model
to minimize memory accesses and contention. We show that con-
tention for resources between the CPU and GPU can degrade the



performance of hybrid algorithms; thus, I/O efficient algorithms
are of paramount importance.

e We propose three models: (i) the upper bound on hybrid algo-
rithm performance; (ii) a model that includes contention to be
compared with the upper bound model; and (iii) a model for the
CPU-only algorithm that assumes memory bandwidth saturation.

e We show that our upper bound model is very accurate at splitting
the work between CPU and GPU architectures. This is impor-
tant, as an inaccurate split can degrade performance due to load
imbalance between architectures.

We summarize the major differences between this paper, and the
prior work proposed by Gowanlock et al. [12] as follows:

e Prior work developed a model to split the work between the CPU
and GPU, which completely ignored the cost of computation and
assumed that all algorithms saturate main memory bandwidth. In
this paper, we consider the cost of computation and show that this
cost is not always negligible as previously assumed. Additionally,
in contrast to prior work, we show that main memory bandwidth
is not saturated in all of the hybrid algorithms.

Prior work did not constrain the upper bound on performance

of the hybrid approaches. This paper quantifies the upper bound

based on the throughput of the CPU/GPU-only algorithms.

e Prior work assumed a contention-free scenario, where the use of

the CPU and GPU did not compete for memory bandwidth. In

contrast, this paper focuses on contention and demonstrates that
it can degrade the performance of hybrid CPU/GPU algorithms.

Thus, prior work made unsatisfactory model assumptions.

Prior work lacked experimental evidence to support model as-

sumptions. This paper supports assumptions using a set of hy-

pothesis testing experiments.

o Prior work assumed that all algorithms are suitable for a hybrid
CPU/GPU execution. Using our models, we are able to detect
whether an algorithm should be executed using the CPU and GPU,
or whether it should use one of the CPU/GPU-only approaches.

This paper addresses several of the major limitations of the pio-
neering work of Gowanlock et al. [12]. While the efforts of the prior
work showed the potential of hybrid CPU/GPU database primitives,
this paper provides a thorough treatment of contention, which has
several implications for the design of in-memory database systems
that exploit emerging architectures.

Paper organization: Section 2 outlines related work. Section 3
describes the performance models. Section 4 describes the hybrid
algorithms. Section 5 demonstrates the effectiveness of the hybrid
algorithms and utility of the models. Section 6 concludes the paper.

2 BACKGROUND & RELATED WORK

In this section, we describe the problem statement and constraints
considered in this work, and discuss this paper in the broader con-
text of the related literature.

Problem Statement & Constraints: We consider CPU/GPU-only
and hybrid CPU/GPU algorithms. The total response time of an
algorithm includes all data transfers to and from the GPU and re-
lated overheads. The final result set is stored in main memory. The
input and output sizes can exceed the GPU’s global memory capac-
ity, which is enabled by partitioning the input data and executing
several independent batches. Most GPU algorithms proposed in the
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literature only include GPU computation time and do not account
for data transfers in their evaluations [2, 5, 14, 17, 25]. We account
for all data transfers. In many cases, the cost of computation is mi-
nor relative to the cost of PCle data transfers and other host-to-host
memory operations that support GPU computation.
GPU-Accelerated Databases & Modeling: Several studies model
the execution of workloads on GPUs [3, 18, 19, 24]. Schaa and Kaeli [24]
model application latency considering network bandwidth, disk ac-
cess throughput, and multi-GPU PCle contention, and achieve good
accuracy across six applications. Kothapalli et al. [19] propose a
general model of GPU computation that employs other well-known
models (BSP [30], PRAM [7], and QRQW [9, 10]). Boyer et al. [3]
focus on modeling data transfers, rather than kernel execution time,
which is particularly important for data-intensive workloads. Van
Werkhoven et al. [31] focus on modeling data transfers between the
CPU and GPU where communication can be overlapped in CUDA
streams to hide data transfer overhead.

We employ a model used by Shanbhag et al. [26] that assumes
main memory bandwidth saturation (this same model assumption
was also proposed by Gowanlock et al. [12]).

In contrast to previous work that examines largely GPU-only
approaches or compares GPU-only to CPU-only approaches, this
paper is focused on understanding splitting the work between CPU
and GPU architectures. Therefore, previous work does not consider
models that distribute the work between architectures.

Karnagel et al. [16] explore the limitations of splitting workloads

between the CPU and GPU, and discuss the effects of resource
undersaturation, synchronization overhead, and merging interme-
diate results into the final result set. They propose a model for split-
ting the workload, and caution the reader that hybrid CPU/GPU
approaches need to be carefully designed if they are to achieve
performance gains over CPU-only approaches. Similarly to our
approach, they partition the data to be executed on the CPU and
GPU and assume that the data resides in main memory at the end
of the computation. In contrast to Karnagel et al. [16], this paper
examines the impact of memory bandwidth contention and models
several scenarios not considered in their work.
Data Transfer Optimizations: Several studies have optimized
data transfers between the host and GPU [8, 11, 20]. We employ
several data transfer optimizations in Gowanlock and Karsin [11],
which include reusing small pinned memory buffers to transfer
data between the host and GPU using several CUDA streams.

3 GENERAL OUTLINE FOR MODELING
ALGORITHMS

Our models that apply to all algorithms. Let T, and T, denote
the CPU-only and GPU-only execution time for a given algorithm
in seconds (with input size n), respectively. The CPU-only and
GPU-only throughput is denoted as r. = n/T; and ry = n/Tg,
respectively; we assume the throughput is independent of input
size, n.

We assume that the upper bound throughput of a hybrid CPU/GPU
algorithm that splits the work between architectures is the total
throughput given by the CPU-only and GPU-only algorithms, de-
noted as ryo¢ = r¢ + rg. In practice, the upper bound throughput is
not achievable, unless there is no contention for resources.



3.1 The Fraction of Work Assigned to the CPU
and GPU

The total throughput of the CPU-only and GPU-only algorithms is
given by ryo;. We compute the fraction of work assigned to the CPU
(f) and GPU (1 — f) such that we evenly split the work between
the CPU and GPU, as follows:

f=relreor. (1)

This assumes that the throughput ratio of the CPU to the GPU

components of the hybrid algorithm are identical to the ratio of the

CPU-only and GPU-only algorithms (r¢/rg). Since the hybrid algo-

rithm components are the same as the CPU/GPU-only algorithms,

but they work on different data partitions, these throughput ratios
are expected to be equal.

3.2 Hybrid Model: Upper Bound

Let TUPPET be the modeled upper bound on performance of a hybrid
algorithm (with a throughput of r;4;), given in seconds as follows:

TUPPEr — . f o= (1= )t @)

where f and 1 — f is the fraction of work assigned to the CPU
and GPU, respectively. Since both the CPU and GPU are execut-
ing concurrently, the model assumes the upper bound throughput
Ttot = Tc + g is achieved.

3.3 Hybrid Model: Including Contention

Since the upper bound throughput, r;,, is unachievable in practice
due to contention for resources in the system, we quantify the dif-
ference between the expected time given by r;; and the measured
hybrid algorithm time using f, denoted as Tj,. The contention factor,
¢, is given as follows:

¢ =T,/ TVPPCT 3)

Since TUPPCT is the modeled upper bound on performance,

T, > TUPPer. therefore, ¢ > 1. We modify TUPPEr 4 include
the contention factor as follows:

THybrid = c.TUpper.

©
3.4 Should the Hybrid Algorithm be Used?

Observe in Equation 4 that depending on the values of f, r¢ (or
rg), and c, the model may yield a response time greater than the
CPU/GPU-only algorithms. Since deriving the contention factor
(Equation 3) requires measuring T}, it can be compared to deter-
mine whether T, > min(T, Tg), If this is the case, then the hybrid
algorithm should not be used as it leads to performance degradation
relative to the CPU/GPU-only algorithms.

3.5 CPU-only Model: Saturated Memory
Bandwidth

Gowanlock et al. [12] and Shanbhag et al. [26] model CPU data-

base algorithms assuming they saturate main memory bandwidth.

We use the external memory model to ensure that our algorithms

minimize loads and stores (Section 1).
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This model gives an indication of how memory-bound an al-
gorithm is. If the model accurately captures the performance of
the CPU-only algorithm, then this indicates that the algorithm is
largely memory-bound and computation is negligible. Otherwise,
a non-negligible fraction of the time is spent doing computation.

The generalized model is:
TCPU—anly _ l-n-8 4 m-n-8
o

, ©)

where ¢ and w are the read and write memory bandwidth in
bytes/s. In all algorithms, I and m are coefficients of n that describe
the number of 8-byte data elements that are read and written. Thus,
the modeled time is the total size read (written) divided be the read
(write) memory bandwidth. On our platform o = 43.93 GiB/s and
® = 19.14 GiB/s.

We do not include a similar GPU-only model that examines
whether the GPU saturates on-card global memory bandwidth. Be-
cause we require the final result set to be stored in main memory,
such a model would not capture memory bandwidth saturation
as the algorithms are limited by the PCle v.3 interconnect. Con-
sequently, regarding the primitives that we examine, we assume
that computation is (nearly) free on the GPU. In the evaluation, we
quantify the time spent performing GPU work.

«w

4 HYBRID ALGORITHMS

There does not exist a standard set of benchmarks for hybrid data-
base primitives. Therefore, we use the algorithms proposed by
Gowanlock et al. [12] that introduced hybrid batched predecessor
search, multiway merge, and k-way partitioning algorithms. In
addition, we have implemented scan as it provides an example of
an algorithm that is unlikely to perform well on the GPU when
accounting for data transfers. We describe several assumptions
below.

Mapping Threads to Tasks: We employ multiple CPU threads for
reading/writing data, such that we can saturate memory bandwidth
if a given algorithm is memory-bound. We use ny; CUDA streams
to saturate PCle bandwidth and overlap data transfers, where CPU
threads orchestrate memory transfers between the host and GPU.
We use the data transfer methods of Gowanlock and Karsin [11]
that examined the impact of data transfers on hybrid CPU/GPU
sorting.

I/0 Optimality: All of the algorithms (CPU/GPU-only and hy-
brid) are optimal in the external memory model. Consequently, the
minimum amount of data is transferred between main memory and
the CPU/GPU. Since database operations are data-intensive, using
the EM model allows for I/O-efficient hybrid CPU/GPU algorithms.
Using Batches: We parallelize the algorithms by partitioning the
input into several batches to be executed on the CPU or GPU. We
denote the number of batches as ny, and set nj, to avoid the negative
effects of load imbalance. For scan, batched predecessor search, and
partitioning we set n;, = 400. For the multiway merge primitive,
np is a function of k to mitigate overheads (batches may be so
small that overheads are non-negligible). Batches enable parallel
computation and fit within GPU global memory capacity. Since
we examine large input sizes (up to the maximum main memory
capacity of the platform), the overhead required to partition the
data into batches is negligible.



4.1 Algorithm Test Suite

We rely on algorithms from the literature. For convenience, we
describe the hybrid algorithms presented in Gowanlock et al. [12],
but refer the reader to that work for more information. Also, we
describe the scan algorithm that was not employed in that work.

4.1.1  Scan. Scan is an operation used extensively by database
systems, such as finding the minimum or maximum value in a
table. We define scan as follows, and use the max function, which
requires reading all n elements in a list to find the maximum value
(alternatively, we could use a different function, such as min, but the
complexity is the same). Let A be an unordered array of n elements.
We find x € Asuch that forally € A, x > y, i.e. x = max(A). We
selected scan as it has a high memory access to compute ratio, which
makes it a poor candidate for acceleration on the GPU; therefore, it
may indicate the limits of hybrid CPU/GPU computation.
CPU-Only Algorithm: The algorithm iterates over array A to
find max(A). This loop is trivially parallelized using the maximum
reduction in OpenMP [4], where n elements are read from main
memory to the CPU, and O(1) elements are transferred to main
memory.

GPU-only Algorithm: We split A into nj, batches of equal size and
transfer each batch from the host to the GPU (HtoD) using ny CUDA
streams. Then, the maximum of each batch B;, i = 1,2,...,n,
is found. Each CUDA stream is assigned a local maximum on

the device in global memory denoted as M ]l.oc“l, and temporary

storage for the current maximum being computed M;emp , where
i=1,2,... n.

Each CUDA stream computes 'rll—l; batches?. At each kernel in-
vocation that executes a batch in a stream, the maximum value
in B; is stored in MiemP Then, MEE™P g compared to the local
maximum found in the stream thus far, and is updated accordingly,
ie., MJI.OC“I = max(M;emp,M]l."C“l). Once this has been done for

all batches across all streams, the array of local maximums, MJI.OC“I,
are transferred to the host where the global maximum is computed.
Therefore, max(A) = max(M{ocal, Mé"cal, .. ,Mfl‘zc“l). Thus, n el-
ements are transferred to the GPU, and since ns ~1, O(1) elements
are transferred back to the host.

Hybrid Algorithm: To combine the CPU and GPU algorithms,
we utilize the batching scheme to split A into several batches,
which allows us to split the total work between architectures.
Each batch contains - elements. Since max(A) = max(max(By),
max(Bz), ..., max(By,)), queries can be executed independently
on both architectures.

4.1.2  Batched Predecessor Search (BPS). Let A be keys and B be
queries both of which are sorted in non-decreasing order. Each key
is denoted as a;, where i = 1,2, ..., n, and each query is denoted
as bj, where j = 1,2, ..., n. The batched predecessor search (BPS)
finds the largest value of i for each b; € B, such that a; < bj. In our
evaluation, we assume |A| = |B| = n.

CPU-Only Algorithm: For each b; € B, the algorithm executes a
merge find which finds the index in A without merging [6]. A and
B are partitioned into ny, batches, where each processor computes

?In each algorithm, for illustrative purposes, we assume without the loss of generality
that ng evenly divides ny,.
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batches of size n/ny, to find the predecessor of each query. The
algorithm reads and writes a total of 2n and n elements in main
memory, respectively.

GPU-only Algorithm: An upper bound binary search is executed
on each b; € B. Unlike the CPU-only algorithm, the GPU algorithm
must be able to independently compute the queries, which is not
possible with the CPU-only approach using the merge find. The
BPS algorithm reads and writes a total of 2n and n elements in main
memory, respectively.

Hybrid Algorithm: Similarly to scan, we split the work between
each architecture using batches. In the case of BPS, A and B are
partitioned into nj value-disjoint batches that can be computed
on either architecture. We denote each batch as B;, where i =
1,2,...,np. Based on a given value a € A, we find the pivots in B
that split the data. Each batch contains roughly n—”b elements in A
and B.

4.1.3  Multiway Merging (MWM). Takes as input a list, A, of k
sublists sorted in non-decreasing order, denoted as S;, where j =
1,2,...,k, where each sublist is of size %3. The output contains
n sorted elements. Furthermore, we assume that k is small such
that elements loaded from each sublist do not negatively impact
CPU cache utilization (e.g., for very large k, cache utilization may
degrade).

CPU-Only Algorithm: We use the MWM provided by the GNU
parallel mode extensions [27]. A total of n elements are read and
written to/from main memory (2n total).

GPU-only Algorithm: A is divided into nj, batches that contain
elements from all k lists. Pivots divide A into value-disjoint batches.
Each batch is transferred to the GPU to generate a sorted list, which
is transferred back to main memory. Merging on each batch is
performed by performing a pairwise merge k — 1 times. The output
is the concatenation of the output of each batch.

Hybrid Algorithm: As with the previous algorithms, we split the
work between CPU and GPU, by assigning a fraction of the ny
batches to each architecture.

4.1.4  Partitioning. Let A be an unsorted list of n elements, that is
partitioned into k nearly equal sized value-disjoint buckets (A1, Az,
..., Ag). The lower bounds for partitioning n elements into k buck-
ets is O(nlogk) in the RAM and O(§ logy/p k) EM models. Re-

peatedly partitioning n into % buckets (which can be done in a
single I/O-efficient scan) achieves the external memory bound.

To enable I/O efficiency, we assign a local cache to each bucket
while reading the data. The caches are written to main memory
when they reach capacity. Each bucket requires a cache of a size
B such that it is partitioned into % buckets during a single scan.
Multiple scans are required if k > %.  is the number of buckets
partitioned at each scan.

CPU-only Algorithm: The CPU algorithm performs a series of
passes; at each pass, each partition is further split into y sub-
partitions. [logy k] passes are needed. Since the ideal choice of
1t depends on the size of the CPU cache system, we empirically de-
termine the choice of y in Section 5.5. During each pass, each CPU
thread computes a subset of the input, A, and stores a thread-local

3For illustrative purposes, and without the loss of generality, we assume k evenly
divides n.



cache for each bucket. As A is scanned, threads write their buckets
to shared output in main memory. Each thread maintains y small
caches at each scan (we select 1024 elements per cache). Each of
the p threads reads 2 elements and writes £ elements back at each
pass, for a total of 2n elements across all threads.

GPU-only Algorithm: k-way partitioning is simplified on the
GPU by sorting batches rather than bucketing, as there are efficient
sorting libraries for the GPU. First, k pivots are transferred HtoD.
Next, A is partitioned into nj batches that are sorted. Then, the
GPU determines which portions of the batch belong to each bucket
using a binary search. When the sorted batch is copied DtoH, the
data is copied into the associated bucket in main memory.
Hybrid Algorithm: As with the other algorithms, the CPU and
GPU are assigned independent batches to compute. The GPU com-
ponent writes the final buckets after each DtoH transfer of a batch
has completed. This eliminates overhead from merging two sets of
buckets (one for the CPU and GPU) at the end of the computation.

5 EVALUATION

5.1 Experimental Methodology

Our platform contains 2X Intel Xeon E5-2620 v4 CPUs, with 16
total physical cores, at a clock rate of 2.1 GHz, and 128 GiB of main
memory, equipped with a GP100 with 16 GiB of global memory.
Host code is compiled with the O3 optimization flag using the GNU
compiler. CPU code is parallelized using OpenMP [4]. GPU code is
written in CUDA 9.

The selected primitives span a large range of values of f (0.34 —
0.71). The throughput of all algorithms is independent of n, and
MWM and k-way partitioning algorithms are dependent on k. These
properties provide a good testbed for examining a range of data-
intensive workloads. We use 8-byte data elements and all results
are averaged over 5 trials. All preprocessing work, such as gen-
erating batches is included in the response time. For the batched
predecessor search, scan, and partitioning algorithms, n;=400 is
selected. MWM uses a batch size as a function of k; otherwise, the
batches may be too small which would add unnecessary overhead.

Configurations of the CPU-only, GPU-only, and hybrid algo-
rithms are described as follows. «CPU-only: 16 threads are exe-
cuted corresponding to the number of physical cores on our plat-
form. If an algorithm is memory-bound this allows it to saturate
main memory bandwidth, and if an algorithm is compute-bound, it
allows it to utilize all of the CPU cores. «GPU-only: ns==8 streams
with 8 CPU threads are used to enable saturating bi-directional
memory bandwidth over PCle. Each stream uses pinned memory
as a staging buffer of size 8 MiB to copy the data HtoD or DtoH.
The small size of the buffer reduces allocation costs [11]. «Hybrid:
The combined CPU/GPU-only algorithms above with 24 total CPU
threads. We oversubscribe the system with more threads than phys-
ical cores to permit memory bandwidth saturation and to exploit
all CPU cores.

5.2 Scan

We use scan as an example of a memory-bound algorithm that when
executed using the CPU and GPU may not offer any performance ad-
vantage over the CPU-only algorithm. Using the recipe in Section 3,
we obtain T,=3.313 and Ty=8.263 for n=4 x 10°. From Equation 1,
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TUPrer  and TCPU-0nly ywhere the total memory footprint,
3n, is plotted in GiB on the top horizontal axis. Right: Load
imbalance of the hybrid algorithm on the left.

we obtain f=0.71. Executing the hybrid algorithm with f=0.71, we
obtain Tj,=3.449 and c¢=1.47. Therefore, since Ty, > min(T, Tg), the
hybrid algorithm offers no performance gain over the CPU-only al-
gorithm. Consequently, we do not show response times and models
for scan, since the hybrid algorithm does not offer a performance
advantage. Scan is similar to that shown in Figure 1(b), where either
the CPU or GPU performs most of the computation, which limits
the potential of a hybrid algorithm.

5.3 Batched Predecessor Search

Using the recipe in Section 3, we model BPS using TUPPer THybrid
and T€PU-0nly We measure the CPU-only and GPU-only algo-
rithms for n=3 x 10° (the median value of n examined). The CPU-
only and GPU-only execution time is T,=7.122 s, and T4=7.804 s,
respectively. Using Equation 1, and computing r, and rso¢, we ob-
tain f=0.52. Using Equation 3, and executing the hybrid algorithm
with f=0.52, we obtain Ty, =4.750, yielding c=1.28. The values of
f and c are used in Equations 2 and 4 to compute TUPP¢T and
THYbrid for varying n. Since T, < min(Tg, T4) we expect that the
hybrid algorithm outperforms the CPU/GPU-only algorithms.

The CPU-only algorithm reads 2n elements and writes n ele-
ments from main memory, and in Equation 5 we set /=2 and m=1;
therefore, TCPU—O”ly:¥ + %8.

Figure 3 plots the response time vs. n for BPS, illustrating the
CPU-only, GPU-only and hybrid algorithm response times, the
hybrid modeled upper bound, hybrid model with contention, and
modeled CPU-only algorithm assuming saturated memory band-
width. We observe that there is a non-negligible difference between
THybrid and TUPPET Since the contention factor c=1.28, we expect
that contention would negatively impact performance. Interestingly,
comparing the measured CPU-only execution time to the model,
TCPU-only e find that the model significantly underestimates
the response time. This indicates that the algorithm performs sig-
nificant computation. Also, it explains why the hybrid algorithm
is able to achieve a speedup over the CPU-only algorithm (of up
to 1.56x), as memory bandwidth must not be fully saturated to



allow the GPU to perform its memory operations and achieve rea-
sonable performance gains. Furthermore, observe that the load
imbalance between the CPU and GPU components is fairly low
(< 25%), indicating that the model yields a good value of f*.

Note that the load imbalance varies with n in Figure 3 due to
non-uniform memory accesses (NUMA) that cause variation in
response times. For example, at n=10°, the response time is 1.71 s
with ¢ = 0.071 across the time trials. However, if we disable NUMA
and only use a single CPU socket (8 cores), the response time is
2.59 s with o = 0.019; thus, the standard deviation decreases at the
expense of reduced performance. We omit showing the performance
with NUMA disabled and associated standard deviation in future
experiments, as results are similar.

5.4 Multiway Merge

To develop the models, we use the recipe in Section 3 . Since the com-
plexity of MWM is O(nlogk), we need separate time measurements
for each value of k. For the following, we use n = 4 X 10° and set
np = &koo due to the amount of memory required to perform MWM
on the device®. For k=2, T,=4.532, T4=5.663, f=0.56, T,,=3.458, and
¢=1.36. For k=8, T,=9.072, Ty=5.949, f=0.40, T;,=4.631, and c=1.28.
For k=32, T,=14.093, Ty=7.304, f=0.34, T,=6.026, and c=1.26. For
all values of k, since T, < min(T, T;), we expect that the hybrid
algorithm outperforms the CPU/GPU-only algorithms.

The CPU-only algorithm reads and writes n to and from main
memory. Therefore, using Equation 5, we set [I=m=1, and obtain
TCPU—only _ns8 + n_%l

(o2 w

Figure 4 shows runtimes for our CPU-only, GPU-only, and hybrid
algorithms along with the modeled values TCPU-only THybrid
and TUPPET We show k € {2,8,32} in Figure 4(a), (b), and (c),
respectively. When k=2 we find the runtimes of the CPU-only and
GPU-only algorithm are quite similar. Thus, we expect that an
even split of the work between architectures will yield a moderate
speedup over either of the single-architecture algorithms. The low
load imbalance shown in Figure 4(a) shows that this is the case.
Consequently, we find an average speedup of 1.39x over the CPU-
only algorithm, and an average speedup of 1.69x over the GPU-only
algorithm. Despite this, we observe the non-negligible impact of
contention (¢ = 1.36) means T"¥?7%d js much larger than TUPPe",
and peak performance cannot be achieved.

In Figure 4(b), the results for k=8 are shown. We note the degra-
dation in CPU-only performance due to the non-constant factor in
the complexity of MWM. T€PU-0nY jllystrates the impact of this
factor; our generalized CPU-only model assumes that computation
is free, yielding fixed values of TCPU=9"1Y across different values
of k. The performance of the GPU-only algorithm is independent
of k, indicating the bandwidth of the PCle interconnect is a bottle-
neck for performance. Observe the low load imbalance across each
value of n, demonstrating that our model’s value of f=0.40 evenly
distributes the batches across different architectures. We observe
that the hybrid algorithm achieves an average speedup of 1.82x

4Load imbalance is computed as: | Tcpy — Tgpu |/T, where Tepy and Tgpy are
the times when the CPU and GPU finish executing their batches, respectively, and T
is the total response time.

SBecause we do pairwise merging, for each CUDA stream we allocate memory for
2-k- % 64 bit integers. Therefore, the value of ny, is a function of k rather than a

constant.
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Figure 4: Left: Response time vs. input size (n) compar-
ing CPU-only, GPU-only, and hybrid MWM algorithms,
THybrid TUpper and TCPU-0nly ywhere the total memory
footprint, 2n, is plotted in GiB on the top horizontal axis.
Right: Load imbalance of the hybrid algorithm on the left.
In (a), (b), and (c), we show k=2, 8, and 32, respectively.

over the CPU-only algorithm, and an average speedup of 1.28x
over the GPU-only algorithm. Similar to when k=2, contention
is a non-negligible factor in runtime performance; thus, optimal
performance, TVPP€"  is not achieved.



Table 1: Measured times and computed parameters for par-
tition with n=3 x 10°, and ;=32 for the CPU algorithm.

Kk T, Ty F Th 3
256 12.07 8.97 0.426 6.86 1.33
1024 12.51 9.11 0.421 6.91 1.32
4096 12.97 9.26 0.419 7.03 1.34

When k=32, the O(nlog k) complexity further degrades CPU-
only performance, and our model yields f=0.34. With a large major-
ity of the work being done on one of the architectures, MWM resem-
bles an algorithm shown in Figure 1(b), and a negligible speedup
over the GPU-only architecture is to be expected. However, since
T, < min(T, Ty), we expect that the hybrid algorithm outperforms
the CPU-only and GPU-only algorithms, as shown in Figure 4(c).
Across all values of n, an average speedup of 2.26x over the CPU-
only algorithm, and an average speedup of 1.20x over the GPU-only
algorithm is shown. The low load imbalance indicates that f=0.34
determines an appropriate batch distribution between the CPU and
GPU. As the memory contention factor c=1.26 is large, there is a
notable difference between THY7id ang TUPPET

5.5 Partitioning

As discussed in Section 4.1.4, our CPU partitioning algorithm relies
on the additional parameter, y, that determines the number of
rounds (and therefore amount of work) that the CPU must perform.
Since the ideal choice of i depends on the CPU hardware features,
we measure this value empirically on our platform and determine
that y=32 provides the best average performance on a range of k
values. Thus, on our platform we use p=32 for all experiments.

As with MWM, the complexity of partition depends on k (the
CPU-only algorithm is O(nlog " k)). Thus, we measure execution
times and compute parameters for several values of k, using n=3 X
10° and y = 32 for all measurements, with results listed in Table 1.
We see that the GPU performs partitioning somewhat faster across
all values of k. The ratio of CPU to GPU performance remains
somewhat consistent, so f and c are approximately the same for
all values of k (f ~ 0.42 and ¢ ~ 1.32).

For more detailed analysis, we focus on the case where k=1024
and compute T€PU=0n1Y ysing Equation 5. For this case, I=m=
log,, k=2, therefore TCPU-only _ % + % Figure 5 plots the
CPU-only, GPU-only, and hybrid response times vs. n for this case.
We observe a substantial difference between the modeled CPU-
only (TCPU-onlY) and measured response times, indicating that
partitioning is not memory bound on the CPU. Additionally, the
measured hybrid response time achieves a respectable fraction of
the upper bound throughput given by TUPPe",

5.6 GPU Computation Time: Effect of
Contention and Validation of Model
Assumptions

We have made several model assumptions in Section 3 that are used

to examine the research questions in Section 1. We describe and

validate two assumptions as follows.
Assumption 1: The ratio of the CPU-only to GPU-only throughput
is the same as the ratio of the CPU to GPU throughput of the hybrid
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Right: Load imbalance of the hybrid algorithm on the left.

algorithm. This assumption allows us to select the fraction of work
assigned to the CPU and GPU (f), and develop the upper bound
hybrid model (TUPPT). It is possible that the throughput ratios
are not the same, due to unexpected performance behavior that
arises with contention for memory bandwidth (e.g., one hybrid
component is more resilient to contention than the other).

We hypothesize that contention from the CPU component of the
hybrid algorithm should decrease the rate at which GPU kernels
can be launched, as each kernel requires memory operations be
performed before execution (i.e., copying data into pinned memory
buffers, sending the data to the GPU, and copying data back to the
host). By comparing the total fraction of time executing kernels be-
tween the GPU-only and GPU component of the hybrid algorithm,
we can observe whether contention is decreasing the fraction of
time spent executing kernels in the hybrid algorithm.

The fraction of the total time executing kernels for the hybrid
algorithm is Ty /Tgpy, where Ty is the total time executing ker-
nels and Tgpy is time total time executing the GPU component
of the hybrid algorithm. Regarding the GPU-only algorithm, the
fraction is simply Ty /T, where T is the total algorithm response
time. Table 2 shows the fraction of time performing computation
across all algorithms for median values of n in the experiments. The
fraction of time performing computation in the hybrid algorithm
is less than the GPU-only algorithm. This is because memory con-
tention decreases the rate at which kernels can be launched. Thus,
contention reduces the GPU’s ability to perform computation.

Observe that the ratio of time performing computation in the
GPU-only to hybrid algorithms is roughly consistent with the mod-
eled values of ¢ in all algorithms (i.e., for BPS, the ratio is 1.25 and
¢=1.28). We expect these to be consistent if the assumption was
correct; therefore, we believe that this model assumption is verified
through this experiment.

Assumption 2: Computation on the GPU is assumed to be nearly
negligible because the cost of transferring data to and from the GPU
dwarfs GPU computation cost. This assumption can be validated
by simply examining the fraction of time computing on the GPU
relative to the total execution time of the GPU-only algorithm.



Table 2: Fraction of time spent executing kernels comparing
GPU-only to hybrid algorithms for each primitive (exclud-
ing scan), the ratio of the GPU-only to hybrid computation
times, and the modeled values of ¢ that indicate contention.

Algorithm n (x10°) | GPU-only | Hybrid | Ratio c
BPS 3 0.065 0.052 | 125 | 1.28
MWM (k=2) 4 0.030 0024 | 125 | 136
MWM (k=8) 4 0.077 0.065 | 1.18 | 1.28
MWM (k=32) 4 0.295 0235 | 1.26 | 1.26
Partition (k=1024) 3 0.096 0063 | 153 | 132
8
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Table 2 supports this assumption, as GPU computation is a small
fraction of the total response time in each algorithm.

5.7 Performance Impact of Batching

We split the work into several independent batches. Each batch
computes some fraction of the total work, and as explained in
Section 4, we set n, =400 in all experiments except for MWM, where
we set nb:’ﬂkﬁ (Section 5.4). Figure 6 plots the response time of
BPS vs. ny,. The response time roughly decreases with increasing
np. Thus, a small number of batches degrades performance due
to load imbalance. The response time is roughly independent of
np when n; > 400 indicating that the use of many independent
batches does not degrade performance.

5.8 Accuracy of Splitting the Work

Figure 7 illustrates how well the model splits the work between the
CPU and GPU by executing each primitive that should employ the
hybrid algorithm (BPS, MWM, and partitioning) for varying values
of the fraction of work computed on the CPU (f). We use n=4 x 10°
for all algorithms. In the figure, Tcpy and Tgpy correspond to
the times at which the CPU and GPU complete computing their
batches. We find that across all algorithms, the value of f shown
by the vertical dashed line, yields an efficient distribution of work
between architectures, as each architecture completes its work at
roughly the same time. Additionally, this experiment validates our
model assumption that the ratio of the throughput achieved on
CPU-only to GPU-only algorithms is consistent with the ratio of
the CPU and GPU components of the hybrid algorithms.

5.9 Discussion: Comparison with Prior Work

As discussed in Section 1, the prior work of Gowanlock et al. [12]
only considered a model that splits the work between the CPU and
GPU, which (i) assumed that algorithms saturate main memory
bandwidth; (ii) assumed that computation was free; and (iii) did not
consider contention. In contrast, we find the following: (i) memory
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Table 3: Speedup of the hybrid over CPU/GPU-only algo-
rithms averaged across all values of n in Figures 3-5.

Algorithm f ¢ | CPU-only | GPU-only
BPS 0.52 | 1.28 1.44x 1.68%
MWM (k=2) 056 | 136 1.39% 1.69%
MWM (k=8) 0.40 | 1.28 1.82x 1.28x
MWM (k=32) 0.34 | 1.26 2.26X 1.20%
Partition (k=1024) 0.42 | 132 1.79% 1.36%

bandwidth was not saturated on the three hybrid database primi-
tives explored in their work; (ii) computation has a non-negligible
cost; and, (iii) contention plays a significant role in degrading hy-
brid algorithm performance.

To elaborate on the above, Figure 6 in Gowanlock et al. [12]
shows high load imbalance in the multiway merge algorithm due to
their assumption that computation is free. In contrast, our proposed
model is able to accurately predict the response time of the multiway
merge algorithm. From our analysis, we know that computation
is minimal when k=2, but has a significant impact when k=32;
therefore, this explains the poor load imbalance in their work.

Comparing Figure 7 in our paper to Figure 9 in Gowanlock et al. [12],
we find that their model achieves a good distribution of work be-
tween CPU and GPU. We believe that their model is accurate for
the wrong reasons. Overall, comparing the load imbalance of the
individual algorithms between our work and Gowanlock et al. [12],
we find that our algorithms typically achieve lower load imbalance.

6 CONCLUSIONS

We conclude by answering the questions outlined in Section 1.

Are data-intensive workloads amenable to heterogeneous archi-
tectures? We examined four data-intensive algorithms that are at
first glance unsuitable for execution on the GPU. Our results show
that there are substantial performance benefits to using a hybrid
CPU/GPU approach (see Table 3).

Is main memory bandwidth saturated by canonical algorithms?
The BPS, MWM, and partitioning primitives did not saturate mem-
ory bandwidth. The scan algorithm is able to saturate main memory
bandwidth, but it is unsuitable for a hybrid execution.

What algorithm properties indicate that they will yield good perfor-
mance when executed in a hybrid fashion? From Table 3, MWM with
k=32 has the lowest value of f and has the smallest contention fac-
tor ¢, indicating that it is highly amenable to execution on the GPU.
In contrast, MWM with k=2 yields the highest value of f in Table 3
and has the largest contention factor ¢, which indicates that it is
more amenable to the CPU. Therefore, f and c are correlated. We
find that algorithms with random memory accesses, that perform
significant computation, and that have low contention, are able
to best exploit the GPU. Algorithms with linear memory accesses,
such as scan perform best on the CPU. Hybrid algorithms require
relatively low memory contention, such that the GPU can perform
its operations without substantially reducing CPU throughput, and
we observe this occurs when f < 0.5. If f is too low, then the
contribution of the CPU to the hybrid algorithm is minimal.

To what extent does memory contention degrade the performance
of a hybrid algorithm? Excluding scan, we found that the average
slowdown across all values of n of the hybrid algorithm relative
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to the upper bound modeled throughput was 0.73x-0.80%. Thus,
contention has a non-negligible impact on performance.

Future work includes examining new host-device interconnects
and multi-GPU systems. Only two GPUs are needed to saturate
main memory bandwidth with NVLink 2.0 [20] which will increase
memory pressure, and thus contention. This will limit the efficacy
of using multi-GPU systems for data-intensive workloads. Given
the heterogeneous nature of emerging computing systems, new
techniques need to be considered to overcome these performance
limitations. Other future work includes comprehensively examining
the impact of NUMA on the performance of the hybrid algorithms.
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