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The growth of technologies promising to infer emotions raises political and ethical concerns, including
concerns regarding their accuracy and transparency. A marginalized perspective in these conversations is
that of data subjects potentially affected by emotion recognition. Taking social media as one emotion
recognition deployment context, we conducted interviews with data subjects (i.e., social media users) to
investigate their notions about accuracy and transparency in emotion recognition and interrogate stated
attitudes towards these notions and related folk theories. We find that data subjects see accurate inferences
as uncomfortable and as threatening their agency, pointing to privacy and ambiguity as desired design
principles for social media platforms. While some participants argued that contemporary emotion
recognition must be accurate, others raised concerns about possibilities for contesting the technology and
called for better transparency. Furthermore, some challenged the technology altogether, highlighting that
emotions are complex, relational, performative, and situated. In interpreting our findings, we identify new
folk theories about accuracy and meaningful transparency in emotion recognition. Overall, our analysis
shows an unsatisfactory status quo for data subjects that is shaped by power imbalances and a lack of
reflexivity and democratic deliberation within platform governance.
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1 INTRODUCTION

Emotion recognition and emotional artificial intelligence (AI) technologies have become widely
used, and adoption is expected only to grow [6]. However, algorithmic inferences of emotions
and affect are controversial. Several uses have been strongly critiqued, such as the Facebook

Author’s addresses: Gabriel Grill, ggrill@umich.edu, University of Michigan, University of Michigan, 105 S State St, Ann
Arbor, MI, 48109; Nazanin Andalibi, andalibi@umich.edu, University of Michigan, University of Michigan, 105 S State St,
Ann Arbor, MI, 48109.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be
honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to
lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.
2573-0142/2022/04-78 $15.00

© Copyright is held by the owner/author(s). Publication rights licensed to ACM.

https://doi.org/10.1145/3512925

PACM on Human-Computer Interaction, Vol. 6, No. CSCW1, Article 78, Publication date: April 2022.




78:2 Gabriel Grill and Nazanin Andalibi

“emotional contagion” study and psychographic profiling by Cambridge Analytica [129]. Previous
work has highlighted how emotions are perceived as private and personal in interactions with
technology [6]. Simultaneously, emotions are understood as social, communicative, unstable, and
cultural [129]. Overall, whether algorithms can truly capture emotions and the ethical
permissibility of emotion recognition are contested [42,130]. Despite these concerns, technologies
to detect and predict people’s emotions based on online data are widely deployed in various
domains. For example, companies use emotion recognition on social media to assess the success
of advertising campaigns [104], academics employ it to generate scientific knowledge [131],
political parties use it to understand public opinion and emotions for elections [130,139], and
governments employ it for security purposes [130]. Missing from discourse regarding emotion
recognition’s societal impact are the perspectives of the people most impacted by it, and how they
understand its key qualities (e.g., accuracy, transparency) [130]. This study is concerned with
social media users’ conceptions of emotion recognition technologies employed on social media
platforms that produce and commercialize knowledge about users.

We understand emotion recognition to be an algorithmic assemblage [32,68.94,125], i.e., a set
of components and processes implicated in broader algorithmic systems such as data, software,
governance rules, and workers labeled training data. We refer to such systems using the term
“algorithm” as synecdoche [68] and shorthand, since to outsiders, they also appear to be a single,
coherent, black-boxed entity. Social media users provide the data, such as textual posts or images,
that makes emotion recognition possible, while usually having few ways to influence the
operation of these platforms. They have little to no control over data collection and processing
practices [145] and future uses of these data, especially by third parties. Ultimately, a common
characteristic of contemporary platforms and emotion recognition applications is the unequal
power relation between social media users and those profiling them [140,152].

The recent turn towards ever-more surveillance and quantification of affect and emotion
suggests a need for critical research on this topic. This paper examines the often-
underrepresented perspectives of data subjects on technological development and use,
particularly those of social media users. We refer to persons whose data make algorithms such as
emotion recognition possible and who are potentially impacted by their outcomes as “data
subjects.”! We understand social media users to be data subjects because engagement with
contemporary platforms also involves enrollment in data collection and processing regimes.
Throughout this study, we use the term “data subject,” as the concept of “the user” has been
critiqued for its neglect of power relations on platforms.? Scholars have theorized the enactment

1 We borrow the term “data subject” from scholars like Sarah Igo [83] and Couldry and Mejias [40]. They do not clearly
define the term but use it to describe people entangled with data collection and processing technologies. Couldry and
Mejias also foreground the normalization of the data subject position, as the lives of ever more people are constantly
converted into data streams under data colonialism. They further highlight that people whose data are not explicitly
collected are also impacted by increasingly ubiquitous data-driven technologies. The term “data subject” also has a
different meaning focused on identifiability in GDPR [1], which is not how it is used in this text.

2 The concept of “the user” has been critiqued, for instance, in how it frames the relation of humans and computers around
usefulness and productivity, thereby hiding socio-technical injustices [99]. It further does not adequality capture the
unequal power relations people experience when engaging with and on platforms. People are dependent on platforms’
function as communication infrastructure [113] while having little say in their design and data sharing practices. We also
considered using the term “affected individual,” but ultimately decided on “data subjects” due to the importance of data
to platforms and emotion recognition.
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of power in the normalization of capturing and appropriating all aspects of human life, including
emotions, in the service of capitalism [153] and data colonialism3 [40].

We align our work with data justice-oriented scholarly debates in Human and Computer
Interaction (HCI), Social Computing, Science and Technology Studies (STS), and Fairness,
Accountability, Transparency and Ethics (FATE) by focusing on the marginalized and excluded
voices of data subjects whose data make emotion recognition possible and who are potentially
affected by emotion recognition. Our work is specifically concerned with attitudes, expectations,
and folk theories on emotion recognition, drawing upon prior research on Computer-Supported
Cooperative Work (CSCW) [45,46,55-57,89]. We conceptualize folk theories as non-formal
theories laypeople hold to make sense of, explain, and intervene in black-boxed socio-technical
systems [46,47]. Such theories “may differ substantially from the institutionalized, professionally
legitimated conceptions held by experts and system designers" [55]. In turn, employing folk
theories as an analytical framework foregrounds lay data subjects’ knowledge of technological
assemblages, thereby challenging established expert conceptions on which platform and
algorithm designs are often based.

In this work, we are concerned with folk theories on the accuracy of emotion recognition and
its implications, highlighting how data subjects explain ascribe high or low accuracy, and
resulting risks. We further investigate theories on meaningful transparency for emotion
recognition, thereby shedding light on what data subjects deem to be important and enabling
knowledge about the technology. We explore the following overarching questions:

What folk theories do data subjects have about the accuracy and transparency of emotion
recognition technologies? What normative expectations do they have for the accuracy and
transparency of these technologies? What are the political implications of these folk theories
and expectations?

We conducted interviews and used scenarios to examine data subjects’ folk theories and
normative expectations of accuracy and transparency in emotion recognition technologies
(hypothetically) employed on social media. We found that many participants described high
accuracy as a source of discomfort. Some even saw it as a threat to their growth and agency,
pointing to ambiguity [11,65] and privacy as a desired design principles. Some argued that
emotion recognition is accurate based on Techno-Promise Theories, or put differently, the belief in
the inherent high accuracy of certain technologies such as Al. However, participants also
challenged the possibility of accurate emotion recognition technologies. For instance, some
questioned whether inner emotions were accessible through technologies and observations at all.
We further found that participants perceived contemporary transparency practices as insufficient.
Consequently, folk theories conceptualizing improved transparency, which we termed
Meaningful Transparency Theories, centered on emotion recognition as a technological system and
its uses in practice. Participants theorized that meaningful transparency would enable them to be
more thoughtful about their behavior online. Some also pointed to how transparency would
enable them to contest accuracy claims, highlighting the ascribed importance of transparency to
verify accuracy claims. Lastly, in conceptualizing our findings through a folk theory lens, we
provide five high-level sets of emotion recognition accuracy and transparency folk theories and
discuss our findings’ implications.

3 Data colonialism [40] describes a normalization of capitalist exploitation based on captured and processed social data,
highlighting how these practices enact power relations reminiscent of histories of colonialism.
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2 RELATED WORK

The increasing adoption of emotion recognition is tied to recent advances in big data and the
progression of datafication [140]. This technological infrastructure [19] enables what has been
termed “data colonialism” [42] and surveillance capitalism [153], a regime that seeks to read,
predict, and control people based on big data for profit. In tandem, critical research has emerged
concerned with studying digital infrastructure to recenter justice and ethics [39]. Our work
contributes to scholarly discourses in these areas centered on what folk theories [68] data subjects
employ as conceptual resources and each user’s normative expectations about what algorithmic
systems should be doing. We focus particularly on the algorithmic governance of key dimensions
of accuracy and transparency. In the following sections, we highlight insights related to accuracy
and transparency from this literature.

2.1 Emotion Recognition Technology

This work is part of an emerging literature in HCI and STS concerned with the critical study of
emotion recognition technologies [6,121,128]. These technologies are concerned with inferring
emotions based on social media posts [6], videos and images of faces [121], and fitness tracker
readings such as data on body temperature and movement [124]. In computer science,
technologies surveilling and inferring affective states and emotions first gained increased
scholarly attention under the label of “affective computing” in the 1990s [128]. Currently,
techniques for detecting and predicting emotions are referred to as Emotional or Emotion Al
[6,105]. Prior work has identified problems with these systems, highlighting, for instance, risks
and statistical fallacies in deception detection technologies for European border control [121],
tensions between public and private interests in the use of emotion recognition in education [105],
and potential dehumanization in the context of mental health prediction research [33].

Research on Emotional Al primarily draws on two major theories of emotion [149,151]. The
most widely used [29] is the categorical view largely based on Ekman’s Basic Emotion Theory
[52,53]. It argues for six “universal” emotions: disgust, fear, joy, sadness, anger, and surprise.
Another popular notion is the dimensional view, which aims to model emotions as points in a
continuous space [151]. These theories are highly contested [149,151] and can also be considered
more broadly as organismic models concerned with individual biological states [52,53]. In
contrast, the more sociological interactionist view [80,129] posits emotions to be cultural, situated,
and communicative instead of biological, discrete, and purely individualistic. Within HCI, “almost
immediately” [130] after affective computing emerged, scholars argued against biological state
models, pointing to how emotions are “dynamic, culturally mediated, and socially constructed
and experienced” [18]. In this work, we do not engage specifically with concepts heavily related
to emotion such as affect and mood. Instead, we point to prior work [130] defining these concepts
and disentangling their complex relationship with emotion. Our work also highlights how
participants partially articulate some of these theories of emotion in their folk theories on emotion
recognition. It centers on the often-neglected perspectives of data subjects, whose data enables
emotion recognition and who are potentially affected by emotion recognition, often confronted
with the most significant risks, and yet not included in technology discourse and development.

2.2 Social Studies of Algorithms

Extant scholarship addresses the social aspects of social media platforms and algorithms
[27,67,95]. For example, researchers have investigated critically how journalism may be reshaped
through new platform logics and algorithms and what risks this incurs for democratic societies
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[21,25,48]. Beyond studying algorithms as impactful black-boxes, scholars have also investigated
people’s expectations of and attitudes towards algorithms and how they perceive and interact
with them [6,16,45,57,118,147]. Prior work has, for instance, explored expectations of
contestability in algorithmic content moderation systems and found that social media users
desired fundamental systemic changes instead of individual appeals to certain posts [138]. Other
research on understandings and expectations around algorithms uses the concept of algorithmic
imaginaries [25,144], which communication scholar Taina Bucher defines as “ways of thinking
about what algorithms are, what they should be and how they function” [25]. While the concept
has significant overlap with “folk theories” and has received considerable attention, in this study,
we adopt the terminology of folk theories, developed and adopted in particular within CSCW and
CHI [45,46,55,89,116,142].

We understand folk theories as “intuitive, informal theories that individuals develop” [46] to
“explain, interpret, and intervene in” [66] black-boxed socio-technical systems [47]. This
conceptualization situates theories within the individual and thereby fits our qualitative
approach. We do not seek to highlight how general or representative theories are but instead to
explore and identify individual theories that aid in understanding the relationship between data
subjects and emotion recognition. This definition further centers emotion recognition as a socio-
technical system, thereby foregrounding how accuracy and transparency are both constructed as
technical properties, but also exist as contested concepts that are debated and co-produced
through power relations.

Extensive prior work on folk theories around algorithms on social media [45,46,55-57,89]
points to how data subjects make sense of their experiences on platforms while confronted with
black-boxed algorithms and how they employ this knowledge to increase their agency and
influence within these systems. The definitions employed in the literature vary significantly [47].
For instance, some posit [55] that folk theories are “non-authoritative conceptions of the world
that develop among non-professionals and circulate informally.” This conception foregrounds the
‘circulation’ of folk theories in contrast to our definition focused on the individual. Within HCI
and CSCW, studies on folk theories provide valuable insights into how laypeople interact with
and think about black-boxed algorithms which they encounter regularly but cannot directly
understand or shape. They have been employed to rethink established platforms and algorithms
and generate policy recommendations [47]. It is important to examine what people think an
algorithm does as well as it is to examine what an algorithm actually does precisely because of
the impact that folk theories have on people’s attitudes and behaviors [137].

2.3 Accuracy

Recent scholarship has problematized accuracy (i.e., number of correct classifications out of all
data points) in algorithmic systems as a measure for fairness or closeness to “objective reality”
[72]. Scholars pointed out that machine learning algorithms exhibit varying degrees of accuracy
for different groups [2,26], e.g., commercial facial recognition products are much less accurate for
Black women than white men. Varying degrees of accuracy have been uncovered through
algorithmic auditing [123,133]. In the context of emotion recognition technology, researchers
found sentiment analysis frameworks to exhibit gendered and racialized intensity biases in
emotion detection [92], reproduce occupational gender stereotypes [15], and classify sentences
associated with being old as less favorable [49]. Tensions and tradeoffs between accuracy and
“group fairness” [106] have received attention in media and academia as disparate impacts [12]
were uncovered in widely used applications such as recidivism risk assessment algorithms [10].
Group fairness is most often centered on equal or fair outcomes when comparing different groups
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using categories protected within US civil rights regulation, such as gender or race: this produces
tensions between fairness and accuracy. Credit scoring algorithms optimized for accuracy, for
example, recommend limited lending opportunities in majority poor or Black neighborhoods
[63,90,134], thereby reinforcing structural inequalities. In response to increasing attention to
concerns around algorithmic discrimination, scholars have highlighted how claimed neutrality
and objectivity of data [20,70,115] associated with algorithms are fictions that mask internalized
social inequalities [2,63] and biases [62]. Critical Race STS scholar Ruha Benjamin [13] has
referred to this phenomenon of “coded inequality” normalized through “imagined objectivity” as
the “New Jim Code.”

Many of these reported findings challenge accuracy as a universal quality measure employed
in the computer science literature. However, accuracy as a sense-making concept is also part of
broader non-academic discourses. For example, scholars found that trust in the accuracy of
algorithms was influenced by accuracy claims and observations of algorithmic behavior [150].
Ultimately, data subjects’ ascriptions of accuracy depend on how algorithms are presented and
how accurate their behavior is perceived to be. When users associate algorithms with high
accuracy, algorithmic results become difficult to challenge. The authority of algorithms was even
found to influence some participants to doubt their own judgments about their personality when
they disagreed with algorithmically inferred traits [56]. In contrast, a more recent study of
emotion recognition in education found that students doubted the system's accuracy and validity
and even noted this in a survey without being asked explicitly [141]. These findings highlight
how perceptions around the accuracy of algorithms may change over time and can depend on the
context and stakes.

Researchers have also considered perceptions of comfort with algorithmic decision-making
and found concerns centered on accuracy, such as bias and difficulties in modeling complex
realities [23]. Participants in this study also wished for the chance to question the algorithms.
Similarly, a student quoted in another study distrusted emotion recognition accuracy and argued
for contestability [141]. Another study [147] found that most participants were unaware of issues
around algorithmic discrimination, but when informed, their concerns increased. Research
participants experienced “algorithm disillusionment” when they learned that algorithmic
advertising was far from completely accurate while also preferring incorrect algorithmic
assessments when it made them think about themselves in “flattering” ways [56]. In turn, high
accuracy has been found to be both desirable and unwanted in certain situations, tensions we
explore in the context of emotion recognition. We extend this prior work by specifically focusing
on folk theories around the accuracy of algorithms. This focus is important because, as we have
highlighted in this review, accuracy is a contested concept with varying understandings and much
authority e.g., when people doubt themselves because an algorithm is perceived as more accurate
than themselves. Misconceptions around the accuracy of algorithms, especially in such a
contested area as emotion recognition, can have problematic consequences and foster self-doubt.

2.4 Transparency

Transparency can aid in making accuracy claims more accountable as it opens possibilities for
scrutiny. Within academia, the transparency of algorithmic systems has received attention
because of the increasing usage of algorithms deployed as opaque “black boxes” [110]. Scholars
have called for a countervisuality of algorithms [122] centered on the interests of those affected
by them. Efforts by companies to reveal how algorithmic processes work have omitted certain
critical and political information [122,76]. Simple calls for transparency have also been met with
critique as information on such systems requires a critical audience with the resources and
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expertise to hold decision-makers accountable [91]. Scholars have highlighted several other
limitations of the transparency ideal [5]: claims of transparency can be disconnected from power,
can be harmful, can create false binaries, can invoke neoliberal models of agency, and can
privilege seeing over understanding. In practice, technical and temporal limitations constraint
transparency. Ultimately, transparency is complex, contested, and multifaceted, and by itself, not
sufficient to make algorithmic systems just and democratic. However, it still matters as a
necessary condition of procedural justice [16], which is concerned with explaining decision
processes and making them visible and accountable to those affected by them.

Perceptions of algorithms regarding transparency, especially concerning explicability [51] and
interpretability [16], have received considerable scholarly attention. Researchers have studied the
effects of transparency on user behavior and perception by providing explanations for content
moderation decisions [87] and ad recommendations [56]. The importance of studying
transparency is also made clear through studies highlighting feelings of unease due to its absence.
For example, Airbnb hosts [88] believe that a lack of transparency can generate anxiety due to
perceived loss of control and knowledge about algorithms on the platform. Prior studies also
highlight the complexity of designing for transparency to increase trust and satisfaction [28].
When designing for different audiences, there are tradeoffs about how much information should
be shown and in what ways. For example, if not enough information deemed important is
provided, concerns and dissatisfaction can arise [96,127]. In contrast, other studies found that too
much information can also "erode” trust [96]. Other studies found that explanations and
comprehension did not influence trust in algorithmic decision-making processes [34].

This review has highlighted the complexity of both accuracy and transparency and the various
ways folk theories, beliefs, and expectations about emotion recognition technologies have been
explored in the literature of HCI, STS, and Fairness, Accountability, and Transparency (FAccT).
The review describes an active area of research that remains in its early stages, with some
conflicting evidence and open questions about the role that folk theories might play in emotional
Al Our work extends this literature by focusing specifically on folk theories, attitudes, and
expectations around accuracy and transparency in the context of emotion recognition and
highlighting their interrelatedness. Although some previous work has reported insights related
to stated beliefs around algorithmic accuracy, ours focuses on data subjects’ folk theories around
accuracy and their relationship to transparency. The ubiquity of black-boxed, opaque algorithmic
systems highlights difficulties in challenging misconceptions around ascribed high accuracy and
its potential authority. Consequently, expectations and folk theories around transparency and
accuracy should be analyzed in tandem. In particular, emotion recognition provides a rich context
to examine folk theories and expectations of algorithmic accuracy and transparency because
emotions have opaque normative weight, are most commonly theorized and modeled in
problematized ways, and potentially lead to the reification and internalization of standardized
models of emotions [130].

3 METHODS

We conducted a series of 13 remote in-depth semi-structured interviews (77-120 minutes, 106
minutes on average) with adult social media users in the US in the summer of 2019. The IRB
approved our study. We deployed a screening survey to purposefully recruit interview
participants as described below. Although qualitative in-depth interviews do not rely on a logic
of representation for their validity, a purposefully selected sample can improve the quality of the
results. To increase diversity along the axes of race and education, we posted the survey link on
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Craigslist [148] pages for Detroit and Houston—two of the most diverse cities in the US [103]. We
also posted links to the survey on the last author’s accounts on public social media such as Twitter
and Facebook, which were then shared by many outside the author’s network. No interview
participants were known to the researcher conducting the interviews. We provided each
participant with a $30 honorarium.

Via the screening survey, we required participants to be 18 or older, reside in the US, and use
social media. We measured respondent demographics and asked about social media use. To seed
the in-depth interviews, we queried respondents about positive and negative life experiences in
the past year and asked whether they had shared about these on social media. Participants were
encouraged to look at their social media as they responded. The screening survey received 100
responses, but not all were eligible for our study. We invited 20 individuals to participate in
interviews; 13 ultimately responded, signed the consent form, and completed an interview.

In deciding whom to invite for interview, we followed an iterative and purposeful process,
considering the data, identities, and experiences represented in our collected data at any given
time and striving for a diverse range of experiences and identities (along the axes of age, gender,
race, and education) to the extent possible. Additionally, our research questions required
participants to reflect on their actual past social media sharing behavior about personal, emotional
experiences, both positive and negative, to describe how they would feel about emotion
recognition based on such data. Therefore, we considered survey respondents who had
experienced both positive and negative personal experiences in the past year and posted about
them on some social media platform. Those who did not report such experiences were not invited
to participate. Examples of participants’ positive experiences included getting a job, getting a
degree, getting into college, or buying a house. Negative experiences included losing a job, ending
a relationship, and mental and physical health challenges.

In line with exploratory and qualitative approaches [14,126], our data was not representative
of social media users affected by emotion recognition, and our goal was not representativeness.
However, for context, we note the characteristics of our interviewee pool (see Table 1). Our pool
skewed young and educated and had a large number of women. Thus, we were able to include
perspectives from typically underrepresented genders. We note that men may be less likely to
participate in a study about emotions or to share emotional experiences more broadly [22]. We
discuss the limitations of our sample in section 3.4. in more detail.

Table 1. Participant demographics. Abbreviations for social media sites: Archive of Our Own: AO3,
Discord: DC, Facebook: FB, Facebook Groups: FBG, Instagram: IG, LinkedIn: LI, Reddit: RD, Snapchat: SC,
Tumblr: TB, Twitch: TCH, Twitter: TW, YouTube: YT

Age Gender Race Education Social Media
P1 24 Agender White College FB, TW, RD, TB
P2 58 Woman White Graduate FB, TW, LI
P3 20 Genderfluid Indian College FB, IG, TW, TB, AO3
P4 23 Woman Asian Graduate FB, IG, TW, RD
P5 25 Woman White College TW, SC, TB, DC
P6 43 Woman Black College FB, FBG, IG
P7 28 Woman White Graduate FB, FBG, IG, TW, SC, RD, LI
P8 36 Woman White Graduate FB, FBG
P9 24 Woman Asian Graduate 1G, TW
P10 27 Genderqueer Black Graduate FB, FBG, IG, TW, SC, RD, TCH, YT
P11 22 Man White High School FB, FBG, TW, SC, RD, TB
P12 52 Woman White College FB, FBG, IG
P13 39 Woman White Some College FB, FBG, IG, TW, SC
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3.1 Interviews

This paper is part of a larger project about data subjects’ attitudes toward emotion recognition
technologies. We describe the breadth and depth of the data we collected for the whole project.
However, this analysis focuses only on folk theories, attitudes, and expectations about accuracy
and transparency. We began the interviews by learning about participants’ existing social media
use practices; sharing behaviors in relation to personal, meaningful, and emotional experiences;
expectations; and understandings of what happens to such data when shared along with
expectations for privacy and emotions’ meaning. This phase allowed us to understand the context
of participants’ social media use, especially in relation to personal, emotional experiences. This
phase also set the context for the next phase of the interviews by focusing on participants’
conceptions of and experiences with emotion-situated experiences. We then relied on scenarios
to elicit participants’ values, concerns, and attitudes towards emotion recognition on social media.
Scenario-like methods are useful tools to elicit values regarding technologies, particularly
emerging technologies [4,24,30,77], when people may not have direct experiences to rely on [60].
Responses to scenarios can also help to develop new theory [8]. As far as social media is
concerned, companies’ lack of transparency about their practices makes it difficult to assess when
and how they currently use emotion recognition. However, prior work has highlighted patents
and companies active in this space [6,130]. Our study takes social media as one context within
which emotion recognition applications are a real possibility (if not an existing reality). It also
highlights data subjects’ perspectives on two dimensions: accuracy and transparency.

Although a response to a scenario may ultimately differ from subsequent behavior, there is
evidence that people tend to react similarly to scenarios in emotional contexts as they would in
“reality” [82]. Rather than seeing what people might or might not “do” in the face of emotion
recognition technologies, our objective here was to elicit values and attitudes around an emerging
technology that is not readily available to non-experts. Informed by prior work on privacy values,
folk theories [57,146], and algorithmic imaginaries [25], we take the position that what people
think algorithms can do is as important as what they actually do. We also sought to provide
flexibility to participants in how they interpreted and imagined the given scenarios.

3.2 Scenarios

Our interlocutors had already reported experiences with sharing positive and negative events in
our screening survey. Using scenarios to connect these experiences with possible emotion
recognition use allowed us to elicit their folk theories and reactions to emotion recognition in
more depth. Scenarios were presented via a link to a Google document. All participants were
presented with the same prompts, albeit in different, randomized orders. The text, presented once
for positive and once for negative emotional experiences, was as follows:
I would like you to think about something [positive/negative and personal] that brought out
[positive/negative] emotions for you. Maybe the experiences we talked about earlier. Now consider
this scenario: You had shared on [insert social media they use most] about that, and had explicitly
shared how you felt about it. Everyone reading it would have been able to understand what your
experience was and how you felt, there was no ambiguity. Now imagine that [insert social media
they posted on] used computational methods to detect what emotions you felt at the time of posting
that.
The above example is one that considers direct disclosures of emotions; other scenarios
included in the appendix were about indirect and non-disclosures of emotions. Computational
techniques are developed to infer emotions and emotional states based on direct and explicit
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pointers to one’s state (e.g., “I am sad”) that leave no room for interpretation and inferences, those
that are more indirect and vague with more room for interpretation, or those that do not involve
direct or indirect disclosures [9,102,136]. Thus, the scenarios asked participants to imagine these
distinct approaches to algorithmic emotion recognition. We note that these scenarios were
intended as speculative [58] as a starting point to gather participants’ reactions; differences or
similarities between scenarios were not relevant to our RQs here; therefore, the analysis and data
do not align responses with prompts, following past best practices (e.g., [8]). In other words, due
to the semi-structured nature of the interviews, participants often went back and forth between
scenario discussions to make broader points about their expectations of transparency and
accuracy. We ensured that the scenarios were clear, understandable, and not confusing by asking
several colleagues to vet them. We framed scenarios as neutrally as possible, broadly enough to
allow us to probe for topics of interest, and narrowly enough to be understandable to participants
and promote rich data.

In all cases, we asked participants to tell us about their imagined experiences and the emotional
connections they drew. In all cases, these included emotional experiences they had noted in the
screening survey and earlier in the interviews, and sometimes additional past experiences. We
thereby established a personal context with the participants and then probed to examine their
attitudes, concerns, and reactions towards algorithmic recognition of emotions based on social
media data.

We asked them to imagine how they would feel if the social media they posted resulted in
computational techniques being used to infer their current emotional states. The interview
protocol is available as supplemental material and includes several other topics not relevant to
this analysis. We then probed whether, how, and why knowledge of the existence of these
emotion recognition-enabled detections and predictions and how they functioned, and how
correct or accurate they were mattered in participants’ attitudes toward emotion recognition. In
these conversations, as we describe in the findings, the themes of accuracy and transparency
surfaced. While our interview protocol specified that we would ask about these topics if they did
not arise, they surfaced organically in most cases.

We note that these scenarios were not designed or used in an experimental sense to draw
connections between various variables but were used as prompts and conversation starters to get
at participants’ attitudes towards emotion recognition and its dimensions. Future work could use
experiments to examine concrete connections between variables.

3.3 Analysis

We analyzed the data using open and axial coding [37]. We began with open coding and engaged
in frequent iterative discussions to refine codes and identify patterns through which themes of
accuracy and transparency surfaced. Examples of open codes included “wanting to know why
information is being collected, wanting transparency in how detections are made, wanting
transparency in how detections are used, wanting transparency in what information is known,”
and “wanting transparency that detections are happening,” which when grouped into larger
themes, describe aspects of participants’ concerns regarding when and what kinds of
transparency are desired. A researcher on the team and the second author frequently met during
data collection to discuss themes and inform future interviews. The same team member open-
coded five interviews. The second author and that team member then discussed each code in
detail, refined codes, and grouped them into larger themes. The team member then coded another
five interviews and grouped codes into new themes or ones already developed and then coded
the remaining interviews (we identified no new themes in this last phase). We stopped further
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recruitment efforts after our analysis was conducted, as we had been able to surface similar
narratives across data sources. The first author then used these codes and themes to address our
RQs. They constructed the folk theories based on the themes through interpretation. The author
specifically looked for data subjects’ explanations of the accuracy of emotion recognition, theories
about risks, and theories about what forms of transparency were important. We did not include
theories on current transparency practices because participants were unaware of them.

3.4 Limitations

We recruited largely on social media because we wanted to recruit social media users. However,
this also meant that some respondents were in our network; we addressed this limitation that
could have led to higher self-presentation concerns among participants by ensuring that the
person who conducted the interviews was a stranger. That said, self-presentation concerns are an
expected limitation in conducting interviews that can be partly reconciled through building
rapport and following best practices.

We note that conducting research on emotions may dampen interest of male-identifying
people [44] and that this may in part explain the limited response rate from men. Considering the
gendered character of emotional expression, future work could specifically investigate differences
in attitudes towards emotion recognition in relation to different kinds of emotions and stoicisms.
Men’s perspectives could also be particularly interesting due to the stigmatization of men’s
emotional expression [36,81]. Similar to other studies of emerging technologies [3,75], most
participants had at least a college degree and may have been technology savvy. Furthermore,
college-educated people often also have a higher economic standing, which in turn may dampen
their assessment of the riskiness of new surveillance technologies, which usually
disproportionally target marginalized people, including those of lower socio-economic status
[13,35].

Despite the unique composition of our sample, our study provides valuable insights into
perspectives of data subjects on an emerging technology. Our approach, grounded in deep
interviews, allows generative and interpretative insights instead of generalizable knowledge. Our
goal was not representativeness; additional work in this area could be made stronger by actively
including perspectives from less educated people, other genders, diverse races/ethnicities, older
adults, children, and non-US citizens. Assessing the prevalence and significance of identified folk
theories within the broader population via surveys is an area for future research, as the identified
folk theories in this study are to be considered preliminary. As a next step, future work could also
seek to research perspectives of people who claim to not be affected by emotion recognition due
either to not posting emotional content or not using social media. Due to the ubiquity of social
media, they may still be unknowingly affected, for instance, when mentioned in another’s post
or through algorithmic misclassifications.

We further note that our study used textual scenarios and not actual social media interfaces.
Understanding the ways interfaces intersect with underlying emotion recognition algorithms, and
what that means for expectations of accuracy and transparency, is an area for future work. The
scenarios are powerful in allowing us to examine participants’ values and beliefs about emotion
recognition on a conceptual level; however, they are limited in that they may not necessarily
reflect actual behavior associated with such beliefs, though they might. Our study design
involved recalling past sharing experiences on social media, and this recall is likely imperfect.
That said, because we were interested in folk theories, values, and sense- or meaning-making
about emotion recognition, errors in recall would not have affected our investigations.

PACM on Human-Computer Interaction, Vol. 6, No. CSCW1, Article 78, Publication date: April 2022.



78:12 Gabriel Grill and Nazanin Andalibi

4 FINDINGS

We first report on participants’ stated attitudes and beliefs towards accuracy, then discuss agency
in relation to transparency, limitations of transparency, and finally normative expectations of
what meaningful transparency looks like in practice. Our review of the literature highlighted how
both algorithmic transparency and accuracy are contested, complex, and political concepts in
various application domains [5,21,87]. This study does not seek clear-cut definitions of accuracy
or meaningful transparency in the context of emotion recognition from participants. The
development of such conceptualizations entails further research, broader democratic deliberation,
and value-based decisions. The insights we provide into data subjects’ beliefs, attitudes, and
expectations still aid in governance and design of emotion recognition technologies and reveal
problematic assumptions in current approaches. In our analysis, we particularly highlight
promises, tensions, and problems around emotion recognition to give insights into the
complexities of how emotional recognition technology and its uses in the context of social media
are perceived. We emphasize the grave contemporary power imbalances between platforms and
data subjects and deficits of contemporary emotion recognition uses on platforms, as stated by
participants.

4.1 Accuracy and Agency

Since the static conceptualization of emotions based on a few emotional states [52,53] in many
emotion recognition technologies is heavily contested, serious questions on construct validity
arise. In turn, it is questionable whether quantifying accuracy is a fruitful endeavor [109] when
the underlying modeling assumptions are problematic and faulty. We don’t seek to directly
address these definitional socio-technical aspects; instead, we are interested in exploring how lay
data subjects feel about accuracy in the context of emotion recognition and how they make sense
of the technology’s capabilities. We find that some perceive highly accurate emotion recognition
as uncomfortable, even framing it as a threat to their agency, privacy, and growth. Some
participants form expectations based on different kinds of accuracy. For some, discomfort is
related to context. Some participants’ stated beliefs were also aligned with dominant discourses
around promises of big data. However, others brought forth more humanist critiques, which point
to competing ideologies about making sense of emotion recognition and, in turn, emotion Al The
following sections unpack these insights.

4.1.1 Stated attitudes towards accurate algorithmic emotion recognition on social media. Some
participants perceived accurate emotion recognition as a threat to their agency, while others
welcomed it in certain contexts. Some argued that emotion recognition is currently not much of
a concern because it is inaccurate, but also pointed to the dangers of undesirably shaping
emotions through algorithms and categorization. Ambiguity and inaccuracy were understood by
some as empowering and enabling possibilities for agency. Ultimately, we found several stated
beliefs and expectations about accuracy, which were also context-dependent.

Some perceived accurate emotion recognition as uncomfortable. For example, P7 said, “If it’s
not accurate, I'm probably more okay with it. But if it is accurate, then that feels bizarre.” Inaccurate
emotion recognition was assumed to be the status quo by some, who found it is less concerning.
P1 said, “Tthink computers probably have a hard enough time with it that I'm not that worried about
it, not yet. We'll see how good they get at it.” The participant frames less accurate emotion
recognition as less problematic.
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Some perceived accurate emotion recognition as a threat to their agency and privacy.
Commenting on accuracy, P3 said, ‘T feel the detection being more accurate would probably freak
me out more...like, ‘Wow, the Al age is upon us and they're reading all our data. ’...It can go wrong
very easily or it can be used poorly...if they're not that accurate, I would feel more at ease in terms of
the grander scheme of things. But I would still feel really weird about them kind of doing that.” While
higher accuracy meant more discomfort to the participant, the use of emotion recognition, to
begin with, was perceived as uncomfortable. The feelings were argued to be based on anxieties
about risks due to possible “poor” and “wrong” uses of emotion recognition.

Some participants also raised concerns about how accurate emotion recognition could impact
a user’s emotions, perception of self, or growth. For example, P10 said, ‘T think I probably wouldn't
like it [emotion recognition], not because it's not useful, but because it can very easily be, like, a self-
fulfilling prophecy. Like, if something is trusted and can predict sort of accurately how you're going
to feel in the future, then you will think that it's how you will feel, and then you will feel that way,
which is not good...especially for folks that are sort of growing up and learning how to feel and
navigate feelings, having something tell them how they're going to feel later is not probably beneficial
for their growth.” This example warns of emotion recognition being trusted and framed as a
technology that accurately infers emotions, since it thereby also becomes a tool to understand
and form the self and one's emotions in possibly undesirable ways.

Some participants perceived accurate emotion recognition as practical, but such assessments
were dependent on contextual factors. Whether accurate emotion recognition was perceived as
beneficial or risky depended on the context of its uses for some. Some perceived accurate
recommendations as more genuine to who they were, yet there was still some discomfort with
the accuracy of the results. For example, P8 noted that overall, they preferred inferences to be
accurate: ‘T guess I feel like I would like it if they're getting it right and maybe I wouldn't like it if
they're getting it wrong.” But even so, this preference was context-dependent: “Tt depends on what
they were going to do with it, but like what if they got it wrong. Did I like take a gamble...posting [a]
snarky post about my child. Like if they assign intent that didn't really exist then I would be upset I
suppose.” P8 continued: ‘T mean it does feel contradictory in some way because it's like I want it [the
recommendation] when I want it, then I don't want it when I don't want it.” In this case, when and
in what context the accurate emotion recognition-enabled recommendation appeared in one’s
social media feed mattered, but the overall technology was not rejected. Imagined risks of
inaccurate inferences and recommendations also shaped participants’ attitudes. For instance, if
the algorithm suggested that they were a “bad parent,” e.g., because the snarky post was
understood as a literal feeling about the child, the risks of inaccuracy were seen as significant.

Participants noted that emotion recognition accuracy is not only about correct inferences of
emotions but also how to appropriately handle inferences considering the contexts and situations
in which they arise. The accuracy of emotion-recognition enabled recommendations (e.g.,
content, friends) on social media played a role in participants’ attitudes. When it came to ads (as
one type of recommended content), for some, how relevant an advertisement was affected how
comfortable they were with seeing it. For instance, P7 said, ‘T mean again, the more accurate it is
probably the more okay I might be with it....if I'm planning a wedding and they send me some things
that are really helpful, I'm going to be pretty excited about that...if I was sad about a breakup...and
then Facebook was like, hey check out this new yoga place and get $10 off, okay...you’re tailoring the
ads to something that makes sense right now. Versus if I was upset for a breakup and now you're
showing me engagement photo photographers, I'd be really bummed.” While P7 noted that some ads
could be harmless, they also noted that is not always the case. For example, when ads are
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insensitive to what one is experiencing or when they take advantage of those experiences: “If they
were using the data to purposely advertise expensive stuff to people that were feeling super vulnerable.
I feel like that’s harmful.” This statement highlights how the participant expects that emotion
recognition should not only accurately detect personally held emotions but also accurately handle
the situations in which they arise without inadvertently inducing any harm. It points further to a
perceived risk of emotion recognition figuring emotions as individual, decontextualized states,
thereby producing unsuitable recommendations that miss contextual nuances. The statement
highlights how emotions are situated and in relation to the world. We interpret the participant’s
framing to suggest further an expectation of different forms of accuracy of emotion recognition
systems: one about capturing individual personal states of emotions and the other about
understanding and respecting the contexts/situations in which they arise. In the next section, we
highlight how some participants also explicitly voiced concerns that emotion recognition cannot
capture such complexities.

4.1.2 Stated beliefs towards accurate algorithmic emotion recognition on social media. We
identified several stated beliefs of data subjects about emotion recognition’s accuracy. Some
participants made sense of emotion recognition accuracy based on popular myths about big data
and Al They argued, for instance, that emotion recognition must be accurate due to so much
“big” data being available online. Others foregrounded inherent inaccuracies, e.g., because online
data is not representative of one’s life, or because online posting is performative [41], and does
not reflect “true emotions.” Finally, some questioned almost entirely the capabilities of emotion
recognition in practice.

Based on popular beliefs about big data and Al some participants were convinced that emotion
recognition algorithms would be accurate. For example, P2 said, “I’'m assuming that they’re going
to be very good at making these predictions because there’s just so much data available out there
about people’s shopping habits and people’s posting habits, and what people are doing. There’s so
much information available that I suspect that they would become fairly good at making
[predictions].” The participant was seemingly enticed by the promises of big data and assumed
that all this online data would have to enable emotion recognition technologies to infer emotions
accurately. Echoing this sentiment, P7 said, ‘T feel like our technology is smart enough to detect that
I guess.” In this case, the participant ascribed smartness to emotion recognition and Al, thereby
reproducing tropes around artificial intelligence technologies being actually intelligent and
therefore accurate.

However, some participants were skeptical of emotion recognition algorithms’ ability to
accurately infer emotions due to online data being partial, emotions being voiced indirectly, and
postings not representing genuine emotions. Some argued that because the data feeding the
algorithms (e.g., social media posts) are only about a small portion of a user’s life and do not
capture everything about them, emotion recognition algorithms would not be accurate. To this
point, P6 said, “You're only looking at...in the grand scheme of things, somebody's overall life, you're
only looking at a small portion of that and you're taking that again and grouping them with other
people.... They don't know everything about me based on that little bit of information...I guess they
can kind of look into what you're saying and kind of get how you're feeling, but at the same time
they could also get it wrong.” This statement is an example of a participant reasoning that emotion
recognition algorithms would not be accurate because inferences are based on little data.
Participants remarked that partial data was not enough to capture the complexity of the individual
behind the data and, in turn, could only be inaccurate.
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Reflecting on emotion recognition based on pictures, some participants thought their pictures
did not accurately reflect their genuine emotions, so any algorithm reading those pictures would
generate inaccurate conclusions. As P9 said, ‘I think...people brand themselves all the time on social
media. So, the picture that I put out then may not...actually [reflect] my emotions.” The participant
argues that their private and hidden feelings are invisible to emotion recognition algorithms as
their social media content does not reflect their true emotions. Further, P1 questioned the
possibility of highly accurate emotion recognition when asked about inferences based on posts
that lack any direct and explicit references to their emotions: “But say I haven't put anything out
there, I haven't said how I feel, I implied how I feel, anything like that for a lot or website or whatever
to make that prediction feels creepy cause...I wouldn't know how it got there and to make it accurately
is even creepier because one, I don't know how about that information and two I don't know how it
got that it's accurate.” The participants were skeptical as they could not even imagine how
accurate inferences could be achieved in this case.

Additionally, some participants noted that computers and algorithms simply could not
understand nuanced human emotions. For instance, P1 said, “We are literally born and made for
being around other people, interacting with other people socially. It's a good survival skill to be able
to read another person's emotional state. Even then we get it wrong a lot of the time....often those
people who can get it wrong are then building computers that are also imperfect with potentially
biased information or inaccurate information....I just don't think that we're ever going to be able to
understand or predict emotion computationally like people think we do.” The participant frames
emotions as a social practice, which is even hard to grasp and read for humans for whom this task
is natural, even necessary for “survival.” In contrast to humans, computers were argued to be not
intelligent, inferior in their understanding, and built by humans who don’t wholly understand
emotions.

Similarly, P2 noted, ‘T suspect that these sites would probably do a pretty good job at guessing
how I would feel about certain things. But they will never capture, or be able to capture, everything
about me. The moral of the story being, yeah, statistics can tell us a lot, but they can't tell everything
about the individual.” P2 argued that emotion recognition could capture some part but not all of
their true emotions. These accounts illustrate that participants believed that algorithms could not
accurately read and infer people’s emotions because they saw statistics as inherently limited to
capturing only certain nuances of the individual.

4.2 Transparency

As mentioned previously, transparency is a contested and political concept [5]. Depending on the
context, various ways of enacting transparency can support data subjects and address their
concerns. However, transparency practices can also be a form of “Openwashing” [76], concerned
mainly with producing a positive public image for platforms through creating the appearance of
transparency instead of addressing voiced concerns. In this study, by focusing on data subjects’
perspectives on transparency in the context of emotion recognition, we give insights into how
they conceive of meaningful transparency. While participants conceptualized meaningful
transparency of emotion recognition technology in varying ways, they still overall desired
transparency. We first outline how participants imagined transparency would enable them to be
more reflexive in their platform use. Then we discuss how participants discussed limitations of
transparency. Finally, we analyze what forms of transparency participants desired and discuss
how meaningful transparency was described: 1) centered on the technological system; and 2) in
uses in practice.
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4.2.1 Agency in relation to transparency. Participants argued that various forms of
transparency in emotion recognition-enabled systems would impact them in different ways.
Many responses were focused on enabling individualized actions through transparency, such as
making informed choices and decisions about their behaviors online. Consequently, they argued
that current systems lack transparency, which meant that “choices” and “consent” were not
meaningful. Participants implied helplessness associated with the status quo. Their reflections
illustrated that they did not understand whether and how emotion recognition may be employed
on social media. More generally, participants argued that transparency is desirable and a
requirement for “fairness,” but not a solution to all concerns associated with emotion recognition.

Participants remarked that meaningful transparency would allow them to be more cognizant
of their data sharing and disclosure behaviors online. This was argued based on knowing what
the emotion recognition results could entail beyond sharing the results with the people they
intended to reach. For example, P8 said, T like the transparency piece with like how all of us, and
me, you're asking about myself, like how can we be a more informed person about where I'm sharing
and with whom....Because like I said, I don’t understand it and so like helping me understand how
that works. So, I think like that would be helpful for transparency....Because then you can make a
decision about what you disclose and what you don't disclose in a more informed way.” This call for
informed decision-making was linked to notions of consent, as P8 elaborated: ‘T think if I truly
knew what I was consenting to when I opened Facebook every day it would help me decide whether
it's worth it to do it.” This whole statement highlights a status quo characterized by a lack of
transparency, which is felt through a missing understanding of how emotion recognition works
in practice. The participant views a more consentful design as the solution to this helplessness;
data sharing behavior would empower and gives them agency to control emotion recognition and
its outcomes.

Transparency did not necessarily entail comfort with emotion recognition. P3 elaborated: ‘T
mean, I think personally that I would still be uncomfortable, but I probably feel more comfortable on
the uncomfortable scale, just because they're telling me exactly what it's doing. Knowledge is power.
The more you know, the more you feel like you have more control.” First, the statement illustrates
how comfort and discomfort exist on a continuum for this participant. Second, we see how
transparency would reduce discomfort and increase trust when the motivations and outcomes of
an emotion recognition inference were disclosed, leading to participants feeling more in control.

Participants associated transparency with “fairness” and desired it because they believed it
would lead to more “fair” outcomes. The notion of transparency was centered on knowing what
was learned about a person based on emotion recognition with the opportunity to understand
results. In this sense, P10 argued that if they were given this information, the system would be
more “fair.” Specifically, P10 said, ‘T think it's more fair, and I think it gives people an idea of what's
happening, especially if it's in a way that they can understand, just, like, ‘This algorithm does these
things. We're not going to tell you how it works, but here's the result.”” The participant thereby also
gives insights into how they would imagine meaningful transparency for an emotion recognition
algorithm. They are not so much interested in technical details but in descriptions of the processes
of an algorithm, specifically what the algorithm does and its produced results. Since emotion
recognition technology is seemingly difficult to see and notice, participants even argued that the
results used, e.g., for recommending ads or learning about data subjects, should become
transparent and visible.

Participants noted they might delete their content or stop using platforms if they were not
comfortable with insights gained through transparency. However, without transparency, this
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choice would not exist for them. As P3 said, ‘T feel if they were just outright telling me [about
emotion recognition], well then, I would still have a choice to delete my stuff or stop using the
platform, but if they don't tell me and they just do it I feel I didn't have a choice” Similarly, P8 said,
“T think if I had a better understanding of what happened, of what they were doing with my
information, I would definitely change my behavior or maybe or I wouldn't but I would at least feel
like I was making a real choice. Whereas right now it's sort of like we suffer for like living in ignorant
bliss or in a state of disbelief around what is actually happening with my information.” Participants
understood transparency as a tool to hold companies accountable if their practices are deemed
problematic, e.g., in these cases, by deleting one's account. In turn, they perceived opacity as a
factor keeping participants from such measures by upholding and producing ignorance [43], i.e.,
an absence of knowledge about how and what emotion recognition does.

4.2.2 Opacity and limitations of transparency. Participants argued that the absence of
transparency is a source of ignorance. They remarked that it made them unaware of how emotion
recognition is used and whether it is in their interest. Furthermore, participants argued that there
are inherent limitations to emotion recognition’s transparency. They highlighted the difficulty of
trusting in transparency practices.

Some were concerned about a lack of transparency, as without information, data subjects
would not know whether emotion recognition is accurate. For example, P10 said, “If you think it's
inaccurate, then you think it's inaccurate and you can shrug it off. But if you have no idea how it
works and you just assume that smart people made a thing and you believe it, then that's where the
problems sort of appear.” This participant highlights that lacking transparency is a source of
ignorance as it makes it hard to assess the accuracy of emotion recognition. The proposed form
of transparency would enable contestability [78,79,108] and validation of emotion recognition
accuracy. Currently, accuracy is ascribed mainly through trust in the expertise of experts and tech
companies, as noted by the participant.

Some participants discussed the limitations of transparency. For example, P5 said, ‘T would say
yes, with the caveat that just because they tell you something doesn't necessarily mean it's the truth.
They can tell you things to make you complicit, to make you feel better but without any proof of that,
then there's always that little under element of ‘Hm. I don't know.’ I like physical, tangible proof, I
guess, in addition.” The participant argues that even well-intentioned transparency requires trust
in emotion recognition companies since provided reports are always black-boxed to some degree,
and thereby truthfulness is not entirely verifiable. They further argued for additional “tangible”
evidence to strengthen claims to transparency and accountability. The following sections focus
on how participants thought transparency could be implemented.

4.2.3 Transparency of the technological system: How does emotion recognition work? The
following sections elaborate on how participants imagined meaningful transparency for emotion
recognition as a technological system. We identified two themes regarding how participants
conceptualize transparency. The first unpacked here focused on how emotion recognition works
as a technology. In contrast, the second focused on the uses of emotion recognition and is
discussed in the following section. For participants, transparency of the technological system
included knowledge about how implicated algorithms work, which data is used, and what
knowledge or results are produced about them.

For some, meaningful transparency included knowing “how” the algorithm works in
understandable and digestible ways, which on occasion required education or explanations from
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others. Participants noted the difficulties they face in understanding what happens to their data
and that, therefore, transparency should strive to improve understandability to be meaningful. As
P9 said, T think we just need education and to know what the algorithm means and like how the
algorithm works and all of that....I just think that it has to be transparent in the way they manipulate
our minds and the way they control our lives and regulate...and control our behaviors and actions.”
The participant invokes education as a prerequisite for transparency, highlighting the difficulties
of understanding such complex algorithmic systems. Some mentioned having to rely on others to
explain algorithms to them if such help was made available. For instance, P5 said, “You know how
something works, even if I'm not a tech person and I don't know anything about tech but if you're
willing to tell me how it works, I can always find somebody who does know and understand tech and
they can tell me if it's real or not.” This statement further highlights how accessing, seeking out,
and comprehending this information is a privilege of its own, relying on one’s training or
network. Transparency, e.g., in the form of access to technical documentation, is simply not
enough for many as they also need to have the expertise and time to understand it [5].

Knowing what data emotion recognition algorithms exactly use was an important dimension
of meaningful transparency for some. For example, P9 said, “We just need to know what [data]
exactly are being collected....People need to know what they are doing and how they're collecting
data.” As P6 described transparency, “It's being honest and upfront what information, exactly what
information you're going to use...and what research or data is this going to be used for.” Similarly,
P4 said, ‘T would expect more transparency in what data is being used for what prediction.” It is
worth noting that for P6 and P4, transparency also meant clarity regarding what the data would
be used for. Similarly, P3 said, ‘T would feel the most comfortable if they tell me they're going to do
it and they're being transparent. Like but this is what we're doing, we're going to take your emotional
data now.” These participants ultimately call for transparency about what data is collected about
them and, in turn, used to infer their emotions.

Some participants’ notions of meaningful transparency included knowing what information
was known about them exactly through applying algorithms to their data—in other words,
knowing the emotion recognition algorithms’ results. As P1 said, “Exactly what information about
me is known and how it's being used would be more comfortable than receiving the things you get
now...like if you get a really hyper-personalized ad or...like very personalized, like weirdly accurate
to me.” The participant describes how certain forms of precisely targeted personalization were
uncomfortable and suspicious because they felt uncomfortably revealing. They viewed
transparency about what data is collected and produced about them and how it is used as an
improvement of the current state of affairs. It would enable them to judge how personal the
collected or inferred information is and to take appropriate and informed action. It ultimately
mattered to the participants how highly accurate personalization was achieved, and in turn,
transparency was imagined as a means to check perceived accuracy.

P7 reflected on transparency and noted, “That [knowing results] would make me feel the most
comfortable. That seems kind of awkward to say that, but yeah....Because they’re being clear about,
okay this is the data we’re collecting, this is what we do with it, and this is what we’ve found. It feels
like the most transparent it could be....Yeah, like if it's made explicitly clear it would make me more
comfortable.” This notion of transparency points to how results of emotion recognition and
technologies that build upon it should be more foregrounded and made visible. Furthermore,
transparency regarding what data is collected about individuals is brought forth as a matter of
concern, and participants highlight how meaningful transparency involves knowledge about the
uses and applications of the data. Overall, participants imagined that meaningful transparency

PACM on Human-Computer Interaction, Vol. 6, No. CSCW1, Article 78, Publication date: April 2022.



Attitudes and Folk Theories on Transparency & Accuracy in Emotion Recognition 78:19

would enable them to know how emotional data is processed, what it is gathered for, and how it
is being used. We unpack concerns related to uses in the next section.

4.2.4 Transparency of uses in practice: What is emotion recognition used for? In the previous
section, we focused on the transparency of emotion recognition as a technological system. Here,
we focus on the second central theme related to how transparency is imagined, namely on the
uses of emotion recognition. Participants’ accounts depict an unsatisfactory status quo and a
desire for more transparency about uses. Some argued that applications capable of shaping
emotional experiences should adhere to higher transparency standards, and some even argued
that emotion recognition uses, in general, should be made public. Ultimately, transparency as an
ideal for emotion recognition was held high, as the following quotations highlight.

For some, meaningful transparency included knowing why emotion recognition was done and
to what end and for what purpose. As P3 reflected, “And so I feel like the actual issue would just be
like, why are you doing this?” Similarly, P5 said, ‘T guess I would wonder what they wanted the
information for. Why do they want to know if I'm happy or not?” For some, knowing the purpose
of emotion recognition could potentially lead to a more welcoming attitude towards the
technology’s use. As P12 said, “Again, if they get my permission and they let me know what they're
doing ahead of time it's fine. Then I would understand and I would respect it's for their research....You
don't feel like your privacy being jeopardized and your information, what are they doing with it? If
they tell you ahead of time exactly what it's for, then I would be okay with it.” Transparency in this
sense meant that participants were made aware of the purpose of emotion recognition use of their
data, which was connected to feelings that their privacy was respected. Some believed that the
“reasons” algorithms do something should be public information, differentiated from “how”
algorithms work—which they noted could be kept secret. P10 said, I think that information should
be public. I guess maybe not companies’ information. So companies can have their secret algorithm,
but it should be public what that algorithm does. Like, what is its purpose? What's the output?
Everything in the middle I guess you can hide, because no one can out-money you, no one can sue
you to find out. It doesn't matter. But some things I think should just be, like, public information.”
This participant argues for the public release of information about what emotion recognition
algorithms do and are intended to do.

Some wanted to know what the emotion recognition was used for and whether it was for an
imagined “good.” As P5 said, “If it were some sort of study being done to better understand and assist
people mentally, especially since the internet seems to be such a hive of toxic interactions, if it's being
used to better understand people's brains or some sort of medical or academic level, I could see where
that would be fine. But then I would add the caveat that the knowledge that your information is being
used for such a purpose is something that you are aware of...guess it determines to what purpose it
would be used.” Similarly, P7 stated, “T would want that information known to me as the user, but
also be used for good.” Also, P6 noted, “First I would like to know what exactly how that could be
beneficial. What is it, because that's going to give me something to think about...what could
companies be using that information for, that data for to detect if you're happy, if you're sad....What
is that being used for?” Participants discussed questions of “good for whom and what,” which
resonates with critical humanist perspectives.

5 DISCUSSION

We have highlighted data subjects’ conceptions and expectations about emotion recognition
(on social media) through the dimensions of accuracy and transparency. This section draws from
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STS and HCI literature to first discuss overarching themes and their politics. We discuss how
some participants made sense of accuracy in relation to emotion recognition, possibly based on
assumptions inherent to dominant discourses around big data and Al Then we discuss how
strong beliefs in the accuracy of emotion recognition were considered by some to be risky, and
finally, we illustrate how some challenged the idea of accurate emotion recognition technology.
Next, we highlight how participants were concerned about contemporary transparency practices
and imagined meaningful alternative transparency. Finally, we elaborate on the relationship
between accuracy and transparency. The following subsections also introduce and discuss
algorithmic folk theories we derived from the findings through interpretation. The broad
categories and corresponding folk theories are listed in Table 2.

Table 2. Five high-level categories of emotion recognition accuracy and transparency folk

Techno-Promise Emotion-Shaping Theories of Emotion Technological Meaningful
Theories Theories Limitation Theories Transparency Theories
Big Data Techno-Deterministic Private Inner Authentic ~ Inaccurate Individual = Transparent Technology
Emotion Shaping Emotions Statistics Use
Intelligent AT Emotion Category  Performative Emotions Unrepresentative Transparent Intent
Reinforcement Online Data
Interactionist Emotions ~ Human-Built Transparent
Technology Technological Assemblage

Emotional Intentions

5.1 Folk theories of Accurate Emotion Recognition

We encountered participants heuristically making sense of contemporary emotion recognition
technologies based on folk theories aligned with popular techno-promises. In Table 2, we refer to
these as the Techno-Promise Theories. Some participants' statements were seemingly based on
assumptions common to big data [93,140,152], referencing the perceived great amount of social
data available online as a sign that accurate emotion recognition must already be a reality. We
term this the “Big Data” theory. However, various scholars have found that big social media data
is insufficient to ensure high accuracy [97,112,135]. In turn, the promise of big data remains tied
to a yet-to-arrive future. Therefore, we theorize that big data could also be understood as a socio-
technical imaginary* [86], a vision of a socio-technical future that is so strong that it is seemingly
projected into the present to make sense of the capabilities of contemporary Al technologies such
as emotion recognition. Prior work [153,140] highlights the dominance of such big data-based
discourses by pointing to dataism [140] as an increasingly popular ideology and how it is also a
“commercial” idea [101,153] disseminated and stabilized in great part by companies aiming to sell
Al-based products.

Similar to the big data promises, participants in our study also argued that emotion recognition
must be accurate due to its “smartness” and thereby ascribed intelligence to Al technology. We
call this the “Intelligent AI” theory. These ascriptions of intelligence to Al technology
[111,120,132] provide a basis for beliefs about emotion recognition accuracy and point to their
persuasive power. However, they are also rightly heavily challenged [130]. In this work, we are
not mainly concerned with analyzing technology-related discourses and therefore refer to cited
prior work. However, this alignment points to possible interesting future research on the power

4 STS scholar Sheila Jasanoff describes them as “collectively held, institutionally stabilized, and publicly performed visions
of desirable futures, animated by shared understandings of forms of social life and social order attainable through and
supportive of advances in science and technology” [86].
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relationship of emotion recognition technology discourses and data subjects’ folk theories. Within
STS, this line of research is usually concerned with investigating socio-technical imaginaries
[86,101]. Such work could open possibilities for analysis and critique of what understandings of
emotion recognition have been normalized and, in turn, may reify an undesirable status quo, for
data subjects, of emotion surveillance. Nevertheless, not all participants’ remarks noted a belief
that emotion recognition was accurate. Future work could aim to investigate how widespread
folk theories based on techno-promises are and, in turn, give insights into the degree to which
emotion recognition discourse are captured by simplified and potentially false advertising and
promises. Such knowledge could aid in data subject rights advocacy work (e.g., campaigns) and
illustrate how widespread problematic conceptions of emotion recognition and other Al
technologies are.

5.2 Accuracy as a Risk to Agency

Our findings illustrated a perceived duality of high accuracy in emotion recognition as both a
quality to be desired in specific contexts and mostly worrisome and a risk to individual agency.
Participants voiced anxieties around undesirable influence on emotions through algorithms and
their ascribed accuracy. We discuss these risks later in this section and introduce two related folk
theories as part of the Emotion-Shaping Theories category (see Table 2). They highlight the dangers
of emotion recognition systems prescriptively making their predictions a reality through
influencing data subjects. Overall, the participants' statements challenge the notion that ever
more accurate emotion recognition is desired by data subjects and, in turn, should be uncritically
pursued by researchers and developers in this field. We advocate that both development and
scholarship in this space should rather center what data subjects desire instead of pursuing more
accuracy. The participants' concerns further point to inaccuracy and ambiguity [11,65] as desired
design principles in emotion recognition to protect agency and privacy. This plea also aligns with
recent calls in feminist technoscience to see certain glitches and inaccuracies as sources of agency
and potentially liberating as they may enable evasion of the algorithmic gaze [119]. Our findings
highlight data subjects’ desire to only be known by platforms on their own terms when their
emotions are involved. The dissatisfaction with the status quo of emotion recognition that
pursues accuracy regardless illustrates that data subjects desire more control. Platforms, in turn,
should aim to collect and process less data, and when they do, ask for meaningful permission
more often. Future research could investigate how desires for ambiguity could be integrated into
platforms and what forms of inaccuracy and knowability data subjects desire, which may include
completely not being known or seen by platforms.

Some participants worried that emotion recognition perceived as accurate could shape
personal emotions to adhere to inferences. They argued that, if believed or normalized as part of
platforms, the technology would shape them and the broader society (e.g., through the
standardization of emotions), a concern also voiced in previous work [38,115,128]. Ultimately,
participants imagined emotion recognition as a technology influencing their emotions and
feelings through algorithmically determined categories and coded (human) assumptions of what
emotional reactions should be. We call this the "Techno-Deterministic Emotion Shaping” theory.
Science and technology studies scholars have argued that techno-determinism [145] is a
problematic theory since technologies are not inevitable forces that produce social change by
themselves. In turn, this folk theory possibly reveals a need for making the social aspects of
emotion recognition more visible, such as how data subjects also co-produce the technology with
their data or how the technology is based on assumptions about emotions. By foregrounding the
humanness and contingency of the technology and including data subjects’ perspectives in its

PACM on Human-Computer Interaction, Vol. 6, No. CSCW1, Article 78, Publication date: April 2022.



78:22 Gabriel Grill and Nazanin Andalibi

conception and governance, worries about the shaping of humans through its ascribed accuracy
and power may be lessened. Still, these concerns are important to take seriously and should
receive further attention.

Participants also discussed a subvariant of the above-mentioned folk theory. They highlighted
the risks of algorithms shaping the development of emotional expressions through the
standardization inherent to algorithmic modeling [38,128], reducing the possibilities of individual
emotional self-expression. This shaping would create a feedback loop that increases accuracy (as
learned emotions adhere more to algorithmic categories), strengthening trust and belief in
inferences of emotion recognition [115]. Ultimately, a self-fulfilling prophecy would be enacted,
stabilizing emotion recognition categories and inferences while increasing trust in capabilities
ascribed to emotion recognition. We call this the "Emotion Category Reinforcement” theory.
Scholars have argued that the higher accuracy numbers become, the more their persuasive power
increases [61,115]. In turn, this folk theory highlights how creators of emotion recognition
technologies need to crucially pay attention to feedback loops and make clear to data subjects
what they do to avert such undesired outcomes. It is important to note that these described
looping effects [74] between emotion recognition and data subjects need not necessarily lead to
an internalization of algorithmic categories but could also result in other (re)actions such as
resistance or refusal [64].

5.3 Contesting Accuracy

Beyond intentional harmful misuses and the inference of profoundly personal and private
emotions, participants voiced concerns related to limitations of emotion recognition regarding
capturing emotions accurately. In this section, we first highlight Theories of Emotion that
fundamentally question dominant modeling assumptions in emotion recognition. Secondly, we
discuss Technological Limitation Theories, which challenge the possibility of inferring accurate
information about data subjects from online data. Both sets of theories align with various
scholarly critiques and illustrate participants’ distrust in the capabilities of emotion recognition.
We highlight these critiques throughout this section next to the corresponding folk theories. The
theories in this section also illustrate the potential of data subjects to evaluate and possibly co-
create assumptions about emotions and technological design necessary in modeling. They further
show that data subjects are not uniformly captured by narratives that posit emotion recognition
as accurate and capable of capturing genuine emotions. Instead, they show an imaginative and
discursive resistance to the supposed inevitability of surveillance capitalism and its promise of
total control [153], which is encouraging for a vision of a world that values agency for data
subjects. These theories undermine to some degree the powers of the Emotion-Shaping Theories
presented in the previous section and highlight potential for a broader public debate on the
inherent inaccuracies and contingencies of emotion recognition. The critiques also possibly
highlight a desire for humility [31,85] in data science and emotion recognition, which asks
technology creators not to overpromise on accuracy and to be transparent about contingencies.
Participants argued that their innermost emotions are not capturable by technology as they
are private and not visible in online postings. We call this the “Private Inner Authentic Emotions”
theory. This observation aligns with previous research on perceptions of “datafication and
dataveillance” in which participants argued that Al “could never access their real selves" [100].
Participants in our study argued further that posting content online to various audiences and
publics is performative and not reflective of actual emotional inner states. In this sense,
participants’ use of social media platforms to express themselves and their understandings of their
performative behavior shaped their perceptions of how accurate emotion recognition could be in
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practice. We call this the “Performative Emotions” theory. Both folk theories question the
possibility of capturing genuine emotion via technological means. They also align with arguments
made by various scholars critical of the capabilities of emotion recognition [121,130] and show
how lay data subjects resist narratives of accurate emotion recognition that makes visible what
may not be visible: inner emotions.

Participants also argued that emotions are social and communicative and cannot be simply
captured as categorical emotional data [6], ultimately raising concerns about the construct
validity of emotion modeling. This stated view also aligns with an interactionist understanding
of emotions [80,129]; thus, we call it the “Interactionist Emotions” theory. Statements of others
we also associate with this folk theory pointed to an understanding of emotions as relational and
situated in complex contexts. Their understanding was not based on universal, decontextualized,
and purely biological states standard in models underlying most of emotion recognition [52,53].
Further, some reframed the optimization goal of emotion recognition beyond capturing “real”
emotions. Instead, they called for these technologies to accurately understand the contexts and
histories in which emotions arose and to respectfully process emotions. We call this the
“Emotional Intentions” theory, which prior work has also identified as a shortcoming of
contemporary emotion recognition systems [130].

Beyond the above Theories of Emotion, we also identified three Technological Limitation
Theories. Participants questioned the representativeness of big online social data. They argued
that it is only partial and thereby not representative of humans' complex and multiple lives and
emotions. We call this the “Unrepresentative Online Data” theory. Such challenges to the
representativeness of social media have also been articulated and studied in previous research
concerned with big data algorithms [97,112,135] and certainly pose a problem for accuracy.
Participants also pointed out how emotion recognition algorithms are created by humans who do
not wholly understand emotions themselves. Thereby, computers cannot just “smartly” handle
emotions. We refer to this as the “Human-Built Technology” theory. This theory also directly
challenges current assumptions in emotion recognition modeling as there is no clear consensus
on how emotions and affect should be defined [129], although most emotion recognition
technologies draw from Fkman’s model that identifies six basic emotions [129]. Others also
argued that in their experience statistics are not always accurate when focused on single
individuals. Consequently, they also don’t expect emotion recognition to be accurate. We call this
the “Inaccurate Individual Statistics” theory. Prior work agrees with this characterization, arguing
that inner multifaceted (emotional) states cannot be predicted with high accuracy [17].

Overall, all these folk theories show how narratives of accurate emotion recognition are also
heavily challenged by data subjects. They illustrate a need within the emotional AI community
to rethink and debate current practices based on theories of emotion contested by scholars
[42,130] and data subjects. In particular, the possibility of capturing genuine inner emotions is
heavily questioned. Consequently, emotion recognition could adapt its presentation and design
inspired by the presented folk theories. For instance, companies could seek to communicate the
limitations of the technology to capture actual felt emotions and instead present it as a political
and potentially risky technology that classifies patterns of emotional performances that require
contextual and personal information for further interpretation. Ultimately, the definitional
tensions illustrate that emotion AI and recognition deserve more regulatory and scholarly
attention as current modeling assumptions don’t reflect a democratically deliberated
understanding of emotion yet potentially affect data subjects’ lives in important ways. Emotions
are valued, personal, and political, and technologies that read and process them should strive for
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democratic participation instead of imposing assumptions about what emotions are and how they
should be handled.

5.4 Meaningful Transparency

The participants overwhelmingly expressed feelings of helplessness, uncertainty, and
unknowability towards emotion recognition technology and possibilities to shape its usage. All
argued that contemporary transparency practices are lacking, with some also citing, without
being asked, a complete unawareness of the technology. We Identified three broad folk theories
regarding what kinds of transparency participants desired, which we refer to as Meaningful
Transparency Theories. The purpose of these theories is more consentful platform-design since
the strategies data subjects articulated (further explored in section 5.5.) were mainly concerned
with enabling individual informed action. Prior work seeks to meet these desires, for instance, by
exploring how to rethink platform design centering consent [84] or how to better inform social
media users about the privacy risks of individual postings [143]. Participants argued for
transparency about 1) where/when emotion recognition is used, and 2) for what purposes, e.g., in
the interest of those affected by emotion recognition or a cause they perceive as a “good.” We call
this the “Transparent Technology Use” theory. It aligns with recent work on consent in social
media research based on scraped content, which concluded that participants wanted to know why
their data was collected and wanted to be asked for meaningful consent [59]. This form of
transparency can be implemented more thoroughly, but it remains challenging to assess when
and how often data subjects should be asked and in what form. This is an area for future work.

The interviewed participants were also interested in social media companies’ reasons for using
emotion recognition. We call this the “Transparent Intent” theory. This theory presumes that
intention is non-trivially determinable. However, there can be many multi-faceted reasons for
emotion recognition to be employed by social media companies. In turn, finding the right level of
abstraction and ways to explain involves difficult and political choices [114]. Furthermore, there
may be intentions that companies seek to hide because they conflict with the interests of data
subjects, which further complicates implementing transparency. Beyond emotion recognition’s
uses, participants were interested in the transparency of the technological system itself, which
included the data, the algorithm, and produced results. We call this the “Transparent
Technological Assemblage” theory. This form of transparency is non-trivial in terms of how to
bound the technological assemblage to describe and to do it in an understandable and
emancipatory way. As we highlight in section 5.5., this is likely too much effort for most
individuals, and in turn, we argue that collective approaches would need to be imagined. Workers
involved in emotion recognition assemblage were not brought up by participants organically or
in response to prompts (e.g., “who do you think sees your data?”). This is concerning considering
that previous research has also highlighted the exploitative nature of certain tasks [69,71] (e.g.,
data labeling) that enable algorithms. We advocate that any meaningful transparency approaches
should also include issues around supply chains, such as independent assessments of working
conditions and climate impacts [71,73,107].

Generally, the participants' responses were quite vague (by technical standards) regarding how
to implement meaningful transparency, but this is not surprising as they were not familiar with
the technical details of emotion recognition. The implementation of transparency in practice is
challenging and requires reflexive deliberation with various people [50,98]. It also is not always
in the interest of powerful actors since, e.g., components of algorithmic systems [68] are often
trade secrets [110]. Additionally, it is difficult to define what meaningful transparency should
entail to enable the scrutinization of emotion recognition accuracy. In particular, emotions are
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dynamic and cultural, not easily enclosed in definable categories [129]. They are already hard to
articulate and assess for researchers, and for data subjects, this may be even more challenging.
Even if some form of meaningful transparency can be established, many political and operational
challenges such as power imbalances and inclusion of data subjects within decision-making
processes remain. Still, our findings highlight areas in which data subjects argue that
transparency should be improved and point to how transparency is currently seemingly mostly
understood in abstract terms by data subjects. Future research could aim to co-develop concrete
transparency practices or prototypes beneficial to data subjects that work with their own
understandings and folk theories. However, as we discuss in the next section, it is also important
to enable collective accountability.

5.5 Contested Transparency Expectations

Our analysis shows that most participants envisioned transparency as a means to improve
unsatisfactory implementations of emotion recognition by enabling individualistic notions of
accountability. For example, participants explained how they imagined meaningful transparency
would enable them to be more reflexive about their content sharing behavior and leave platforms
when they disagreed with certain practices. These counter actions are not collective; they aim to
elicit change through individual action. Ultimately, most participants understood transparency
mostly as a source of individual agency. A few argued that transparency could enable the
formation of critical audiences [91] that interrogate the technology, its uses, and how they align
with participants' interests. However, no statement was concerned with building up and
organizing such an audience or collective. Prior research has highlighted how central critical
audiences [91] are to enacting accountability within algorithmic systems. Individualistic
conceptions of accountability are limited in their impact as big companies and institutions have
more power and can ignore individual acts of resistance. Furthermore, individual interventions
are not equally available to all data subjects, especially since platform use is often tied to social
support and information networks [7,54]. For instance, leaving the platform could incur
considerable costs for some data subjects and further exacerbate inequalities. Also, retrieving,
interpretating, and assessing information provided through transparency practices requires
knowledge, expertise, and time of data subjects to enable and justify possible individual actions.
Some participants also raised such concerns. One argued that any form of transparency still
requires trust in the organizations that provide it, highlighting that transparency is not a simple
fix for power imbalances.

Scholars have argued that while social media companies have started to communicate more
about how their algorithms work, these often efforts fall short of enabling meaningful critique
and accountability [76,122]. The current efforts could be understood as public relations work
aiming to influence discourse about how algorithms work to create the impression that
transparency practices are adequate and algorithms accurate. We seek with this work to intervene
in this discursive capturing of how transparency and accuracy of emotion recognition are
understood. We aim to do this by centering and discussing perspectives of data subjects at a time
when the technology is not completely normalized and stabilized [6], which means alternative
trajectories can still be imagined and implemented. It will likely also require collective efforts by
data subjects to build up a powerful voice that can shape the future of emotion recognition and
imagine accountability beyond the individual.
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5.6 On the Relation Between Transparency and Accuracy

We have highlighted accuracy and transparency as complex and contested concepts that hold
discursive power. It matters how they are framed and understood as they shape trust and affect
towards platforms and emotion recognition, which stabilize them. Participants in our study
pointed to a connection between transparency and accuracy. They argued that meaningful
transparency enables validation and contestability of results and accuracy. Some further argued
that opacity would be a source of ignorance as it impedes verifying emotion recognition results.
Ultimately, transparency and accuracy must be considered together in platform design since how
the accuracy of a technology is perceived matters, and transparency plays a big part in that.

Prior work [38,56,150] indicates that some data subjects have such a strong belief in certain
algorithms that they even question their self-image. Relatedly, various participants also voiced
fears about their emotions and societies being shaped by emotion recognition. These insights
highlight that accuracy ascriptions and perceptions are important to equitable algorithm design
and need to be considered within transparency practices. Furthermore, assumptions about
accuracy as a property of algorithms matter. For instance, several participants described emotion
recognition’s accuracy as a singular factor, but as research into biases of statistical systems has
shown, accuracy measures vary depending on contextual and class-/population-level factors. For
example, facial recognition software identifies Black women less accurately compared to white
counterparts [26]. In turn, equitable transparency and accountability efforts also need to
challenge such problematic assumptions about algorithmic accuracy and point to how inequality,
power, and history also shape accuracy and how and for whom such performance measures are
evaluated. One approach that could aid such efforts is algorithmic audits [123], which enable
inquiries into biases that disadvantage marginalized groups and thereby move beyond the
individual contesting incorrect or problematic results.

Our discussion further illustrated fundamental conceptual difficulties involved in
computationally capturing emotions (as described in section 5.3). Increasing transparency may
further reveal some of these issues, e.g., algorithmic misinterpretations, and therefore may be
undesired by companies, but making these contingencies clearer can also increase the comfort
and trust of data subjects in the long term. It also may enable data subjects to rectify inferences
when they want to be better known by platforms, thereby increasing overall accuracy of
recognition. Aligned with recent efforts in meaningful contestability implementation in content
moderation [138], future work could investigate how emotion recognition algorithms could be
contested by data subjects both individually and collectively. The current opaque practices will
likely fuel further distrust and may ultimately challenge the technology due to collective
frustration. Our findings highlight discomfort with current emotion recognition practices and
point to a dire need to center data subjects’ concerns in the development, research, and regulation
of emotion recognition.

6 CONCLUSIONS

This study highlights folk theories, attitudes, and expectations of accuracy and transparency in
hypothetical emotion recognition technologies employed in social media. Our analysis points to
an unsatisfactory status quo for data subjects shaped by power imbalances and a lack of reflexivity
and democratic deliberation within platform governance. Some folk theories are seemingly
grounded in dominant techno-promises and assume emotion recognition to be accurate. Others
question fundamentally whether emotion recognition can work at all. Whether data subjects
understand emotion recognition as accurate matters since such perceptions influence how and
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the extent to which the technology is adopted and believed. Many described, in turn, the
algorithmic shaping of emotions as a concerning risk and high accuracy as uncomfortable, even
a threat to agency. These insights can aid in rethinking the current drive for ever more accuracy
and how to discuss and present emotion recognition and its contingencies. Similarly, the folk
theories on meaningful transparency could aid in improving design to better center consent.
However, as mentioned in the discussion, it is important to institutionalize collective
accountability mechanisms, which were concerningly not mentioned by the interviewed data
subjects.

Our study points ultimately to a need for intervention to further center data subjects’
perspectives. Those who create and deploy emotion recognition must critically reflect on the
technology and the fundamental challenges mentioned by data subjects. Our interviews highlight
a significant unease with contemporary practices. These feelings could result in more counter
actions and dissent being voiced in the future (e.g., platform boycott as mentioned by some
participants). An emancipatory understanding of accuracy, justice, accountability, and
transparency both as discursive concepts and socio-technical properties in the context of emotion
recognition are pressing political and democratic questions that require attention. We contribute
to these conversations and highlight folk theories, attitudes, and expectations regarding
important dimensions of emotion recognition technologies, hoping to open up possibilities for
critical conversations and further research.
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A SCENARIOS

Scenario 1:

You had shared on [insert social media they use most] about that, and had explicitly shared
how you felt about it. Everyone reading it would have been able to understand what your
experience was and how you felt. Now imagine that [insert social media they posted on] used
computational methods to detect what emotions you felt at the time of posting that.

Scenario 2:

You had hinted to that on [insert social media they use most], and very vaguely shared how
you felt about it. Not everyone reading it, or perhaps no one reading it, would have been able to
understand what your experience actually was and how you felt. But you knew what you were
talking about. Now imagine that [insert social media they posted on] used computational methods
to detect what emotions you felt at the time of posting that, even though you never explicitly
wrote anything.

Scenario 3:

You had not shared on [insert social media they use most] about X — this means you have not
explicitly or vaguely shared how you felt about it. But you may have done other things online,
such as shopping or seeking information or reading content about X or even about other things.
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