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ABSTRACT

Metal hydride (MH) hydrogen storage is used in both mobile and stationary applications.
MH tanks can connect directly to high-pressure electrolyzers for on-demand charging,
saving compression costs. To prevent high hydrogen pressure during charging, hydrogen
generation needs to be controlled with consideration for unknown disturbances and time-
varying dynamics. This work presents a robust control system to determine the appro-
priate mass flow rate of hydrogen, which the water electrolyzer should produce, to
maintain the gaseous hydrogen pressure in the tank for the hydriding reaction. A control-
oriented model is developed for MH hydrogen storage for control system design purposes.
A proportional-integral (PI) and an active disturbance rejection control (ADRC) feedback
controllers are investigated, and their performance is compared. Simulation results show
that both the PI and ADRC controllers can reject both noises from the output measure-
ments and unknown disturbances associated with the heat exchanger. ADRC excels in
eliminating disturbances produced by the input mass flow rate, maintaining the pressure
of the tank at the charging pressure with little oscillations. Additionally, the parameters
estimated by the ADRC’s extended state observer was used to predict the state-of-charge
(SOC) of the MH.

© 2020 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Introduction

A hydrogen-powered fuel cell produces electricity with zero
greenhouse gas. The fuel can be supplied by hydrogen stored

tanks is high in purity, which meets the fuel cells’ re-
quirements and avoids poisoning the stack [6]. Additionally,
MH hydrogen storage operates under mild conditions, has few
moving parts, and is safe and reliable [7]. MH hydrogen storage
generally has a high energy density by volume but low energy

in metal hydride (MH) tanks [1-5]. Hydrogen stored in MH
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density by weight. Each MH tanks’ storage capacity, pressure,
and reaction rate are customizable by proper selection of alloy
used [4]. MH hydrogen storage has found its applications as a
stationary energy storage system or in vehicles such as fork-
lifts, where added mass for stability is desired [8,9].
Conventionally, MH tanks are charged at constant pressure
by a high-pressure hydrogen tank [10]. A regulator is used to
maintain constant pressure by controlling the flow of
hydrogen. However, some facilities may not permit the stor-
age of pressurized hydrogen tanks. In such circumstances,
hydrogen is provided on-demand using water electrolysis.
These hydrogen produced are compressed before storage in
the MH tank. However, compression cost is high and remains
the major contributor to the capital costs for hydrogen refu-
eling stations [11]. Nevertheless, recently developed polymer
electrolyte membrane (PEM) electrolyzers can produce
hydrogen up to 30—45 MPa Pa [12]. This allows for direct
storage of the produced hydrogen in the MH tank and elimi-
nates the need for compressors and pumps. Combining elec-
trolyzer and fuel cell with MH hydrogen storage provides
flexibility for choosing appropriate power output, recharge
rate, and energy storage to meet application demand [13].
Feasibility study, efficiency, and system configuration
related to the charging of MH tanks using water electrolysis
have been investigated. Laurencelle et al. designed the system
for charging MH with electrolyzer [14]. Their work focused on
MH material selection and sizing based on electrolyzer’s
specification and performed efficiency analysis. Varkaraki et
al. charged the MH with a water electrolyzer using a fixed
hydrogen flow rate until the system reaches a certain pressure
[15]. This charging method cannot ensure that the tank is fully
charged as it does not monitor the state-of-charge (SOC). Zhu
etal. developed a method to estimate the SOC of MH hydrogen
storage under static conditions. Still, this model is not appli-
cable during the dynamic charging and discharging process
[16]. Pérez-Herranz et al. designed a proportional-integral (PI)
controller to regulate the hydrogen pressure in a temporary
storage vessel of the alkaline electrolyzer system before a
pump compresses the hydrogen for storage in MH tank [17].
Their work focuses on investigating the electrical and thermal
properties of the electrolyzer under pressurized conditions.
Raju et al. investigated the coupling of wind turbines with
electrolyzers to charge MH [18]. Their work focuses on the
heat exchanger operation to cool down the tank during
charging with unpredictable hydrogen flow generated by
turbulent wind velocity. Ogumerem et al. used model predic-
tive control (MPC) to create pressure set-points to charge the
MH so that the temperature of the tank is controllable by a
heat exchanger [19]. They assumed compressed hydrogen in a
high-pressure tank could supply hydrogen at any desired
pressure during charging. Bhogilla et al. investigated short
duration energy utilization of MH storage system using
intermittent wind and solar energy for water electrolysis
[20,21], while Endo et al. explored longer duration, up to 48 h,
energy utilization for a similar system [22,23]. Bhogilla et al.
and Endo et al. are only concern with the power transfer, ef-
ficiency and losses between each component and does not
investigate the charging and discharging of MH tank [20—23].
There is a lack of literature addressing the issue associated
with directly charging a MH tank with water electrolysis. One

difficulty with charging the tank is the indirect measurement
of the absorption rate and SOC. Ideally, the hydrogen pro-
duction rate should match the absorption rate to maintain the
tank’s pressure. Nevertheless, the absorption rate is influ-
enced by temperature, pressure, and SOC. Exothermic ab-
sorption reaction causes these parameters to vary. If the tank
were charged with a constant hydrogen flow rate until the
tank reaches the desired pressure, the increase in the tank’s
temperature due to the exothermic reaction would produce
false pressure and SOC reading. In a practical situation, dis-
turbances exist during the charging operation. These distur-
bances could arise from unknown heat exchanger inputs such
as coolant temperature and flow rate, leakage of the hydrogen
from the inlet, and noise from the sensor measurement. A
proper controller should be able to regulate the pressure
despite the presence of such disturbances. A robust feedback
controller should predict the reaction rate and produce a
control signal for generating hydrogen to maintain pressure.

In this work, an active disturbance rejection control (ADRC)
is developed to generate control signals for operating an
electrolyzer, which produces hydrogen to maintain the MH
tank’s pressure during charging amid load disturbance and
measurement noise. To enable ADRC control design, a
control-oriented model is developed for MH hydrogen storage.
The model captures the dynamics of the charging process and
is presented in state space. The ADRC consists of three parts:
the transient profile generator, the extended state observer,
and the nonlinear controller. The transient profile generator
produces a smooth reference pressure to drive the tank’s
pressure from the existing set-point to the new set-point.
Proper reference selection prevents the sudden spike in the
absorption reaction and avoids elevating the tank tempera-
ture past the safe operating limit. The extended state observer
estimates the unknown system parameters, such as distur-
bances and absorption reaction rate. The nonlinear controller
uses the estimates from the extended state observer to pro-
duce a suitable control signal to track the pressure reference
while rejecting impacts of disturbances. The ADRC can also
predict the SOC in real-time using the by-product of the
extended state observer, making the ADRC more valuable in
the hydrogen storage industry. The ADRC’s performance is
then compared against the well-known PI controller. The
ADRC’s ability to reject disturbances is highlighted. Both
controllers were evaluated on a nonlinear model that
described the MH hydriding and dehydriding reaction derived
using mass and energy conservation. A heat exchanger model
is included with the MH model to maintain the system’s
temperature within the safe operating limit.

The paper is organized as follows: section MH system
model provides the MH tank with the heat exchanger model,
and section controller design discusses controller design
methodology. In section results and discussion, the simula-
tion results are presented and discussed. Finally, the conclu-
sions are provided in section Conclusion.

MH system model

The model representing the absorption and desorption of
hydrogen in a MH tank coupled with heat exchanger was
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developed by Ref. [24,25] and is summarized here for
completeness. Zhu et al. later developed a particle swarm
optimization (PSO) algorithm to identify parameters in the
model for MH container filled unknown metal alloy [26]. The
model incorporates the mass and energy balance applied to
the gaseous hydrogen and MH in the tank. Fig. 1 depicts the
schematic of the MH system. pg and ps are the density of
gaseous hydrogen and metal hydride, respectively. P and T are
the tank pressure and temperature, respectively. fi, is the
mass flow rate of hydrogen into the tank. f, is the absorption/
desorption rate. Q is the heat transfer with the circulating
coolant. Ty, in and Ty, oyt are the temperature of the coolant in
and out of the heat exchanger, respectively. f,, is the mass
flow rate of the coolant. —AH is the negative change in
enthalpy for absorption. For this system, the tank has one
inlet. Hydrogen in the tank can exist in two different forms; in
gaseous form or reacts with metal alloys reversibly forming
hydride. A heat exchanger system cools or heats the tank to
aid the hydriding and dehydriding reaction.

The following assumptions were made when devising the
model of the MH system with a heat exchanger:

1. Hydrogen gas is ideal.

2. Physical characteristics of the MH, such as thermal con-
ductivity, porosity, and volume, remain constant
throughout the hydriding and dehydriding reaction.

3. The whole tank and MH have the same temperature.

4. Heat convection inside the tank, temperature dependence
of thermo-physical values, and radiative transfer in a
porous medium is ignored.

5. Heat transfer coefficients are assumed constant.

The chemical equation representing the hydriding -
dehydriding reaction is

X absorption
M(s) + zHy(g) = MHX(s) + heat. (1)
2 desorption

where M is a metal alloy, and (s) and (g) refer to the solid and
gas states, respectively. The hydriding reaction is exothermic
while dehydriding reaction is endothermic. The x number of
hydrogen atom H absorbed per mole of metal atom M depends
on the type of metal alloy.

Let fin = fi,/Vmu represent the mass flow rate of hydrogen
into the tank, normalized with Vyyy. As hydrogen produced by

ol ...
L

l
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Fig. 1 — Schematic of a metal hydride tank. Adaptation of
[24].

the water electrolyzer enters the tank, the density of gaseous
hydrﬁrlggr}jn the tank p, increases. This is represented by
pg = T: (2)

where f; is the rate of absorption/desorption of hydrogen and
V, is the normalized volume representing the empty space not
filled with powdered metal alloy. The volume of the void space
in the tank where the gaseous hydrogen can occupy is,

\
Vl _ tank 1 + €, (3)

where Viank is the volume of the tank, Vyyy is the volume of the
metal alloy, and ¢ is the porosity of the metal alloy. The cur-
rent ] used for electrolysis is proportional to the mass flow rate
of hydrogen, represented by

7 I

fin = ﬁ NCeHMHz* (4)

where F is the Faraday’s constant, Nc is the number of

electrolyzer stack, and My, is the molar mass of hydrogen.
The absorption and desorption kinetics of the metal alloy f,

is represented by [27]

Eg P
Cae ®ln <P )(pSS ) , P>Peq, a,
eq, a
= _Eg P—P d 5
fr Cde R% (%) (Ps - psO) 3 P <Peq, ds ( )
eq. d
0 , otherwise.

where P and T are the pressure and temperature of the MH
tank, respectively, R is the gas constant, ps is the density of the
MH, C, and Cg4 are the absorption and desorption constants,
respectively, E, and E4 are the activation energy for absorption
and desorption, respectively, Peq, 2 and Peq, 4 are the equilib-
rium pressure for absorption and desorption, respectively, pss
is the density of the saturated metal alloy after it has fully
absorbed all gaseous hydrogen that it can reversibly desorb
and pso is the density of the metal alloy after it has desorbed all
hydrogen.

When the pressure of the gaseous hydrogen in the tank is
larger than the equilibrium pressure for absorption, then
hydrogen will react with the metal alloy to form MH. Similarly,
if the pressure of the gaseous hydrogen in the tank is lower
than the equilibrium pressure for desorption, then the
hydrogen gas are separated from the metal alloy. The equi-
librium pressure is provided by the pressure composition and
temperature (PCT) curve, which represents the thermody-
namic aspects of the hydride formation. The curves are
approximated using [28]

(u ~bt(pxpo)tan <7‘r (ﬁfos) ) ¢§>
Peg = Poee : (6)

where P¢q is the equilibrium pressure, Py is the atmospheric
pressure, a and b are fitting coefficient, ¢ and ¢o represents the
plateau flatness, g represents the hysteresis factor, + is for
absorption and — is for desorption. The state-of-charge (SOC)
of the MH is represented by
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H _ psfpsO' (7)

Hmax Pss — Pso
The hydrogen gas in the tank obey the state equation

R
P= pgTM—HZ. (8)

The density of the MH ps changes with the absorption and
desorption reaction and is represented by

fr
& ©)

Ps
where V, = 1 —¢ is the normalized volume of the MH.

The absorption process is exothermic while the desorption
process is endothermic. The energy balance is described by

a(pgT)
dt

9(psT)
at

AH = Q

ViC
1-p. g7 or VMH

+ VoCp s—2— = ke V2T + fr (10)
where C, . represents the specific heat of hydrogen gas, C;, s
is the specific heat of the metal alloy, «e is the thermal
conductivity, AH is the heat of reaction, and Q is the amount
of heat transfer from the circulating coolant to the MH tank.
It is assumed that the temperature is uniformly distributed
in the tank, thus the Laplacian of temperature in Eq. (10) is
neglected. Using chain-rule, the following two equations are

derived,

a(ggtT) _ (mv fr) 4 pT, (11)
() -t "

The rate of change of the MH tank’s temperature is deter-
mined by replacing Egs. (11) and (12) in Eqg. (10) and rearrange,

T = —Cog(fin —fo)T— Cp ofe T+ frsplh A v vMH (13)
B V1Cp, ghg + Vch. sPs

The overall heat transfer between the MH tank and the
circulating coolant is estimated by the heat balance model,
and thus the outlet temperature of the circulating coolant Ty,
out 1S represented by

dQ = U(Ty — T)dA = —fCp, wdTy, (14)
A Tw, out

/ U(Ty — T)dA fwCp, wdTy, (15)
0 Tw,in

Tw, out =T + (Tw in — T) eifwlé/;sw~ (16)

where f;, is the mass flow rate of coolant, Cj, . is the specific
heat of coolant, Ty, in is the temperature of coolant into the
heat exchanger, U is the overall heat transfer coefficient, A is
the area of contact between the circulating coolant and the
MH tank. Q is expressed in terms of the inlet temperature of
the coolant,

Q = 7fwcp, w (Tw, out — Tw in)x, (17)

UAg
:fwcp. w (Tw, in — T) 1—e Wow |, (18)

The mathematical model of the MH system is presented in
state-space form for the design of advance control. Let the
state vector, input vector, and output vector be

EJ- ] o- 2]
X=|x|=|p |, U=|w|=| fou |, (19)
X3 T Us Ty n

- Bj - {Twim} (20)

respectively. The system can be written in state-space form,
X = F(X,U) and Y = G(X,U), as follows

Us _fr
Vi
Xl fr
X | = v, , (21)
X3 Q
—x3(CpgUs —fr (Cpg —Cps)) +fr VMH
L Vle,gxl + VchAsXZ 1
X1X3
M B e : (22)
y2
X3 +( 3 — X3)€ u2Cp, w
where
Q = UpCp, wlUs —X5) | 1— e @ow |, (23)

Caefﬁ]n <py1 > (pss - XZ)r y1i> Peq. as

eq. a

= 24
£ Cqe = <)’1P == d> (X2 — pso)s Y1 <Peq. d, (24)

eq, d

0, otherwise,

’ b (a —+(o+go)tan (“ (;szs a0 5) > g) (25)

eqa — Fo*

, . e<u ~E+oop)an (( = )) ) (26)
eq,d = Fo* ’
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Controller design
Problem formulation

An empty MH tank can be charged using hydrogen produced
from water electrolysis. Polymer electrolyte membrane (PEM)
electrolyzers are operated in current mode, producing
hydrogen at a rate proportional to current. The MH tank is
charged by maintaining the gaseous pressure in the tank
constant. The PCT curve gives this desired pressure based on
the desired SOC. Exothermic absorption reaction will increase
the tank’s temperature while the heat exchanger decreases
the temperature. The MH tank is fully charged to the desired
SOC determined by the chosen charging pressure after the
tank’s temperature reaches equilibrium with the coolant
temperature. A feedback controller must operate the electro-
lyzer to determine the input mass flow rate of hydrogen
(u1 = fin) into the tank to maintain the output tank’s pressure
(y1 = P) at the desired charging pressure.

A commonly used controller for set-point tracking is the
proportional-integral (PI) controller [29]. The control signal u,;
produced by the PI controller is a linear combination of the
tracking error between the measured output y; and desired
output v, and the integral of this error. The control structure is
as follows:

e(t) =v(t) —ya(t), (27)

w(t) = Kpe(t) +K; / e(t)dt, (28)

where K, and K; are user-selected controller parameters. Large
K, will allow the system output y; to track v quickly. When K,
is too large, the output will overshoot the desired value. The
integral term K; reduces steady state error.

The PI controller is simple to implement and is insensitive
to measurement noise. With proper tuning, the controller can
make the system insensitive to load disturbances [30]. The
most significant advantage of using a PI controller is that the
controller can be tuned heuristically without knowing the
model of the metal hydride system. Nevertheless, its advan-
tage is also its weakness. Since the controller provides no in-
formation about the system, the SOC remains unknown.

This work aims to design a controller that maintains
pressure during the charging of MH amid load disturbance
and measurement noise and predicts the SOC of the MH tank.
The active disturbance rejection control (ADRC) proposed by
Ref. [31,32] is widely used to solve the motion control problem
governed by Newton'’s law [33]. ADRC comprises of three main
components: a) a tracking differentiator (TD), b) a nonlinear
controller (NLC) and, c) an extended state observer (ESO).

In this work, the key concept from ADRC is applied to the
MH system to simultaneously reject disturbances while
charging the MH tank and predict SOC of the tank.

Transient profile generator
A step references v results in large error into the feedback

controller causing the control signal to change abruptly. This
large control signal corresponds to a high mass flow rate.

From Eq. (5), the absorption reaction is significant when the
difference between P and P, 5 is large. Similarly, the reaction
is larger when the SOC is small. At low SOC, a sudden pressure
increase leads to a spike in the absorption reaction, which
could raise temperature past the safe operating limit Tyim.
Therefore, any step reference should be filtered to ensure that
the error signal into the feedback controller changes
continuously.

A smooth transient profile for the reference signal is
generated using the following equation,

1.11 = Uy, (29)

1.)2 = 7rfsat(0$ 6) (30)

9 = v 2 (31
sgn(),  [o>o,

fsat(197 o) = 9 ) (32)
5 [9] < o.

where v is the desired set-point, v, is the generated transient
profile, v, is the rate of change of v; and feat (A, 6) is a linear
saturation function. The parameter r is a tuning parameter
use to speed up or slow down the transient profile. The
response speed of the system limits the transient profile
generated by r.

Extended state observer

For ADRC design, the system’s outputs are redefined as the
tanks’ temperature y; = P and the tank’s pressure y, = T, and
the input is the hydrogen mass flow rate u; = fi,. As hydrogen
flows into the tank, the accumulation of hydrogen in the tank
will increase the tank’s pressure. At suitable pressure, the
metal alloy will react with hydrogen. The formation of MH will
reduce the pressure in the tank. Additionally, the heat emitted
from the absorption process increases pressure, while heat
transfer with circulating coolant decreases the pressure. It is
difficult for the controller to determine the hydrogen mass
flow into the tank fi, to maintain tank pressure P without an
accurate knowledge of the absorption reaction rate.

Here, the complex relationship between pg, T, T and p, are
represented by the function f(t). This unknown function f(t) is
estimated by the extended state x, using input u; = fi, and
output y; = P. Then, the knowledge are used by the controller
to modify the control signal. The overall system is generalized
as follow:

yi =x1=P, (33)

. R .. TR V,, TR 1

X1 7ng7HZT7M7HQV71pS +M71-12V71m7 (34)
=f(t) + buy, (35)
— o + bus, (36)

o =f. (37)
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Itis assumed thath—fZ - < bisbounded. This assumption is
valid if the system is always operating within the temperature
limit, T < Tyjm.

This system is always observable and the extended state
observer has the following form,

€ =21 — X1, (38)
Zy = Zy + buy — Boifer (€, do1, 0 39
Zy = —Boofer(€; P02, 0) (40)

where 8o, and B, are the observer gains. If the observer gains
are selected appropriately, the states can be estimated such
that z; = x; and z, = x2 = f{(t). fe (¢, ¢, 6) is the modified expo-
nential gain function for tracking the unknowns and has the
form [31],

lel’sgn(e),  le]>3,
fe(e,,0) = € (41)
= le] < 6.

where 0 < ¢ < 1is user selected. fe (¢, ¢, 6) will yield a high gain
when the error is small. 6 > 0 is a small number used to limit
the gain in the neighborhood of the origin.

With the unknown x, = f(t) estimated, the controller can
predict the pressure caused by both the absorption reaction
and the heat transfer with circulating. Estimates z; and z, are
used to modify the control signal.

Nonlinear feedback control

In Section Transient profile generator, the reference signal v
is modified to eliminate abrupt changing control signal
while in Section Extended state observer, an observer is
designed to estimate unknown system behavior. Here, a
nonlinear feedback controller is designed to track the
generated pressure reference v; using the information pre-
dicted by the observer z; and z,. The feedback controller is
represented by

e =ui—1z, (42)
U = K_f!?(e> ‘pv 6)7 (43)
b = (49)

where e is the error signal into the nonlinear controller, « is the
control gain, f, (e, ¥, ¢) is the nonlinear function with y a user
defined parameter Eq. (41), and u, is the input into the system
with compensation for the estimated unknown.

Using the control law defined in Eq. (44), the system defined
by Eq. (33) and Eqg. (34) reduces to

Y1 =X (45)

X1 = Uo. (46)

When the extended state observer accurately predict the
disturbance x, such that z, = x, = f(t), the simplified system
Eq. (46) is easily controlled. The overall controller schematic is
illustrated by the block diagram in Fig. 2.

Yz

Metal
Hydride
System

v | Transient
Profile
Generator

Nonlinear
N1

Controller

Z

Extended
State
Observer

Fig. 2 — Block diagram representation of the MH system
with active disturbance rejection control (ADRC), which
comprise of the transient profile generator, nonlinear
controller, and extended state observer.

State-of-charge estimator

During practical implementation of the system, the measur-
able values are the internal tank pressure P, tank tempera-
ture Tp,, and input mass flow rate fin m. The measurements
obtained from the controller are f;,, and z,. Therefore, rate of
change of the solid density is estimated as

TRl(

My, V4 <z P o fm)) 47)

Ps, est = 7TmR 72 - ﬂ m
where the rate of change of temperature measurement Tp,, can
be numerically calculated. The estimated solid density is

Ps, est = Ps, init T /ps estdt7 (48)

where initial density of solid ps, init before absorption is found
using the PCT curve with the initial temperature and pressure
measurements at steady state. Therefore the SOC is estimated
using

( H ) _ Ps, est — Pso (49)
Hmax est Pss — Pso

Results and discussion
System description

The MH hydrogen storage container used in this work is
HBond-7000 L by LabTech Int. Ltd [34]. The technical specifi-
cations provided by the manufacturer are listed in Table 1.

The volume of the alloy is found using the mass muy,
density pso and porosity e of the MH,

Vg = 8 (50)

Knowing the density of hydrogen py, and the capacity of
the alloy, the saturated alloy density pgs is therefore,

Table 1 — Technical Specifications of MH tank [34,35].

Chemical Composition (LaCe)Nis
Charging Pressure 15 bar
Charging Temperature 20 — 25°C
Discharge Pressure 2 — 10 bar
Discharge Temperature 10 — 30°C
H, Storage Capacity 7000 L

Alloy Mass 46 g
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Table 2 — Parameters used in the metal hydride model
[25,27,35,36].

3 0.5 Pso 8400 kg/M>
R 8.314 J/(mol K) My, 2 g/mol
Ty 47 kg Viank 0.0165 m?>
Vi, 7849 L P, 0.0897 kg/M?>
U 25 W/(m?K) As 1.347 m?
G, w 1860 J (kg K) Pw 1000 kg/M>
Gy 419 J/(kg K) G 14,890 J/(kg K)
AH, 30,478 J/mol AHg 30,800 J/mol
Ca 59.187 1/s Ca 9.57 1/s
Ea 21179.6 J/mol Eq 16,420 J/mol
Po 101, 325 Pa B 0.11414
A 13.7 B 3704
] 0.33 90 0.008584

Pss = Pso (1 + VHZ pH2> (51)

Mmu

Parameters related to the MH tank, listed in Table 2, was
identified and validated by Gonzatti et al. in Ref. [25,35,36].

On-off control simulation

The dynamic behavior of the MH system with a heat
exchanger is simulated in MATLAB Simulink using

x1073

parameters in Table 2. The input to the heat exchanger re-
mains unchanged with f,, = 0.1667 kg s tand Tw, in =293.15K.
The initial temperature of the tank is T; = 293.15 K and the
initial pressure is P; = 101, 325 Pa. The initial SOC estimated
using T;, P;, and Eq. (6) gives ﬁi = 0.098. From Eq. (7), the
initial density of the solid is ps, ; = 8412.4 kg/m®. From Eq. (8),
the initial density of hydrogen gas is pg, ; = 0.0831 kg/m?>.

A simple on-off feedback controller is applied to charge the
MH to 91%, which corresponds to a gas pressure of
Prer = 1.5 MPa at 293.15 K. The on-off controller is configured
such that when the pressure of the tank is below Pyef, the mass
flow rate is constant at fi, = 0.0012 kg m~3 s™*. When the
pressure is above the charging pressure P, then the mass
flow rate is zero, fi, = 0. The chosen f;, assumes the use of a 5
stack Giner ELX’s HP PEMI high pressure electrolyzer, which is

rated up to 250 A per stack and can produce f;, = 1.2955 x 107>
kg s~ of hydrogen at 20 bar [37]. Normalize the production
rate using Vyy gives fin = 0.0012kgm—>s~ .

The simulation results with on-off feedback control are
presented in Fig. 3. The first graph compares the mass flow
rate of hydrogen into the tank f;, against the absorption re-
action f;. The second graph shows the pressure of gaseous
hydrogen in the tank P, the equilibrium pressure for absorp-
tion Peq, a, and the reference pressure P+ The third graph
gives the tank’s temperature T and the coolant temperature
into Ty, in and out of the heat exchanger Ty, ou. The fourth
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Fig. 3 — Performance of the system with on-off control used to maintain the tank pressure at P, = 1.5 MPa Pa during
charging. When P < Py, fin = 0.0012 kg m—> s~ else, fi, = 0 kg m—3 s,
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graph shows the SOC of the tank. As shown in the first graph,
before 762 min, the absorption rate is limited by fi,. The
temperature increases proportionally to the absorption reac-
tion. As the SOC increases, the equilibrium pressure for ab-
sorption increases. Between 762—768 min, the controller
switches the electrolyzer on and off rapidly to maintain
pressure. When pressure difference between P and P,  is
large, the absorption rate is large. However, as SOC increases,
the reaction rate decreases. With decreasing absorption, the
heat generated decreases, and the heat exchanger can lower
the tank temperature. After 768 min, as the temperature de-
creases, the pressure in the tank also decreases.

PI controller tuning

The proportional-integral (PI) controller is widely applied to
solve set-point tracking issues in the process industry. Here,
the PI controller is used to track the trajectory v, generated by
Eq. (29) for Pref = 1.5 MPa . The system parameters, initial
conditions, and heat exchanger inputs are described in Sec-
tion on-off control simulation.

The relay feedback tuning method is used to tune the PI
controller gains [38,39]. In the tuning process, a heuristically
chosen controller parameters first bring the system to a
steady-state. At a steady-state, the PI controller is replaced by
a biased relay. The biased relay has amplitude d and hyster-
esis width y. The application of the biased relay causes the
output y = P to oscillate. Hence, the error into the biased relay
e = vy, — P will also oscillate with amplitude A,. The output of
the biased relay is

d, Au< —v,
Urelay = { jd, Az > 1. v (52)

Using d and A, the ultimate gain K, is found,

=
~

<
)

4d

Ky = .
Ay

(53)

The ultimate period T, is the period of this oscillation. With
the ultimate values identified, the traditional Ziegler-Nichols
(ZN) tuning rule in Eq. (54) is applied to determine the PI
controller gains which give the best disturbance rejection [40].

K

K; =0.54_". (54)

K, = 0.45K,, T
u

The relay feedback tuning process is applied to the MH
system in Fig. 4. During the tuning process, the PI controller
first brings the system to a state P = 1 MPa Pa. Then, the biased
relay with amplitude d = +0.1 and hysteresis y = +10, 000 is
applied to the system. Application of the relay result in a
stable oscillation and the feedback signal e = v — P has
amplitude A,, = 10,040 and period T,, = 0.3, as shown in Fig. 5.
The new PI controller parameters calculated using Eq. (54) are:
K, = 5.7068 x 107° and K; = 2.2827 x 107°.

Transient profile selection

Fig. 6 shows the comparison between two different pressure
reference v, produced by the r value: 11 = 0.5 and r2 = 1 with
6 = 0.001. The first graph shows the input fi, against reaction
rate f;. The second graph shows the tank pressure P against
transient profile v;. The third graph shows the tank temper-
ature T against temperature limit Tji,. The fourth graph pre-
sents the SOC and fifth shows the tracking error,e =v; — P. As
shown in Fig. 6, to maintain constant gas pressure during
charging, the mass flow rate f;, should match the absorption
reaction f;.

When ris large, the transient time is shorter and v, reaches
the reference pressure v quickly. With shorter transient time,
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Fig. 4 — PI controller tuning using relay feedback method. The relay is activated after 60 s when the system reaches a steady-

state.
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the PI controller produces larger fi, causing the tank pressure
to reach the reference pressure quickly. When the SOC is low,
from Eq. (5), small pressure difference between P and Peq, »

result in larger absorption reaction, leading T to increase
beyond the safety limit Tjy,. When r = 0.5, the maximum fi,
and f; is around 0.01 kg m~3 s%, temperature T is elevated
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Fig. 7 — Block diagram representation of the MH system
with proportional-integral (PI) controller, transient profile
generator, load disturbance, and measurement noise.

closed to the temperature limit. Therefore, the mass flow rate
fin and the absorption rate f, should be below 0.01kgm 3s ' to
ensure that the temperature does not exit the temperature
limit. The limitation on f; can increase by designing better
heat exchanger to dissipate heat quickly.

Performance of PI controller

Fig. 7 illustrates the block diagram of the MH system with a
proportional-integral (PI) controller and transient profile
generator. In the figure, undesirable inputs are the load
disturbance d, which drives the system away from the desired
set-point and the measurement noise n, which corrupts the
system’s information. u; = fi, is the output of the PI controller,
y1 =P + nis the measured tank pressure with sensing noise, v
is the desired set-point, and v; is the smooth trajectory
generated by the transient profile generator.

The absorption model (Egs. (21) and (22)) is linearized about

the equilibrium point
i 0 [x 1.2309
U, | =1]01667|,X=|% | =]8517.8], (55)
Us 293.15 X3 293.15

where X; and X, are calculated using Egs. (6)—(8) and

U=

Y =[5, = [1.5x 10° 293.15]". (56)

200

-200

The linearized model about the equilibrium point, with
AX =X-X,AU =U-U,and AY = Y- Y, is

AX = AAX + BAU (57)
AY = CAX + DAU (58)
where
~0.0670 0.0165  0.0035
OF
A =uz5=| 01306 -00322 -0.0068 (59)
0.7066 —0.1742 —0.0383
10262 0 0
OF
= JGxo = | 000 - 24219 (60)
0 0.0016
o _99 12186 0 00051) o1
T | o o o | &4
G 00 O
D = —-= 62
guxu {o 0 0.8971 €2

The transfer function between input u; = fi, and output
y1=Pis

1.238 x 100s% + 8.042 x 10%*s + 66.16
s3 4+ 0.1376s% + 0.0001605s + 4.627 x 10-23

Guyr = (63)

Recall that the PI controller can be represented in transfer
function as

1
Ge =Ky +Ki. (64)

The transfer functions between n and y; and d and y, are
[41]

e SR 5. S
14+ GeGuygr' 47 14 GcGuryn’

Gn, y1

(65)
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Fig. 8 — Bode diagram representation of the plant transfer function from input u, to output y; (G {13,y 1)), transfer function
from measurement noise n to output y; (Gn, y 1), and transfer function from load disturbance d to output y; (Gq, y 1)-
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The bode diagram for G,y 1 and Gq, y_; along with Gy 13,y (1)
are presented in Fig. 8. As shown in Fig. 8, with a PI controller,
the low frequency measurement noise n below 10 rad s * are
attenuated while higher frequency measurement noise pass
through without any changes. In addition, load disturbance
d with frequency between 107> rad s~ * to 10° rad s ' are
amplified up to 104 dB while others are attenuated. Therefore,
the PI controller with gain K, = 57068 x 10™° and
K; = 2.2827 x 107" is robust to measurement noise. However,
load disturbances with frequency between 10> rad s ' to
10° rad s* could cause the tank pressure to deviate away from
the set-point. Increasing the overall gain of the PI controller
will lower the magnitude curve while increasing the cutoff
frequency.

Disturbance rejection performance of PI and ADRC controller
From Section Transient profile selection, r = 0.5 generates a

good transient profile v; for v = P, which ensures that the
pressure P reaches P,¢ quickly while temperature T remains

within the safety operating limit Tj,. Also, in Section
Transient profile selection, the PI controller demonstrated
excellent tracking performance in the absence of load
disturbance and measurement noise. Nevertheless, in a
practical situation, measurement noise and disturbances due
to the error in electrolyzer’s mass flow rate and fault of the
heat exchanger can occur. A good controller should predict
and reject these disturbances while maintaining pressure for
charging.

In this section, the performance of the PI controller is
examined in the presence of disturbances. For this simulation,
the transient profile v; is generated using r = 0.5 and
v = 1.5 MPa. The PI controller gains are K, = 5.7068 x 10~° and
K; = 2.2827 x 107°. The system parameters, initial conditions,
and heat exchanger inputs are described in Section on-off
control simulation. From Fig. 8, the PI controller is highly
influenced by load disturbances between 107> rad s ! to
10° rad s77, therefore, the disturbance added to the inputs fin,
fw» and Ty, i, all have frequency 1 rad s™*. The disturbances
are.
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Fig. 9 — The pressure tracking performance for PI control in the presence of load disturbances and measurement noise.
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a) Output P measurement noise: White noise is added to the
output P at 100—120 min with power spectral density (PSD)
amplitude 1, 000 Pa, correlation time of 1 s, and 23,341 as
the starting seed for the random number generator.

b) Output T measurement noise: White noise is added to the
output T at 120—140 min with power spectral density (PSD)
amplitude 0.1 K, correlation time of 1 s, and 23,341 as the
starting seed for the random number generator.

c) Unknown coolant flow rate f,,: Disturbance modeled using
a sine wave with amplitude 0.1 kg s * and frequency of
1rad s™! is added to f,, between 20—60 min.

d) Unknown coolant temperature Ty, in: Disturbance modeled
using a sine wave with amplitude 5 K and frequency of
1rad s 'is added to Tw, in between 40—60 min.

e) Disturbance at tank inlet fi,: Disturbance modeled using a
sine wave with amplitude 0.005 kg m 3 s~* and frequency
of 1 rad s! is added to fi, at 80—100 min.

The performance of the PI controller in rejecting noise is
presented in Fig. 9. In the figure, the first graph displays the
hydrogen input flow rate fi, and absorption reaction rate f,.
The second graph presents the tank pressure P against tran-
sient reference v;. The third graph shows the tank tempera-
ture, the temperature of coolant into and out of the heat
exchanger with the temperature limit. The fourth graph gives
the SOC of the tank, and the fifth graph provides pressure
tracking error. In the simulation results, the mass flow rate f;,
remains closed to the absorption rate f, and both are below
0.01 kg m~3 s7! when there are no disturbances. The tem-
perature T remains within the temperature limit. As predicted
by Fig. 8, the PI controller cannot eliminate load disturbances
with frequency 1rad s~*. The load disturbances added to three
inputs fin, fw, and Ty, in affect the output P, as shown by the
tracking error. The pressure P is not affected by the sensing
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Fig. 10 — The pressure tracking performance for ADRC in the presence of load disturbances and measurement noise.
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noise in T as the PI controller does not use temperature data
for feedback control.

The simulation is repeated with ADRC using the same
conditions described above for comparison. The parameters
for the extended state observer are 8o = 1, Bo2 = 1, 200,
¢o1 = 0.9, ¢o2 = 0.7, and the parameters for the nonlinear
controller are xk = 20, y = 0.9. b= MLHZ #T as in Eq. (35) The
transient profile v, is generated using r = 0.5 and v = 1.5 MPa.
The performance of the ADRC in rejecting noise is presented
in Fig. 10. In the figure, the first graph compares f;, against f,
while the second graph shows the pressure in the tank P, the
transient profile generated v, and the pressure setpoint Prer.
The third graph shows the temperature data: the temperature
of the tank T, the temperature of the coolant flowing in and
out of the heat exchanger, Ty, i, and Ty, out, respectively, and
the temperature limit Ty, The fourth graph shows the SOC,
the fifth graph shows the pressure tracking error, and the
sixth shows the SOC estimation error.

The input flow rate f;, matches f, to maintain the pressure
in the tank at the desired value. Similar to the results of PI
controller, the measurement noise added to T does not influ-
ence the tracking performance, while measurement noise
added to P is not attenuated by the controller. However, unlike
the PI controller, ADRC alters the input flow rate f;, to elimi-
nate the effect of disturbances added to heat exchanger’s
input Ty, in and f,, on P. It also reduces the influence of dis-
turbances added to fi, resulting in a smooth pressure P. The
proposed SOC estimator in Section State-of-charge estimator
can predict the SOC of the MH with high accuracy using the
extended state observer output z, and controller output fi,
along with measured P and T values. For the estimation error,
remains within e = 2 x 107,

Both ADRC and PI controllers can track the reference v,
amidst measurement noise added to P and T. However, the PI
controller does not predict and eliminate load disturbances
nor estimates SOC. ADRC can predict system SOC and reject
undesired load disturbances using an extended state observer
and a nonlinear feedback controller. ADRC modifies the input
flow rates to cancel the effect of load disturbances added to T,
in, fw, and fin. The simulation result verifies that ADRC’s output
parameter z, and u can estimate SOC accurately as long as
parameters for the tank such as V4, Vs, pss and pso are known a
priori and measurements for Ty, Pr, and fin, m are available.

Conclusions

A MH tank can be charged directly by a high-pressure polymer
electrolyte membrane (PEM) water electrolyzer. Such config-
uration saves compression costs and reduces overall system
complexity. MH tanks are charged at constant pressure.
Therefore, when the water electrolyzer is directly used for
charging, the hydrogen production rate should maintain the
tank’s pressure at the desired pressure for charging. The
pressure in the tank is affected by the absorption reaction,
which influences tank temperature and MH state-of-charge
(SOQ).

The active disturbance rejection control (ADRC) contains
three parts: reference generator, extended state observer, and

nonlinear controller. The reference generator produces a
smooth pressure reference profile for the nonlinear controller
to track. The generated reference profile prevents abrupt
changes in pressure set-point, reduces the spike in absorption
reaction, and ensure the tank’s temperature is within the
safety limit. The extended state observer estimates unknown
system disturbance and measurement noise. These estimates
are used by the nonlinear controller to produce appropriate
control signals to reject the disturbance and noise. The SOC of
the MH tank can be accurately determined using system
measurements along with estimates given by the extended
state observer and controller signal.

Comparisons of the performance between the traditional
PI controller and the proposed ADRC controller shows that
both controllers can eliminate disturbances originated from
the heat exchanger and measurement noise. On the other
hand, the ADRC excels in rejecting disturbance produced by
the input mass flow rate, maintaining the gaseous pressure in
the tank at the desired charging pressure with no oscillations.
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Nomenclature

AH change in enthalpy (J mol %) for hydrogen absorption
() and desorption (+)

€ porosity of the metal alloy

- state-of-charge (SOC) of the metal hydride (MH)

Ke thermal conductivity (W m™* K™

Pg density of gaseous hydrogen in tank (kg m~3)

P, density of hydrogen (kg m)

Pso density of unsaturated metal alloy (kg m™3)

Dss density of saturated metal alloy (kg m~3)

Ps density of metal hydride (kg m~3)

a, b, ®, &y, 8 constants that mathematically represent the
metal alloy pressure composition and
temperature (PCT) curve

Ag heat exchange area of the tank (J kg * K™%
Ca absorption constant (s7%)

Ca desorption constant (s™%)

Cp, ¢ specific heat of hydrogen (J kg~ K™%

Cp s specific heat of metal hydride ( kg * K™ )
Cp,w  specific heat of coolant (J kg * K™%

Ea activation energy for absorption (J mol™)
Eq activation energy for desorption (J mol™?)
F Faraday’s constant (C mol ™)
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fin flow rate of hydrogen into the tank (kgm>s™7)

fr reaction kinetics (absorption/desorption) of the
metal alloy (kgm 357}

fw mass flow rate of the coolant (kg s™?

I current used for electrolysis (A)

My » molar mass of hydrogen (kg mol )

MMy mass of the metal alloy (kg)

Neen number of electrolyzer stack

P pressure of gaseous hydrogen (Pa)

Po reference pressure (Pa)

Peg, a equilibrium pressure for absorption (Pa)

Peg, a equilibrium pressure for desorption (Pa)

Peq equilibrium pressure (Pa)

Q thermal power exchanges between water and metal
hydride (W)

R gas constant (J mol * K™Y

T tank temperature (K)

Tw,in  coolant temperature at the heat exchanger inlet (K)

Tw, out coolant temperature at the heat exchanger outlet (K)

U overall heat transfer coefficient (W K-> m?)

A normalized volume representing the void space in
MH tank

V, normalized volume of the metal alloy

Vi o hydrogen storage capacity of the MH tank (m°)

Vmu volume of the metal alloy (m?)

Viank volume of the tank (m°)
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