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A rtificial intelligence (AI)has thepotential to transformclini-
cal care andworkflows in dermatology; however, achiev-
ing fair, reliable, and safe algorithms is necessary for clini-

cal implementation.1,2 While the pace of AI development is
accelerating in all areas ofmedicine, dermatology is particularly ac-
cessible for image-based AI owing to the widespread use of pho-
tographyasanassessment tool, includingonconsumerdevicessuch
assmartphonesandtablets.Guidelineshavebeenproposed forpro-
spective clinical trials of AI in medicine and dermatology through
Standard Protocol Items: Recommendations for Interventional
Trials (SPIRIT)-AI and Consolidated Standards of Reporting Trials
(CONSORT)-AI.3 However, many key decisions aremade during al-
gorithmic development and initial evaluation. There is a clear need
for comprehensive assessment guidelines of AI algorithms as they
are being developed and reviewed prior to clinical trials.3-6

Most AI publications in dermatology describe the develop-
ment and initial testing of new AI algorithms. While other special-
ties such as radiology and cardiology have proposed guidelines for
reviewing articles that useAI, dermatologists and researchers have

thus far not proposed an evaluative framework.7-9 We propose a
framework that builds on the Standards for Reporting of Diagnos-
tic Accuracy (STARD-15) guidelines for diagnostic accuracy studies.
The STARD-AI, Developmental and Exploratory Clinical Investiga-
tion of Decision-Support Systems Driven by Artificial Intelligence
(DECIDE-AI), PredictionModel Risk of Bias Assessment Tool (PRO-
BAST)-AI, and Transparent Reporting of a Multivariable Prediction
Model of Individual Prognosis or Diagnosis (TRIPOD)-AI guidelines
are still pending and are unlikely to address dermatology-specific
aspects, such as image source, lack of standardization, skin tone,
andconsiderationsofbias.10Weproposedermatology-specific con-
siderations forAI algorithms indermatologic practice, clinical trials,
or reviewing dermatology AI development literature.5,9,11-13

Dermatology image-based AI algorithms must consider the
unique featuresofdermatologydata,which currently includea lack
ofstandardizationamong imagingmodalitiesandtheriskofbias from
noisy labels or demographically unrepresentativedata.2,14-16 These
guidelines are intended as requirements for the consideration of
study design and the publication of articles and products that de-

IMPORTANCE The use of artificial intelligence (AI) is accelerating in all aspects of medicine and
has the potential to transform clinical care and dermatology workflows. However, to develop
image-based algorithms for dermatology applications, comprehensive criteria establishing
development and performance evaluation standards are required to ensure product fairness,
reliability, and safety.

OBJECTIVE To consolidate limited existing literature with expert opinion to guide developers
and reviewers of dermatology AI.

EVIDENCE REVIEW In this consensus statement, the 19members of the International Skin
Imaging Collaboration AI working group volunteered to provide a consensus statement.
A systematic PubMed search was performed of English-language articles published between
December 1, 2008, and August 24, 2021, for “artificial intelligence” and “reporting guidelines,”
as well as other pertinent studies identified by the expert panel. Factors that were viewed as
critical to AI development and performance evaluation were included and underwent 2
rounds of electronic discussion to achieve consensus.

FINDINGS A checklist of items was developed that outlines best practices of image-based
AI development and assessment in dermatology.

CONCLUSIONS AND RELEVANCE Clinically effective AI needs to be fair, reliable, and safe;
this checklist of best practices will help both developers and reviewers achieve this goal.
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scribe AI-based computer vision tasks for dermatology applica-
tions, includingdiagnosis, triage,monitoring, segmentation, andde-
cisionsupport toprovideneededcontext formoregeneralguidelines
around AI studies.

Methods
All 19 members of the International Skin Imaging Collaboration
(ISIC) AI working group volunteered to be part of a 2-round virtual
consensus process. A PubMed search was performed of English-
language articles published between December 1, 2008, and
August 24, 2021, for “artificial intelligence” and “reporting guide-
lines,” as well as other pertinent studies identified by the expert
panel. In total, 650 articles met the search criteria, of which 17
were reported specific guideline recommendations.6,8,12,17-30

An additional 34 articles were suggested by the expert panel as
specific to factors that influence AI diagnosis, which informed
development of the criteria.

Prior to initiation, all 19 experts independently proposed con-
siderations for the guidelines, and these were compared with rel-
evant factorsnoted inthe literature.Factors thatwereviewedascriti-
cal to AI development and performance evaluation were included.
All suggestions that pertained to AI reports outside of clinical trials
were includedandsummarized intodraft guidelinesbyR.D. andV.R.
for round 1. In round 1, all 19members of the ISIC AI working group
reviewed the draft guidelines and provided written feedback and
suggestions, including for the checklist items. In round 2, 14 mem-
bers of the group (73.6%) providedwritten feedback on the guide-
linedocument; thechecklistheadingsremainedunchanged,andonly
1 clarifying item in the checklist was added. The other 5 members
provided assent via email, achieving unanimous agreement. The fi-
nal document was presented and approved at the ISIC Annual
Meeting (June 7, 2021).

Recommendations
These recommendations are intended to support existing mecha-
nisms of review that include analyzing the strengths and limita-
tionsof anyAI algorithm.The recommendations are summarized in
checklist form in the Table.

Data
Describe ImagingModalities, Confounding Artifacts,
and Data Processing (Items 1-6)
Given thewidevarietyof acquisitiondevices and techniques inder-
matology, thedescriptionsof imagesused forAI reports require sig-
nificantlymoredetail thanothermedical imagingapplications.15 Im-
age artifacts and their distributions in the data used should be
described,particularly for artifacts thathavebeenpreviously shown
to affect performance. For photography, these include the type of
camera used; whether images were taken under standardized or
varying conditions; whether they were taken by professional pho-
tographers, laymen,orhealthcareprofessionals; and imagequality.31

Other artifacts to consider if relevant to the particular application
includepenmarkings, rulers, hair, other physical perturbations (eg,
injury, surgical effects, tattoos), illuminationsourceand lightingcon-

ditions (eg,natural light, clinic light forclinicalphotos),distance from
the patient (overviews or close-ups), type of clinical site (eg, aca-
demic practice, community private practice), and color calibration
performed, as thosemay influencemodelperformance.14-16 If using
dermoscopic images, themode of acquisition (polarized vs nonpo-
larized) should be reported. If there is doubt onwhether an artifact
should be regarded as potentially confounding, it should be re-
ported if possible. For specialized imagingmodalities (eg, confocal
microscopy, low-coherence imaging, elastography), any relevant
technical detailsmustbe reported (eg, frequency/wavelengthspec-
trum of energy source). Acquisition metadata, such as that avail-
able inEXIF (exchangeable image file format)headers, shouldbe re-
tained inprovideddata.All information shouldbe in alignmentwith
legal/privacy data protection and be addressed with appropriate
consents to permit openness and scientific rigor.

Anyotheraspectsof the images,suchaspreprocessing(eg,color
normalization) and postprocessing (crop, manual selection, filter-
ing), should also be detailed.7,32 If images are synthetic (algorithm
generated), the authors should state the motivation for their use,
how the imageswere generated, andhow theywere used inmodel
development.33 Synthetic images should be made public if they
are not subject to patient privacy concerns.34 If images from pub-
licly available data sources are used (eg, the ISIC archive or public
websites), the images used should be specified.35,36 Privately
sourced images,wherepossible, shouldbe shared throughapublic
repository, such as the ISIC archive, and ethical considerations of
data capture and use should be clearly described.37,38

Describe theMetadata on Images Used for AI Development and
Comment on Potential Biases ThatMay Arise as a Result (Items 7-9)
Patient-level imagemetadata should be described. Suchmetadata
may include the clinic, hospital, or geographic location of patients
from which the data were generated; anatomic sites (of solitary
lesions); sex and gender; age; ethnicity and/or race; and skin
tone.14,39-41 The procedure for assessing skin tone should be de-
scribed, such as the scale used for labeling (eg, Fitzpatrick, indi-
vidual topology angle), andwhether labelingwasdone inpersonor
throughaphotograph.Any limitations relatedto theprocedureused
for skin tone assessment should also be conveyed. This includes
discussing limitations of the skin tone scale used; for example, the

Key Points
Question How should artificial intelligence (AI) algorithm
reporting in dermatology be assessed?

Findings In this consensus statement, key recommendations for
developers and reviewers of imaging-based AI reports in
dermatology were formulated and grouped into the topics
of (1) data, (2) technique, (3) technical assessment, and (4)
application. Guidelines are proposed to address current challenges
in dermatology image-based AI that hinder clinical translation,
including lack of image standardization, concerns about potential
sources of bias, and factors that cause performance degradation.

Meaning The recommendations provided will support algorithm
development and assessment, with specific emphasis on
dermatologic considerations and intended use scenarios.
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commonly used Fitzpatrick scale does not adequately capture hu-
man skin diversity.42 If metadata are unavailable, describe the po-
tential drawbacks of not having this information and the potential
for bias in the data set.2 If reportedmetadata areweighted toward
a certain population, discuss how this may affect generalizability
of the algorithm and the potential for bias.

Additionally, some studiesmay include clinicalmetadata, such
as medical history or history of present illness, in algorithm
development.43 If such clinical metadata are incorporated into
the algorithm, the source of this information and how it was used
in algorithm development should be described.

Define Image Data Sets (Training, Validation, Test)
Used During AI AlgorithmDevelopment (Items 10-12)
Clearly indicate any inclusion or exclusion criteria for images.7 Dis-
cuss any reasoning behind the size of the training, validation, and
test sets and how they were partitioned.7 Indicate information
regarding statistical distributions of metadata or imaging artifacts
described earlier (eg, same clinical site, image capture device,

patient population, presence of artifacts) and whether the inde-
pendent test set comes from similar distributions as the training
and validation data or whether it includes samples drawn from dif-
ferent distributions. As AI algorithms are prone to overfitting, test
sets that include samples drawn from distributions that vary from
training are preferred to measure how well the algorithm general-
izes beyond the training distribution.44 The training, validation,
and test sets must be independent to avoid data leakage. Potential
sources of data leakage between partitions (such as lack of consis-
tent patient labels) and applied mitigation strategies should be
described.7,8

Describe How the Test Data Set Relates to the Proposed Clinical
Setting,With Special Attention to Out-of-Distribution Classes
(Items 13-15)
Authors should consider any differences between the image char-
acteristics used for algorithmdevelopment and those thatmightbe
encountered in the real world. Out-of-distribution (OOD) “classes”
are defined as those class categories or diagnoses thatwere not in-
cluded in algorithm training data. For example, if an algorithm is
trained todifferentiatenevi vsmelanomas, any image showingadi-
agnosis outside of nevi andmelanomas would be OOD. Describe if
images with classes that are OOD were included in the study test
set, and report findings.45 If imageswith OOD classes were not as-
sessed, explain the drawbacks to clinical application (ie, undefined
behaviorwhenpresentedwith classes outside of those studied). In
somecases,OODdatamaybe subtle—for example, beyond classes
not represented in training data, OODmay include unique combi-
nations of other characteristics, such as clinical site, camera used,
lighting, and patient demographics, of which some combinations
may be underrepresented in algorithm training data.42,44 To im-
prove generalizability,multivendor andmultisource images should
be clearly labeled and included in algorithm development and
evaluation.7,15 The distribution of “classes” (eg, diagnoses or other
label) in test data, stratified by patient characteristics such as eth-
nicity, age, and sex, should be clearly described. If there is any class
imbalance (overrepresentation or underrepresentation) across
classes, explainanyproceduresused to rectify class imbalance (such
as oversampling or reweighting).7

Technique
Develop NewAlgorithms Using Standard Labels
of Reference (Items 16-19)
The method used for image labeling should be clearly described
with the reasoningbehind themethodselected. Formalignantneo-
plasms, histopathological diagnosis should be considered the gold
standard in diagnostic tasks.1,37 However, note that even histopa-
thology-based labels can be quite noisy given poor interobserver
agreement for some diagnoses, which adds an additional chal-
lenge toestablishinggold standarddiagnoses (eg,melanoma).46,47

If an alternative method is used for diagnosing malignant neo-
plasms, the potential for biases should be discussed (eg, level of la-
bel noise expected). For cases where histopathology is not avail-
able (eg, benign lesions, inflammatory disorders), there should be
a clear description (eg, monitoring for change, consensus diagno-
sis) and justification of the labeling method. Additional research is
needed to establish gold standards for labeling these classes of im-
ages.For choosing terms fordiagnoses, labels anddiagnosticgroups

Table. Checklist for Evaluation of Image-Based Artificial Intelligence (AI)
AlgorithmReports in Dermatology (CLEARDerm)

Checklist for image-based AI algorithm
development in dermatology

Description is
present/absent

Data

1 Image types

2 Image artifacts (eg, image quality, pen markings,
anatomic site for photography)

3 Technical acquisition details

4 Preprocessing procedures

5 Synthetic images made public if used

6 Public images adequately referenced

7 Patient-level metadata: geographic location of
patients, sex and gender distribution, ethnicity
and/or race, and how it was extracted

8 Skin tone information and procedure by which skin
tone was assessed

9 Potential biases that may arise from use of patient
information and metadata

10 Data set partitions

11 Sample sizes of training, validation, and test sets

12 External test set

13 Multivendor images

14 Class distribution and balance

15 Out-of-distribution images

Technique

16 Labeling method

17 References to common/accepted diagnostic labels

18 Histopathologic review for malignant neoplasms

19 Detailed description of algorithm development

Technical assessment

20 How to publicly evaluate algorithm

21 Performance measures

22 Benchmarking, technical comparison, and novelty

23 Bias assessment

Application

24 Use cases and target conditions (inside distribution)

25 Potential impacts on the health care team and
patients
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used in data repositories as well as public ontologies (International
Classification of Diseases, 11th Revision [ICD-11], AnatomyMapper,
SNOMED-CT) shouldbeusedwheneverpossible.42 Forhistopatho-
logicdiagnosesof tumors, histopathologicextensioncodesof ICD-11
can be used as an aid. Describe how termswere selected. For non-
diagnostic tasks (eg, lesionmonitoring, triage,predictingpatientout-
comes), how data were labeled and the rationale for the labeling
scheme should be described.

Describe AlgorithmDevelopment (Item 19)
Methods, workflows, and mathematical formulas previously
described elsewhere can be referenced but should be described in
such manner to allow replicability. Reiterating known terms for
metrics or loss functions by formulas only for the sake of suggest-
ing technical height should be avoided; however, any new devel-
opments in methodologies should be described. Include informa-
tion on how hyperparameters (eg, learning rate) were tuned and
any limitations (eg, concerns about generalization—the ability of
the algorithm to apply broadly across multiple data sets).

Recently, substantial research interest has been focused on in-
terpretable and explainable AI algorithms. Interpretable algo-
rithms are ones where causes for an output can be understood—
forexample,algorithmsthatcan identifywhatpartsofan input image
helpedwith generating theoutput (eg, saliencymaps) or are based
on content-based image retrieval approaches.48-50 Explainable AI
algorithms generate information on the importance of each fea-
ture for each particular output; explainable algorithms allow us to
describe inhumantermshowanyalgorithmicdecision ismade.48,49

Interpretability andexplainabilitymayhelpwithAI transparencybut
are still an active areaof research.48Moreover, theenduser (eg, pa-
tient,dermatologist, nonspecialist) is an importantconsideration for
how interpretable or explainable features are presented. For re-
viewingpurposes,weprefer that the authors include interpretabil-
ity features suchas saliencymaps for appropriate evaluation.While
thesemayhelp interpret algorithmresults, clinical relevancyhasyet
to be determined.51,52

Technical Assessment
Provide aMethod for the AI Algorithm or AlgorithmOutput
to be Publicly Evaluable (Item 20)
Ideally, theAI algorithmwouldbemadepublicly availablewitha ref-
erence implementationavailableviaopensourcecode (eg, in aDOI-
granting resource such as figshare, or domain-specific archives
such as GitLab, GitHub, or BitBucket) or containerized for external
testing.Alternatively,apublic-facingtest interfacecanbemadeavail-
able for external testing on individual images.53,54 When possible,
algorithms should be evaluated on standardized public test data
sets and leaderboards for comparability and reproducibility against
previously top-performing algorithms.

Describe HowPerformanceMeasures and Benchmarks
Are ConsistentWith Proposed Clinical Translation (Items 21-23)
Authors should state why the performance measure chosen is
appropriate to the algorithm task (eg, average precision, free-
response receiver operating characteristic for detection tasks). In
this context, the use case for the algorithm should be clearly
described—who are the intended users and under what clinical
scenario are they using the algorithm.52 For example, an algorithm

may be intended to be used by patients at home without a physi-
cian in the loop. Such a patient-facing algorithm may have more
stringent expectations than an algorithm designed to support a
dermatologist in clinic, where a human expert makes the final
decision. If using frequently published metrics such as area under
the curve, balanced accuracy, or sensitivity and specificity for
classification tasks, the authors should consider implications of
population-based screening for rare diseases. Reported perfor-
mance and accuracy should be stratified according to demo-
graphic information and image artifacts if possible.

In addition to performance measures, diagnostic algorithms
should be benchmarked against experts in their intended use
setting, and the benchmarking process should be outlined.15 Ide-
ally, comparisons should also be made against the current reason-
able standard of care as well. For example, patients are not usually
treated by a panel of expert dermatologists, but by 1 dermatologist
or general practitioner in the real-world setting. If there is a public
benchmark or a previously published algorithm applicable to
the task, it should be used for comparison. For example, tasks
involving ISIC challenge data should include comparisons against
previously developed algorithms. Some algorithms perform
tasks such as predicting patient outcomes or risk stratification;
such tasks may not have clearly defined expert comparators
or previously defined benchmarks. In these cases, clear descrip-
tions of intended applications are important (discussed in the
next section).

Application
Describe Intended Use Cases and Target Conditions
(Inside Distribution, Item 24)
Formodels to be used in the setting theywere intended for, clearly
describe the use case for the model (eg, diagnosis, triage) and the
primary intended users (eg, patients, nurses, physician extenders,
clinicians) and health care setting (eg, home, primary or secondary
care, specialized centers).55 Indicate how the information is in-
tended to be used (eg, decision support or without supervision)
anddescribewhere in thehealthcareworkflowthemodelmay fit.56

Describe how the intended user or setting was incorporated into
model development. For example, if amodel is intended tobeused
byphysicians in a telemedicine setting,model development should
includephysicians in reviewing thedata, and thedata shouldbe rep-
resentative of what is generated by telemedicine.

Discuss Potential Impacts on the Health Care Team
and Patients (Item 25)
The goal of developing AI models for dermatology is eventual
clinical application with benefits to health care teams, the health
care system, and community. However, shortcomings and poten-
tial for harmmust also be anticipated and evaluated prior to imple-
mentation.

Preliminaryassessmentsof thealgorithm’sperformance incon-
junction with its intended user should be reported. For example, if
an algorithm ismeant to be used by a primary care physician to de-
cidewhether to refer to adermatologist, researchers should assess
performanceof thetargetgroupwithandwithout thealgorithm.The
desired outcomes should be clearly defined, and any biases as-
sessed.Thepreliminaryassessmentdoesnotneed tobe in the form
of a prospective clinical trial but rather can demonstrate the value-
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add using retrospective data and identify any early concerns prior
to a larger prospective clinical trial.

The impact on patients should also be assessed in linewith the
algorithm’s intended use. For example, an algorithm with a false-
negative rate of 5% for diagnosing melanoma has a different im-
pact if it is used as a decision support systemby a clinicianwho can
overrule the algorithm based on clinical judgment vs the same al-
gorithm in the hands of patients directly, where the false reassur-
ancemay cause harm.

Ethical considerations and impact on vulnerable populations
should also be considered and discussed. For example, an algo-
rithm suggesting aesthetic medical treatments may have negative
effects given the biased nature of beauty standards. An algorithm
that diagnoses basal cell carcinomasbut lacks anypigmentedbasal
cell carcinomas, which aremore often seen in skin of color, will not
perform equitably across populations.

Prospective studies are recommended and should be per-
formed prior to clinical implementation but may not be present in

preliminary model descriptions. Please refer to SPIRIT-AI and
CONSORT-AI for recommendations regarding AI clinical trials.3,4,6

Conclusions
In this consensus statement, we outline recommendations for the
appropriate evaluation of AI algorithms for dermatology image
applications and provide a checklist for addressing them. These
recommendations inform all aspects of AI development, including
data set curation, model building, and evaluation. We highlight
areas where special attention to ethical considerations and poten-
tial sources of bias unique to clinical photography must be consid-
ered. While we propose guidelines for clinical and peer-review
evaluation of AI, these recommendations are also relevant
for a regulatory framework and should be considered for any
automated dermatology algorithm that may affect the wider
community.
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