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Ongoing efforts to develop single-atom catalysts (SACs) for the oxygen reduction reaction (ORR) typically
focus on SACs with cationic metal centers, while SACs with anionic metal centers (anionic SACs) have
been generally neglected. However, anionic SACs may offer excellent active sites for ORR, since anionic
metal centers could facilitate the activation of O2 by back donating electrons to the antibonding orbitals
of O2. In this work, we propose a simple guideline for designing anionic SACs: the metal centers should
have larger electronegativity than the surrounding atoms in the substrate on which the metal atoms are
supported. By means of density functional theory (DFT) simulations, we identified 13 anionic metal cen-
ters (Co, Ni, Cu, Ru, Rh, Pd, Ag, Re, Os, Ir, Pt, Au, and Hg) dispersed on pristine or defective antimonene
substrates as new anionic SACs, among which anionic Au and Co metal centers exhibit limiting potentials
comparable to, or even better than, conventional Pt-based catalysts towards ORR. We also found that
anionic Os and Re metal centers on the defective antimonene can electrochemically catalyze the nitrogen
reduction reaction (NRR) with a limiting potential close to that of stepped Ru(0001). Overall, our work
shows promise towards the rational design of anionic SACs and their utility for applications as electrocat-
alysts for ORR and other important electrochemical reactions.
� 2021 Science Press and Dalian Institute of Chemical Physics, Chinese Academy of Sciences. Published

by ELSEVIER B.V. and Science Press. All rights reserved.
1. Introduction

Since the consumption of non-renewable fossil fuels has caused
severe environmental problems such as air pollution and climate
change, the sustainable development of human society demands
clean, renewable, and high-capacity energy conversion/storage
technologies [1,2]. Fuel cells are a very promising technology to
meet the demand due to high efficiency and the zero emission of
greenhouse gases [3,4]. However, the large-scale application of fuel
cells is currently still hindered by the limited options of high-
performance electrocatalysts for the oxygen reduction reaction
(ORR) at the cathode [5–7]. To overcome this hindrance, a key chal-
lenge is to develop highly active, durable, and low-cost electrocat-
alysts [8,9]. To date, platinum group metals (PGM) are the most
efficient electrocatalysts for ORR, but their high costs urge
researchers to develop viable alternatives with lower PGM loading
and even PGM-free electrocatalysts [10–17]. Among strategies to
reduce the loading of noble metals or even replace them with
non-precious metals [18,19], developing single-atom catalysts
(SACs) with atomically dispersed active metal centers is very
encouraging [20,21].

SACs have been widely applied as catalysts for various electro-
chemical reactions (such as oxygen evolution reaction, nitrogen
reduction reaction, and CO2 reduction reaction), methane activa-
tion, water gas shift reaction, and hydrogenation reactions
[22–24]. Compared with the bulk counterparts, SACs not only
greatly maximize the utilization of metals, but also exhibit extraor-
dinary activities and stabilities [25–31]. Moreover, the catalytic
performance of SACs could be rationally improved, because the
single-atom centers and their well-defined chemical environment
provide an excellent test ground to reveal the relationship between
the catalytic performance and the catalyst structures at the atomic
level. A potential approach to tweak the performance of SACs is to
modify the charge state of the metal centers [32,33]. For example,
Han et al. successfully doped sulfur atoms in the carbon matrix of
the Fe-N-C SAC and attached one chlorine atom directly to the Fe
reserved.
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center. The Fe-Cl near-range interaction and the Fe-S long-range
interaction ensure the Fe center with a moderate positive charge
state, resulting in a high half-wave potential (0.921 V) for ORR,
which far exceeds that of commercial Pt/C catalyst in the alkaline
solution (0.842 V) [34].

Typically, active sites of SACs for ORR carry positive charges
[34]. However, anionic metal centers, which were unveiled dec-
ades ago [35–42], may also serve as active sites towards ORR. In
Pt-M alloy nanoparticles (M = Mn, Fe, Co, Ni, Pd) [43–49], for
instance, the negatively charged Pt atom can favorably transfer
excess electrons to the antibonding orbitals of O2 molecule,
thereby weakening the O-O bond and facilitating the electrochem-
ical reduction of oxygen [46,49]. It is noteworthy that Pt-Ni
bimetallic octahedra exhibit a much-enhanced ORR specific activ-
ity that is 51-fold higher than the state-of-art Pt/C electrocatalyst
[50]. Hence, an interesting question arises naturally: can we
develop effective SACs for the ORR with anionic metal centers? It
is highly worth exploring such anionic SACs because they inherit
the advantage of average SACs to maximally utilize metal atoms
and simultaneously benefit from the electron transfer capability
of active anionic metal centers to facilitate the electrochemical
reduction of O2.

To realize anionic SACs, it is important to tune the ‘‘strong
metal-support interaction” by selecting a proper substrate
[25,51–53]. Herein we proposed a simple guideline: the metal cen-
ters should have larger electronegativity than their neighboring
atoms in the substrate. To validate this guideline, we chose the
recently synthesized antimonene as the substrate [54–58], because
the electronegativity of Sb is smaller than many transition metals
[59,60], and the high stability of antimonene makes it well-
suited for electrochemical applications under a wide pH range
[61–64]. According to electronegativity on the Pauling scale, 16
transition metal atoms were first selected to disperse on the pris-
tine (p-) and defective (d-) antimonene, all showing favorable
binding energies. Then by density functional theory (DFT) calcula-
tions, we confirmed that 13 transition metal atoms are of anionic
charge states. Especially, d-Au and p-Co were found to show high
limiting potentials towards ORR. We further showed that anionic
d-Os and d-Re can facilitate nitrogen reduction reaction. This work
proposes a simple principle for designing anionic SACs and demon-
strates the capability of these overlooked but important SACs for
electrochemical applications.
2. Computational methods

Spin-polarized density functional theory (DFT) simulations
were carried out with the Vienna ab initio simulation package
(VASP) [65,66]. Geometry optimizations and electronic property
calculations were performed using the Perdew-Burke-Ernzerhof
(PBE) functional [67]. The interaction between ions and electrons
was described with the projector augmented wave method
[68,69]. A kinetic energy cutoff for plane waves was set to
450 eV. Structural relaxations used a conjugate gradient scheme
without symmetry restrictions until the energy change in elec-
tronic iterations was smaller than 1�10�5 eV and the maximum
force on each atom was less than 0.02 eV Å�1. To avoid interactions
between periodic images of active site, the vacuum space between
surfaces was set as 20 Å in the vertical direction, and the supercell
was modeled with lattice constants (a and b) larger than 10 Å in
the lateral directions. The Brillouin zone was sampled by
3�3�1 k-points grid using the Monkhorst-Pack scheme during
geometry optimizations, while a denser k-points grid of 9�9�1
was used for electronic property calculations [70]. The stability
of SACs was evaluated by the binding energy (Eb), which is defined
as Eb = ESAC – Eantimonene – ETM, where ESAC, Eantimonene, and ETM are
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energies of SACs, pristine or defective antimonene, and isolated
transition metal atoms, respectively. Here, isolated atoms instead
of bulk metals were used as the reference for binding energy calcu-
lations since SACs can be fabricated by means of chemical vapor
deposition [71–76]. To better describe the adsorption of reaction
intermediates on catalysts, Grimme’s DFT-D3 method was
employed to correct the van der Waals (vdW) interactions [77].
Stabilization effects of solvent on the intermediates were also con-
sidered using the algorithm as implemented in VASPsol package
[78,79].

For electrochemical ORR in acidic media, the associative reac-
tion pathway can be explained using a four-electron mechanism:

O2 gð Þ þ �¼�O2 ð1aÞ
�O2 þHþ þ e� ¼ �OOH ð1bÞ
�OOHþHþ þ e� ¼ �OþH2O lð Þ ð1cÞ
�OþHþ þ e� ¼ �OH ð1dÞ
�OHþHþ þ e� ¼ � þH2OðlÞ ð1eÞ
where * denotes the catalyst, while *O2, *OOH, *O, and *OH are the
oxygen-containing intermediates. Based on computational hydro-
gen electrode (CHE) model [80], the reaction Gibbs free energy
change (DG) for each reaction step of Eq. (1) can be evaluated by
adsorption free energies, shown as follows [81]:

DG 1að Þ ¼ DG �O2ð Þ � 4:92 eV ð2aÞ

DG 1bð Þ ¼ DG �OOHð Þ � DG �O2ð Þ þ eUb ð2bÞ

DG 1cð Þ ¼ DG �Oð Þ � DG �OOHð Þ þ eUc ð2cÞ

DG 1dð Þ ¼ DG �OHð Þ � DG �Oð Þ þ eUd ð2dÞ

DG 1eð Þ ¼ �DG �OHð Þ þ eUe ð2eÞ
where the term Ui (i = b, c, d, and e) is the external potential on the
electrode. When setting the DG for each reaction step in Eqs. (2b-
2e) to 0, the equilibrium potentials for these steps (U0

i ) were
obtained as follows:

U0
b ¼ DG �O2ð Þ=e� DG �OOHð Þ=e ð3aÞ

U0
c ¼ DG �OOHð Þ=e� DG �Oð Þ=e ð3bÞ

U0
d ¼ DG �Oð Þ=e� DG �OHð Þ=e ð3cÞ

U0
e ¼ DG �OHð Þ=e ð3dÞ

Theoretically, the catalytic performance for an electrocatalyst can be
evaluated by the limiting potential, UL, which is determined as min
(U0

i ) [8,82]. For ORR, a higher UL value corresponds to a lower over-
potential (1.23 V – UL), thus, indicating a better energy efficiency.

Adsorption free energies of intermediates, i.e., DG(*O2), DG
(*OOH), DG(*O), and DG(*OH) in Eqs. 2 and 3, were calculated
based on the free energies of H2O molecule in liquid phase and
H2 molecule in gas phase as follows:

xH2O lð Þ þ � ¼ �OxHy þ 1
2

2x� yð ÞH2 gð Þ ð4aÞ

DG �OxHy
� � ¼ G �OxHy

� �þ 1
2

2x� yð ÞG H2 gð Þð Þ � xG H2Oð Þ
� G �ð Þ ð4bÞ
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where *OxHy represents *O2, *OOH, *O, and *OH, depending on x and
y values. Free energy G for each species is G = E + Gcorrection, where E
is the total energy calculated from DFT simulations, and Gcorrection is
the correction term. For H2O(l) and H2(g), Gcorrection = EZPE – TS,
where EZPE is the zero-point energy and S is the entropy, both taken
from the NIST database and T was set to 298.15 K [83]. For *O2,
*OOH, *O, and *OH, Gcorrection was obtained with the aid of VASPKIT
[84], where frequencies under 50 cm�1 were set to 50 cm�1. The
EZPE, TS, and Gcorrection for free molecules and intermediates are
listed in Tables S1-S3. The Gibbs free energy of the O2 molecule
was derived as G(O2(g)) = 2G(H2O(l)) – 2G(H2(g)) + 4.92 eV [80].

For the nitrogen reduction reaction (NRR), calculations involved
structural optimizations of catalysts and intermediates
(Scheme S1), the correction of free energy, and the determination
of limiting potential. Details of these computations are deposited
in the Supplementary Information.

3. Results and discussion

3.1. Antimonene-based anionic SACs

We selected antimonene as the substrate for SACs since the
electronegativity of Sb is smaller than many transition metals.
Antimonene features a buckled honeycomb geometry and consists
of two sublayers of Sb atoms. The pristine antimonene has three
possible sites (labeled as A, B, and C) for the adsorption of one tran-
sition metal atom, i.e., the site directly above the Sb atom in the
lower sublayer, the site over the buckled hexagonal ring, and the
site inside the buckled hexagonal ring, respectively (Fig. 1a). In
the case of antimonene with a single-Sb vacancy, the transition
metal atom can occupy the vacancy which is labeled as site D
(Fig. 1a). For simplicity, structures with transition metals on the
pristine antimonene are termed as p-M, while those with transi-
tion metals on the defective antimonene are termed as d-M.

To generate anionic SACs for study, we used electronegativity
(v) of Pauling scale to choose potential transition metals. As the
v of Sb is 2.05, transition metals with v greater than 2.05 could
obtain electrons from antimonene, forming negative charge states
and anionic SACs. To allow some leeway for Sb’s electronegativity,
the cutoff value of v was set as 1.80, following which 16 3d/4d/5d
transition metal atoms (Fe, Co, Ni, Cu, Mo, Ru, Rh, Pd, Ag, W, Re, Os,
Ir, Pt, Au, and Hg) were selected to construct 32 antimonene-based
SACs. On the pristine antimonene, six transition metal atoms (Mo,
Ru, W, Re, Os, Hg) energetically prefer the A site; three transition
Fig 1. Geometries and charge states of transition metals on antimonene. (a) Schematic of
the top Sb layer. (b) Bader charges of the transition metal (TM) atoms.
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metal atoms (Cu, Ag, Au) tend to occupy the B site; and seven
transition metal atoms (Fe, Co, Ni, Rh, Pd, Ir, Pt) adopt the C site
(Figs. S1-S3). Both steric effect and electronic effect can contribute
to the configurations of these SACs. Metals preferring the A site
generally have large van der Waals atomic radii in the range of
2.13 to 2.23 Å; since their d orbitals are far from filled (except
for Hg), they tend to interact strongly with surrounding Sb atoms,
which causes distortions of substrate’s geometry. In comparison,
metals preferring the C site have small atomic radii in the range
of 1.97 to 2.13 Å, and therefore they can be intercalated between
two sublayers of Sb atoms. As for metals preferring the B site, they
belong to group 11 of the periodic table with the electronic config-
uration of d10s1, which is relatively inert due to the fully filled d
orbitals and half-filled s orbitals. Although Cu, Ag, and Au also have
small atomic radii in the range of 1.96 to 2.14 Å, their relatively
inert nature keeps them away from the C site that are coordinated
by six surrounding Sb atoms. The van der Waals atomic radii are
adopted for the above rationalizations because most metals dis-
cussed above are proved to be negatively charged, indicating that
their atomic radii should be different from those of cationic ions.
However, we note that the trend can be still rationalized if the
covalent atomic radii are used. On the defective antimonene, all
transition metal atoms under study can be trapped in the vacancy
(Fig. S4). The 32 antimonene-based SACs are thermodynamically
stable, as their binding energies for adsorbing transition metal
are all negative (Fig. S5). Due to the passivation of dangling bonds
in the point vacancy, all d-M models have more negative binding
energies than their p-M counterparts, indicating a stronger interac-
tion between the transition metal atom and the defective
antimonene.

Since the electronegativity (v) only gives a rough estimation of
the charge states (Fig. S6), a Bader charge analysis was adopted to
confirm the charge states of the 16 metal centers on 32 SACs at the
DFT level of theory [85,86]. Fig. 1b shows that 13 transition metal
atoms carry negative charge states for both p-M and d-M modes,
leading to 26 anionic SACs, while only three transition metals
(Fe, Mo, and W) are cationic. The charge states of 3d/4d/5d transi-
tion metals exhibit a regular pattern with respect to their atomic
number on the periodic table: all three curves are of a V-shape;
and the three cationic transition metals are located on the leftmost
position of each V-shaped curve, while the transition metals in
group 9 (Co, Rh, Ir) have the most negative charges. Most transition
metals are more anionic on the pristine antimonene, except for
four transition metal atoms (Cu, Ag, Au, and Hg) which are more
four adsorption sites, where h denotes the deviation of a transition metal atom from
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anionic on the defective antimonene. Considering that Bader
charge analyses in certain cases can yield too extreme values and
overestimate the ionic character [87], we also performed a Hirsh-
feld charge analysis for these SACs (Fig. S7) [88]. Both Bader and
Hirshfeld charge analyses confirmed the anionic characteristic for
eight metals (Co, Ni, Ru, Rh, Re, Os, Ir, and Pt), which further sup-
ports the existence of anionic metal centers and validates our
guideline for designing anionic SACs.
3.2. Optimal anionic SACs towards ORR

Before examining the catalytic performance of the 26 anionic
SACs towards ORR, we investigated their electronic properties to
check if they are suited as potential electrode materials. The pris-
tine antimonene has a theoretical band gap of 1.26 eV (Fig. S8). Dis-
persing transition metal atoms on the antimonene greatly narrows
the band gap: 16 SACs (d-Fe, p-Co, d-Ni, p-Cu, d-Cu, p-Rh, d-Pd, p-
Ag, d-Ag, p-Re, d-Re, p-Ir, d-Pt, p-Au, d-Au, and d-Hg) are metallic,
as revealed by their density-of-states; the other 10 SACs remain
semiconductors, but their band gaps are smaller than 1 eV
(Figs. S9–S12). The vanished or reduced band gaps should endow
these antimonene-based SACs with enhanced conductivity for
electrochemical applications, for instance, as electrocatalysts for
ORR.

To expedite the screening of optimal electrocatalysts for elec-
trochemical ORR, a three-step strategy was adopted (Fig. 2a).
ORR can proceed through a two-electron or a four-electron mech-
anism. In the two-electron mechanism, O2 is reduced to H2O2,
Fig 2. The screening process and results for optimal electrocatalysts to ORR. (a) Three-st
hand to show a proposed trend due to the small number of data points. (c) Free energy
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while in the four-electron mechanism, O2 is reduced to H2O via
dissociative or associative pathways. At step 1 of the screening
process, we first evaluated DG(*O) to discriminate between the
two- and four-electron mechanisms, as Guo et al. found that if an
electrocatalyst prefers the two-electron mechanism, the value of
DG(*O) is larger than 3.52 eV [89,90]. In the present work, none
of the 26 anionic SACs have an DG(*O) value larger than 3.52 eV
(Table S4), indicating that these SACs do not catalyze ORR through
the two-electron mechanism. As for the four-electron mechanism,
it has dissociative and associative pathways [89]. However, the dis-
sociative pathway is usually not considered for SACs, since break-
ing the O-O chemical bond requires a large activation energy, and
SACs are in lack of contiguous active sites [8,89]. Thus, we only
examined the associative pathway of the four-electron mechanism
for the 26 anionic SACs.

In the subsequent two steps of the screening process, we eval-
uated the limiting potential (UL) for all the 26 SACs. From separate
calculations, the benchmark Pt(111) with an O coverage of 50%
presents a UL of 0.64 V towards ORR (Fig. S13). Therefore, the cri-
terion of UL � 0.60 V was used to find SACs with energy efficiency
comparable to Pt(111). The criterion requires U0

i � 0.60 V (i = b, c,
d, and e) in Eq. (3) according to the definition of UL. At step 2 of the
screening, DG(*OH) was calculated, and with the values of DG(*O)
from step 1, U0

d and U0
e were determined for each SAC. For qualified

electrocatalysts, U0
d and U0

e should be no less than 0.60 V (Fig. 2a).
During this process, nineteen anionic SACs were screened out,
leaving seven (p-Pd, p-Au, p-Pt, p-Rh, d-Au, p-Co, d-Hg) for further
evaluations (Table S4). This step significantly improves the screen-
ep strategy. (b) Volcano plot of the limiting potential. The right branch is drawn by
profile for ORR on p-Co SAC under various external potentials.
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ing efficiency of SACs towards ORR, as it excludes 73% anionic SACs.
At step 3 of the screening, we further calculated U0

b and U0
c from the

values of DG(*O), DG(*OOH), and DG(*O2) for the seven catalysts.
This finally determines UL of the seven catalysts (Table S5), show-
ing that p-Au, d-Au, and d-Hg are comparable to or even better
than Pt(111) in terms of UL. Comparing the values of U0

i and UL

for the seven candidates, we found that the potential determining
step (PDS) is the first protonation step (*O2?*OOH, Eq. (1b)) for
five p-M catalysts (M = Au, Co, Pt, Rh, Pd), but is the third protona-
tion step (*O?*OH, Eq. (1d)) for d-Au, and is the final protonation
step (*OH ? H2O, Eq. (1e)) for d-Hg. Since Eq. (1b) (*O2?*OOH) is
the PDS for most of these catalysts, the value of DG(*O2) – DG
(*OOH) can be used as a descriptor to construct the volcano plot
(Fig. S14). Fig. 2b shows an approximate volcano shape with p-
Au at the peak.

For these anionic SACs to be stable during electrocatalysis, the
anion metal centers should remain isolated. Among the seven can-
didates, we examined p-Au first since it presents the highest UL in
Fig. 2b. For Au atoms on the surface of pristine antimonene, the
conformation with one Au-Au dimer is lower in energy than the
conformation with isolated Au atoms (Fig. S15a). This suggests that
Au atoms on the pristine antimonene tend to form clusters, as
reflected by the three-Sb coordination and relatively weak binding
energy for p-Au (Figs. S2 and S5). Likewise, d-Hg has a weak bind-
ing energy. In contrast, the other five candidates (p-Co, p-Pt, p-Rh,
p-Pd, and d-Au) can remain as isolated transition metals, because
the binding energies of these SACs are much stronger (–3.81, –
5.45, –5.51, –3.77, and –4.10 eV, respectively). These strong bind-
ing energies can be ascribed to their stable conformations where
Co, Pt, Rh, and Pd atoms are deeply embedded inside the Sb buck-
led hexagonal ring while Au atom in d-Au occupies the Sb-vacancy,
and therefore are firmly locked by the six coordinating Sb atoms or
the three chemical bonds (Figs. S3 and S4). Accordingly, Co, Pt, Rh,
and Pd atoms hardly diffuse on the surface as these atoms are
much more stable inside the hexagonal ring than on the surface
(Fig. S15b–d), which hinders the clustering. By excluding p-Au
and d-Hg, the best catalyst for ORR is d-Au with a UL of 0.71 V.

Among the seven catalysts, p-Co is the only noble metal-free
catalyst, and thus attracts our attention. The UL of p-Co is around
0.55 V which ranks the highest among the stable p-M (M = Co,
Pt, Rh, and Pd) catalysts and is close to that of Pt(111). Fig. 2c
shows the free energy profiles of p-Co under external potentials.
The O2 molecule can be strongly adsorbed on the anionic Co center,
causing the first protonation step to be the PDS which presents a
free energy change about –0.55 eV. The insets in Fig. 2c also shows
a Sb-O bond in *O intermediate, suggesting a synergy interaction
between the transition metal and the adjacent atom. The discovery
of p-Co provides another method to improve the ORR activity of Co
[91], besides developing N-coordinated Co SACs [91–93]. For com-
parison, we further constructed graphene-based cationic CoN4

SACs (Fig. S16) and examined the catalytic performance towards
ORR. The Co metal center on Sb-based anionic SAC carries a charge
state of –0.27 |e|, while that on CoN4 cationic SACs carries a charge
state of + 0.91 |e|. The CoN4 cationic SAC exhibits a UL of only 0.36 V
for the same PDS step (Fig. S17), which is compatible with previ-
ously reported values [94,95] but much smaller than the UL of
0.55 eV for p-Co anionic SAC. Since the CoN4 cationic SAC was
reported to display outstanding catalytic performance toward
ORR [93], we believe the anionic SACs presented in this work call
for more attention.
3.3. Origin of ORR activity on anionic Co

The origin of ORR activity on anionic Co was evaluated firstly by
comparing the adsorption and activation processes of O2 molecule
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on p-Co and CoN4 SACs, since these processes are crucial for ORR
[96]. When an O2 molecule stays away from the p-Co and CoN4,
the density-of-states (DOS) peaks are apparently derived from its
molecular orbitals (Fig. 3a). After the chemisorption, the r and p*
DOS peaks of O2 on p-Co and CoN4 vanish, indicating d-r and d-
p* interactions. This finding confirms the activation of the O2 mole-
cule on both kinds of metal centers. The activation process consists
of two simultaneous steps: O2 forms bonds with the metal center
via bonding orbitals of O2 and d orbitals of the metal, then the
metal center donates electrons from its d orbitals back to the anti-
bonding orbitals of O2. For the cationic Co center, the p DOS peaks
of O2 also disappear after the adsorption, because cationic metal
centers usually present more vacant d orbitals which are ready
for a d-p interaction. The additional d-p interaction implies a more
negative adsorption energy of O2 on cationic metal centers than
their anionic counterparts, which is confirmed by our calculation
as shown in Fig. 3b. The weaker adsorption of O2 on anionic p-Co
SACs can also be partially ascribed to the steric effect: Co in p-Co
is located between two Sb sublayers (Fig. S3), which may cause a
penalty of repulsion due to the short distance between O2 and
the top Sb sublayer. Nevertheless, the anionic metal centers show
a more intensive activation effect on the O2 molecule. The anionic
Co center in p-Co overall transfers 0.66 electrons to the adsorbed
O2 molecule, more than its cationic counterpart CoN4 (0.39 elec-
trons). As a result, O2 on an anionic metal center exhibits longer
O-O bond length (1.34 Å) than on cationic metal centers (1.31 Å).
Therefore, anionic metal centers can better promote the activation
of O2, thus being significant to many reactions, such as the CO oxi-
dation reaction [40].

In stark contrast to the case of O2 adsorption that is weaker on
the anionic Co, the anionic Co binds *OOH, *O, and *OH intermedi-
ates more strongly than its cationic counterpart. Fig. 3b shows that
the adsorption free energies of *OOH, *O, and *OH on anionic Co are
less positive than those on the cationic counterpart. In other words,
the anionic metal center helps to stabilize the reaction intermedi-
ates. This stabilization effect is the most pronounced for the *O
intermediate. Therefore, the stabilization effect of anionic metal
centers can favorably tune the ORR activity. As a matter of fact,
the weaker adsorption of the *O2 intermediate and the stronger
adsorption of the *OOH intermediate directly contribute to the lar-
ger UL of the anionic p-Co (0.55 V) than the cationic CoN4 catalyst
(0.36 V) found in the previous section.
3.4. Anionic SACs for electrochemical reactions beyond ORR

Due to the strong electron-donating property of anionic metal
centers, we then explored their potentials to catalyze other
electrochemical reactions, for example, nitrogen reduction reac-
tion (NRR). For NRR, the stepped Ru(0001) is recognized as the
most promising metal electrocatalyst [97], with the highest UL

(ca. –0.43 V) among bulk metals (Fig. S18). The challenge of devel-
oping effective electrocatalysts for NRR is that N2 is very stable
and the electrochemical reduction of N2 requires active centers
with ability to strongly adsorb intermediates. When screening
ORR catalysts, we noticed that three anionic SACs (d-Ru, d-Os,
and d-Re) present very strong adsorption to oxygen-containing
intermediates, as reflected by their negative values of DG(*OH)
(Table S4). Thus, d-Ru, d-Os, and d-Re were selected as candidates
of NRR catalyst. By setting the stepped Ru(0001) as a benchmark,
anionic SACs among d-Ru, d-Os, and d-Re with a UL close to or less
negative than –0.43 V is demanded. Since NRR can proceed via
many mechanisms such as enzymatic, distal, and alternating
mechanisms (Scheme S1), a thorough screening process was
established by starting with the evaluation of N2 adsorption on
the metal centers of SACs.



Fig 3. Activation of O2 and adsorption of oxygen-containing species. (a) DOS of O2 on p-Co and CoN4 surfaces, where orange curves represent DOS for O2, and green curves
represent DOS for the d orbitals of Co. (b) Adsorption free energies of *O2, *OOH, *O, and *OH on Co SACs.
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According to our calculations, d-Ru, d-Os, and d-Re prefer to
binding N2 molecule via an end-on mode with DE of –1.00, –1.27
and –1.72 eV, respectively (Table S6). After free energy corrections,
the corresponding DG are –0.43, –0.69, and –1.13 eV (Fig. 4a). In
addition, N-N bond lengths are 1.140, 1.147, and 1.157 Å for N2

adsorbed on d-Ru, d-Os, and d-Re, respectively (Fig. 4b), which
are all longer than the bond length of free N2 molecule (1.11–1.1
2 Å) [98,99]. The negative DG and elongated N-N bond lengths
indicate that anionic SACs are promising in capturing and activat-
ing N2 molecule. The end-on mode of N2 adsorption on the three
anionic SACs rules out the enzymatic mechanism, leaving only
the distal or the alternating mechanism for further considerations.
The two mechanisms share one common reduction step, i.e., the
reduction of adsorbed *N2 to *N2H, where * represents the active
site. In fact, this step turned out to be the PDS of NRR for the SACs
under study (vide infra). Therefore, the free energy change from
*N2 to *N2H, namely DG(*N2?*N2H), can be used to narrow down
the number of catalyst candidates. The DG(*N2?*N2H) for d-Ru, d-
Os, and d-Re were calculated to be 0.62, 0.41, and 0.46 eV, respec-
tively (Table S6). As a result, d-Os and d-Re were selected for fur-
ther study, because their DG(*N2?*N2H) are comparable to the
Ru(0001) benchmark. The *N2H intermediate on d-Os and d-Re
anionic SACs can either become *N2H2 or *NHNH, depending on
which N atom the H+/e– pair attacks. A *N2H2 intermediate leads
to a distal mechanism, while a *NHNH intermediate proceeds
through an alternating mechanism. By comparing the energy
between *N2H2 and *NHNH for d-Os and d-Re, we confirmed that
the *N2H intermediate tends to form *N2H2 intermediate on the
two candidates (Fig. S19). Thus, d-Os and d-Re prefer catalyzing
NRR via the distal mechanism and the corresponding downstream
intermediates are *N, *NH, *NH2, and *NH3.

Fig. 4c and d shows the free energy profiles for NRR on d-Os
and d-Re, respectively. The PDS steps for d-Os and d-Re are the
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same, i.e., the conversion of *N2 to *N2H, corresponding to UL of
–0.41, and –0.46 V, respectively. Therefore, the d-Os is the best
electrocatalyst for NRR revealed in this work. For comparison,
we also examined the NRR performance of graphene-based
OsN4 and ReN4 SACs (Fig. S20). As can be seen from Fig. 4c
and d, OsN4 and ReN4 show UL values of –0.76 and –0.57 V
towards NRR, which are inferior to their anionic counterparts.
Here, the stabilization effect of anionic metal centers on various
intermediates is playing an important role to increase the energy
efficiency. It is noteworthy that the anionic Os center can stabi-
lize five intermediates compared with the cationic Os center
(Fig. 4c). The stabilization effect also has significant impacts on
the PDS of NRR. For d-Os/OsN4, the stabilization effect reduces
the energy barrier of PDS from 0.76 to 0.41 eV. From ReN4 to
d-Re, the stabilization effect even changes the PDS from the last
proton/electron step (*NH2?*NH3) to the first proton/electron
step (*N2?*N2H). These results demonstrate the advantage of
anionic SACs for electrocatalysis of NRR.

Considering that the standard GGA tends to underestimate the
band gaps, we also used the Heyd-Scuseria-Ernzerhof (HSE06)
[100] hybrid functional, which was proven to be very reliable in
calculating the electronic properties, to evaluate the band gap val-
ues of antimonene and the best screened catalysts for ORR and
NRR, namely d-Au, p-Co, d-Os, and d-Re (Table S7). As expected,
the band gap values obtained by HSE06 are larger than those
obtained by PBE. For the pristine antimonene, the band gap
increases from 1.26 eV at PBE to 1.77 eV at HSE06, and these band
gaps are consistent with previous studies [101]. For the
antimonene-based SACs studied here, both PBE and HSE06 compu-
tations show that these screened catalysts have smaller band gaps
than the pristine antimonene, especially the HSE06 band gap val-
ues for these four antimonene-based SACs are in an acceptable
range for electrocatalysts.



Fig 4. Catalytic performance of d-Ru, d-Os, and d-Re to NRR. (a) DG of N2 adsorbed on d-Ru, d-Os, and d-Re versusDG(*OH). (b) N-N bond length for N2 adsorbed on the metal
centers versus DG(*OH). (c and d) Free energy profiles for NRR on d-Os/OsN4 and d-Re/ReN4, respectively, where the energy barrier of PDS is labeled, and the stabilization
effect is indicated. Calculations were done for the distal mechanism since the alternating mechanism is energetically unfavorable as indicated by the *N2H2 step.
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4. Conclusions

To achieve single-atom catalysts (SACs) with anionic metal cen-
ters, namely anionic SACs, we have proposed in this work a simple
guideline based on Pauling electronegativity: the metal centers
should have larger electronegativity than the surrounding atoms
from the substrate on which the single metal atoms are supported.
Following this principle, we have discovered that 13 transition
metal atoms (Co, Ni, Cu, Ru, Rh, Pd, Ag, Re, Os, Ir, Pt, Au, and Hg)
deposited on pristine or defective antimonene carry anionic
charges by means of density functional theory (DFT) simulations.
These anionic SACs are promising electrocatalysts for many signif-
icant reactions, such as oxygen reduction reaction (ORR) and nitro-
gen reduction reaction (NRR). For ORR applications, the anionic
metal centers can promote the activation of O2 and stabilize the
adsorptions of downstream intermediates. From our results, anio-
nic d-Au shows better ORR energy efficiency than the benchmark
Pt(111). Another promising electrocatalyst towards ORR is p-Co,
due to its high limiting potential and non-precious non-toxic nat-
ure. For NRR applications, the d-Os and d-Re electrocatalysts have
limiting potentials of –0.41 and –0.46 V, respectively, very close to
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the stepped Ru(0001) surface. We have further discovered that
several transition metal atoms (Os, Ir, Pt, Au) on bismuthene are
also anionic (Fig. S21) [58,101]. Such bismuthene-based anionic
SACs may also have a promise as electrocatalysts, for example for
the electrochemical reduction of CO2 [102]. Overall, this work pro-
poses a guideline for fast design of anionic SACs and provides evi-
dence to utilize anionic SACs as efficient electrocatalysts towards
ORR and other important reactions beyond ORR.
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